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Phase retrieval applied to coherent Fourier
scatterometry using the extended
ptychographic iterative engine

P. DWIVEDI, J. E. H. CARDOSO SAKAMOTO, AND S. F. PEREIRA’

Delft University of Technology, Faculty of Applied Sciences, Department of Imaging Physics, Optics
Research Group, Lorentzweg 1, 2628 CJ Delft, The Netherlands
“s.f.pereira@tudelft.nl

Abstract: We have demonstrated that the extended ptychographic iterative engine (ePIE)
algorithm can be applied to retrieve the phase information of the vectorial scattered field of a
subwavelength object with the amplitude of the scattered field as input. We applied this technique
combined with coherent Fourier scatterometry to determine the phase of the scattered field of a
subwavelength grating, illuminated by a focused laser beam.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

Fourier scatterometry is a well-known technique for retrieval of information of an unknown
object. The technique works by measuring the scattered light of an object that is illuminated by
a known light field followed by inverse reconstruction methods. This technique is being widely
used in the semiconductor industry for retrieval of grating parameters in order to check the quality
of the lithographic process. In recent years, an alternative version to the traditional (incoherent)
Fourier Scateromerotry has been introduced, namely Coherent Fourier Scatterometry (CFS) [1].
In this technique, the object is illuminated not by a single angle of incidence but by a focused
laser beam such that the intensity of the scattered field at all angles within the numerical aperture
of the collection lens is acquired in one shot using a CCD camera. With the information on the
scattered field combined with a priori information about the object, certain features of the object
can be determined with subwavelength accuracy. CFS has been applied to reconstruct several
parameters of gratings printed on wafers such as period, critical dimension, height and side wall
angles [2]. It has also been shown in Ref. [3] that if CFS could be extended to the knowledge
of not only the amplitude but also the phase of the scattered field, a gain in sensitivity in the
grating parameter retrieval can be achieved. The latter becomes important in certain applications
such as in parameter retrieval of subwavelength gratings where the accurate determination of
the parameters with small error margin becomes very hard. The most conventional method to
obtain the phase information in this case would be interferometry; however, it is well known
that its implementation requires very stable setups, given that it is very sensitive to vibrations.
Another option to obtain phase information is to use phase retrieval techniques [4—6]. With
the fast development of computing power, the combination of computational algorithms with
not-so-sophisticated optical system can be used to retrieve the phase information using only
measured intensities in the far field. Among these techniques, ptychography has been found to
be successful in terms of robustness to noise and convergence to the correct solution. It has been
widely used for visible wavelengths, x-rays as well as e-beams [7—12]. Ptychography relies on
partially illuminating the object with a probe function and obtain several images corresponding to
different overlapping probe positions. Among several algorithms for ptychography encountered
in the literature, the ptychography iterative engine (PIE) is very popular [6,13]. However, when
the probe function is not exactly known, it is possible to modify PIE so that both the object and
the probe function are reconstructed [7]. This technique, also called extended PIE (ePIE), is
preferred here since it makes the experiment simpler.
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In this paper, we combine CFS with ptychography to determine the amplitude and phase of
the scattered field from a subwavelength object using only far field intensity measurements.
The paper is organized as follows: in Section 1 we introduce the general ptychography method
(Ptychography Iterative engine, PIE) and the extended Ptygrography Iterative Engine (ePIE),
with the latter being the method that we have used to reconstruct the phase and amplitude of the
scattered field. In Section 2 we show details of the experimental setup as well as the obtained
data. In Section 3 we explain the computational procedure followed by the results in Section 4.
Finally, we present the last section, Section 5 our conclusions and outlook.

1. Ptychography

In 1972, the term ptychography was coined by Hoppe [14,15]. Hoppe reconstructed an object
using two far-field intensity measurements corresponding to two different illumination settings.
Later on, Rodenburg’s team combined ptychography with iterative scheme and proposed pty-
chographic iterative engine (PIE) [6,13]. In PIE an object is illuminated by a light spot (also
called ‘probe’) that is translated to different positions in a way that the probe at adjacent posi-
tions overlap, creating redundancy in the measured far-fields. The optimum overlap between
neighboring probe positions is 60% [16]. For each position, the far-field intensity pattern is
recorded and using these measurements, the object’s complex-valued transmission function is
computed iteratively. In this section, we start by explaining how the ptychographic iterative
Engine (PIE) works followed by the extended PIE (e-PIE). The latter is the method we have used
for the reconstruction. The reason for this choice relies on the fact that ePIE offers the possibility
to relax the accurate knowledge of the probe, since this algorithm also reconstructs it as well and
thus makes the experiment easier.

1.1. Ptychographic iterative engine (PIE)

In order to explain the process of the PIE, let us consider an object O(r), and a probe P(r) that is
shifted to a j" position R;. Here, r is a 2D coordinate vector in real space. The complex-valued
transmission function can be written as

¥i(r) = O(r)P(r — Ry). (D
Hence, the measured intensity in the far-field will be
L(r) = |7 (). 2

Here, 1’ is a 2D coordinate vector in reciprocal space.
The algorithm starts with a guessed object function O,(r) which could be a 2D random valued
matrix. The steps of the algorithm for k” iteration and j* probe positions are as follows:

1. Calculate the estimated exit wave as
Yij(r) = Or(r)P(r — Ry). (3)
Here, O(r) is the estimated object for the k™ iteration.

2. Fourier transform the exit wave to obtain the guessed diffraction pattern.
iy (r') = F i (0. “

3. Update the amplitude of the guessed diffraction pattern with the square root of the measured
intensity pattern and keep the phase as it is. Therefore,
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4. Perform inverse Fourier transform of the updated diffraction pattern to obtain an improved
estimation of the exit wave function.

v = 7). (©)

5. Update the estimated object as follows

P(r - R)*

Or+1(r) = Ok(r) + - R

X W (1) = ()] (7)

6. Move the probe to the next position.

Repeat the steps from 1 to 6 until convergence is reached. One way to verify the convergence is
to calculate the mean squared error (MSE) between measured intensity and estimated intensity;
when this value is not changing, the algorithm has found its solution.

1.2. Extended ptychographic iterative engine (ePIE)

In the previous section, the probe function P(r) has been assumed to be known; the object
function O(r) has been assumed to be unknown. However, in a far-field consideration, it is also
possible to have the inverse case, where the probe function is unknown and the object is known.
On shifting the object by —R;, we will get the intensity pattern in the far-field as:

I/(r) = | F{0(r + R)P(D)}I*. ®)

Thus, a probe estimate can be updated if the object is known, analogous to the Eq. (7). If Py is
the estimate of the probe for k™ iteration, the update function for the probe can be written as [17]

OZ (l' + R]) upd ~ -
Ok + Ry Vi ) 7O ©)

P (r) = Pi(r) +
Therefore, in the ePIE algorithm, the object function and the probe function can be updated using
Eq. (7) and (9) respectively.

2. Experimental procedure

In this section we show the setup constructed with the purpose of showing that phase retrieval of
the scattered field of a diffraction grating that is obtained using Coherent Fourier Scatterometry,
is possible by using the ePIE algorithm.

2.1. Experimental setup

An experimental setup, as shown in Fig. 1, was built in order to obtain the required measurements.
In this particular configuration, a He-Ne laser of 4 = 632.8 nm is expanded, collimated and
used to illuminate a reflective object. An objective of numerical aperture NA = 0.4 is used to
focus the incoming laser beam onto the object plane. The used object was a silicon-on-silicon
square grating with a period of 500 nm, 130 nm height, mid critical dimension of 216 nm, and
side wall angle of 85°. The reflected beam passes through the same objective and its back focal
plane is imaged by two lenses of f = 25 cm and f” = 10 cm in a telescope configuration. At
the position of the back focal plane of the second lens, a micro-controlled stage with a mask is
placed. As mentioned in the previous sections, the mask works as the probe, blocking some parts
of the scattered field distribution. After the mask, a lens with focal length of 20 cm performs
the Fourier transform of the mask plane into the camera plane (CCD camera Prosilica, GC1290
with 960 x 1280 pixels, with square pixel size of 3.75um). The displacement of the stage and
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acquisition of the image (exposure time and number of averaged frames) were controlled by a
PC using Labview. Furthermore, the incident light was linearly polarized with the polarization
axis at the back focal plane of the objective being perpendicular (TM) to the grating structure. It
is important to mention here that this particular configuration has been chosen because it is of
the interest for grating parameter reconstruction.

Mirror

expander

e

Beam f+r
spliter *------ PC

irror /
Diffraction f=25cm  f'=10cm
grating Stage
with
mask

Fig. 1. Experimental setup to retrieve the amplitude and phase of the scattered field (as
shown in Fig. 2) of a diffraction grating.

In Fig. 2 we show the scattered field of the grating (illuminated by a focused field) that is
recorded at the plane of the mask. The red rectangle shows the scanned area of the scattered
field of which the amplitude and phase has been retrieved using ptychography. Since the grating
is symmetric, recovering the amplitude and phase of only one quart of the far field is sufficient.
The feature on the lower left of the figure is due to dust or defect in the optical path.

On the contrary to most ptychography schemes which uses a circular mask to scan the
object, we use an unconventional mask to scan the scattered field area. The mask function is a
checkerboard type amplitude mask with five square tiles: one in the center and four around it
(see Fig. 4 in Sect. 4). The reason for this choice relies on obtaining more spread of the intensity
pattern in the far-field captured at the camera. The mask has been fabricated using 3D printer
and each tile is a square with dimensions of 400 x 400um?>.

2.2. Methodology

We restate the goal of this paper that it is to retrieve the amplitude and phase of the scattered
field (at the mask plane—see Fig. 1). In order to do so, the mask is translated transverse to the
beam path, and the mask scanned the scattered field. The corresponding intensity patterns at the
far-field were measured in the camera. The mask scanned the scattered field in a way that the
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Fig. 2. Intensity distribution of the experimental scattered field of the grating at the pupil
plane. The red square indicates the region that is scanned by the check-board mask.

overlap between the neighboring mask positions was 79% and the number of scan positions was
12x12.

The captured intensity in the far-field corresponding to j™ mask position is Ii(r") as in Eq.
(1). We used a matrix with random values as the guessed scattered field which is O,(r). The
measured mask function (see Fig. 4a) is used as the initial estimate of the mask. Note that this
mask is used as a probe function (P) in the algorithm. We reconstruct the scattered field (O(r))
iteratively using ePIE.

2.3. Dynamic range

The saturation of the camera was one important issue because the diffraction pattern may have
very levels of intensities. As we have mentioned before, the CCD had a 12-bit mode with a
dynamic range from O to 4095. The fine tuning of exposure time to use full dynamic range was
not enough because only the central pattern was distinguishable from the background noise while
the information contained in the higher spatial frequencies were lost. To overcome this problem,
we increased the dynamic range using the method as explained in the Ref. [18]. For each mask
position, several intensity patterns for different exposure times were acquired. For example, in
Fig. 3a, the intensity profile of the same cross section is shown for two different exposure times.
For t = 2000 us, the central peak is saturated; for t = 300 us, it is not. Since the input power
of light is linear with the output intensity, the ratio between the lobes for different exposure
times should be constant. Therefore, first we calculated the ratio between the lobes—which were
not saturated—for different exposure times. Using this ratio, we modified the saturated peak
of overexposed cross section and kept the rest as it was. Consequently, the intensity profile for
higher exposure was acquired.

This process was repeated about four times, thus, five intensity images were obtained for each
mask position with gradually increasing exposure times, which we increased up to one hundred
times from the first one.

Figures 3a and 3b illustrate the procedure mentioned above with two cross-sections, corre-
sponding to the same measurement but different exposure times. The lowest profile (continuous
blue line) is a measurement when the camera was not saturated while the profile with a con-
tinuous black line represents the second measurement when the central part was overexposed.
Finally, the red-dotted line is the modified cross section which is obtained by using the above
explained method. For the next step, the red-dotted line was used as the cross-section for low
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Fig. 3. (a) The cross-sections of the same intensity pattern is shown for different exposure
times of t = 300us and ¢ = 2000us where the former is not overexposed unlike the latter
one. It can be seen here that the central peak of the modified intensity is several times higher
than the measured intensity. (b) A zoom of the central peaks shows a clear saturation of the
brightest peak.

exposure time and the corresponding calculation was performed with a third profile obtained
with higher exposure time, and so on.

2.4. Mask shift

In order to have an overlap of about 80% between the neighbouring mask positions, we have
chosen the overlap value of 79%, since this corresponds to an integer number of pixels (3 pixels)
per shift. Non-integer number of pixels can affect the reconstruction.

3. Computational procedure

For this specific work, we implemented the extended Ptychography Iterative Engine (ePIE), as
explained in Section 1, in MATLAB. The entire code was adapted to our experimental setup
while featuring the possibility of varying some computational parameters that may enhance the
reconstruction and computing time. In order to validate the implemented ePIE, before applying
it to experimental data, we used simulated intensity patterns that have been calculated using
rigorous electromagnetic simulations (see figures of Figs. 4 and 5 in Ref. [19]). This simulation
considered the nominal parameters of the fabricated grating and it contains the main features of
the far field that it expected from the experiment. Furthermore, we optimized the reconstruction
(using simulated data) by varying initial parameters, for example, mask shift and overlap between
neighbouring mask positions.

3.1. Mask function

The mask function can be obtained in two ways. In the first way, an image of the mask is
acquired, by adjusting the distance of the lens f; = 20 cm (see Fig. 1) in a way that mask is at 2f;
behind the lens and camera is at 2f; after the lens. One disadvantage of this method is that it
involves the movement and alignment of the lens and the camera, however the image is directed
measured.

In second way, we replace the lens (fj = 20 cm) with a lens (f = 10 cm) and keep the setup as
it is. However, this will not have the correct magnifying factor as the Fourier transform that is
captured using the lens f; = 20 cm. Therefore, we would have to multiply the image size by the
magnifying factor. To calculate that factor, let us suppose the pixel size of the detector is Ax,,
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(a) (b)

Fig. 4. (a) Direct imaging of the 5 tiles mask that was used for the experiment. (b) The
reconstructed mask by using the ePIE algorithm with 30 iterations and 79{%

w 3

2

1

0

overlap.
Fig. 5. Retrieved amplitude and phase of the scattered field of a grating at the pupil
illuminated by a focused laser beam. The input polarization is TM (perpendicular to the
grating grooves)

Phase reconstruction
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and Am is the size of the mask image in one dimension in pixels when f, = 10 cm lens was used.
The size of the mask will be Am x Ax,;. When f] lens is used to capture the diffraction patterns,
the pixel size in the mask plane will be Ax, given by:

Af1

Ax, = .
NAxq

(10)

Here, N = 1024 which is the number of pixel in the camera in one dimension. Hence, the correct
size of the mask in one dimension (in pixels) will be

_AmXAxd

Am’ = 11
m Av, an

In this work, we used the second way to obtain the mask function.

In addition, we have also calibrated the displacement of the mask introduced by the stage’s
software (given in steps) into microns in order to proceed further with real displacement units
and convert it from real to Fourier space units.



Research Article Vol. 2, No. 5/15 May 2019/ OSA Continuum 1597

OSA CONTINUUM ‘

3.2. Intensity matrix acquisition

To minimize the camera noise and increase the dynamic range, we performed the following steps
for each mask position:

1. 30 images were taken in complete darkness and averaged—this data determined the
realistic background noise distribution.

2. 30 intensity patterns were captured for each exposure time and averaged.

3. Average background noise was subtracted from the average intensity patterns for each
exposure time.

4. Using the resultant intensity patterns, the patterns were combined to increase the dynamic
range, as explained in Subsect. 3.

Note that the above procedure was performed for each mask position.

4. Results

We present here the results in two parts: in the the first part we present the optimization of the
experimental parameters, explicitly the dynamic range, overlapped area and the reconstruction
of the probe function. In the second part, we present the reconstruction results of the amplitude
and phase of the far-field of the grating with the optimal parameters. The convergence of the
reconstruction was achieved within 15 iterations of the simulation, therefore, we have performed
the analysis with 30 iterations.

4.1. Calibration
Dynamic range increase

We emphasize here that the dynamic range played a major role in the accomplishment of the
reconstruction and it allowed us to obtain the expected results. The CCD camera dynamic range
was 4095. We increased this dynamic range using the method mentioned in Section 2. The
dynamic range was increased by 2 orders of magnitude, with this been achieved with 5 exposure
times (ranging from 300 us to 30000 us). Additionally, we found that the increase of dynamic
range not only improved the reconstructed object but also enhanced the computing time. The
squared root error converged quickly so that only a few iterations were needed (less than 10
iterations to reach convergence), whilst the intensity pattern with lower dynamic range needed a
higher number of iterations to converge.

Overlapped area

The second parameter that we determined was the optimal displacement of the mask that we
quantified with the percentage of overlapped area between positions. We began by using an
arbitrary displacement value which led to an overlap of 81% and 2.6 pixels shift in the object
plane. In the simulation, it was rounded to 3 pixels. However, as discussed in previous sections,
we also worked on displacements of 3 and 4 pixels shift, corresponding to 79% and 71% overlap.
We found that the optimal overlap between mask positions for this case was 79%.

Probe reconstruction

We also present here, briefly, that the extended Ptychographic Iterative Engine (ePIE) works
properly as it also allows to reconstruct the mask that we used in the experimental setup. It can
be seen from Fig. 4a that the mask had some imperfections, because the edges were not sharp.
As the reconstructions were performed, we observed that those imperfections and the shape of
each tile were also retrieved accurately as shown in Fig. 4b. Thus, it has recovered the initial
parameter which is crucial for the reconstruction of the scattered field.
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4.2. Reconstruction of the scattered field of a diffraction grating

In this subsection, we show the reconstruction of the scattered field of a sub wavelength diffrac-
tion grating illuminated in a TM polarization mode. The results are shown in Fig. 5. The
reconstruction of the scattered field amplitude has been successful, as it is close to the expected
amplitude as shown in Fig. 2. Note that, even the detailed features such as the diffraction rings
due to dust in the grating were reconstructed. Furthermore, the reconstructed phase agrees with
the expected theoretical results (see bottom figures of Figs. 4 and 5 in Ref. [19]). The artifacts
outside the pupil area (at the upper right and lower right corners of the Fig. 5) occurs because
the intensity outside the pupil is zero, and therefore the phase is random in this area. The mean
square error (MSE) is shown in Fig. 6. Note that the MSE here has been computed for the
complete scanned area of the scattered field, which also includes the area outside the pupil area.
Consequently, due to random phase outside the pupil area, the MSE is higher than if it would be
computed only for pupil area. We also would like to point out that there is a clear discontinuity
in the phase at the right side of the reconstructed scattered field as expected, showing that the
method works even for large phase discontinuities.

0 MSE of 12 measurements, 30 iterations

20F \ 1

Error

15 - \ i

10F T~ 1

0 5 10 15 20 25 30
Iterations

Fig. 6. Mean square error of the retrieved scattered field as a function of the number of
interactions.

5. Conclusions

In this work, we have shown the successful implementation of ePIE—a phase retrieval tech-
nique—to reconstruct the scattered field of a sub-wavelength grating in a coherent Fourier
scaterometry setup. As expected, within 10 iterations of this method, we found the correct solu-
tion, which resembles the expected amplitude and phase distribution of the scattered field of the
subwavelength that has been used. This iterative method can replace the interferometer, which is
a cumbersome method to use, whereas iterative method can be easily adapted to a scatterometry
setup. If this method is applied in combination with a complete characterization of the setup
and with precise forward calculations, it could be applicable to optical inspection in lithography.
Additionally, we foresee that it can also be used for characterization of nanostructures with high
accuracy, inspection of surfaces and defects on printed structures, and other measurements where
the phase play an important role.
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