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Dr. ing. J.A.A. Antoĺınez Technische Universiteit Delft, copromotor

Onafhankelijke leden:

Prof. dr. C.A. Katsman Technische Universiteit Delft
Prof. dr. H. Burchard Universität Rostock, Germany
Prof. dr. G. Coco University of Auckland, New Zealand
Prof. dr. K.E.R. Soetaert Universiteit Utrecht
Prof. dr. ir. Z.B. Wang Technische Universiteit Delft, reservelid

This dissertation is part of the project “Design and operation of nature-based
SALTISolutions” (with project number P18-32 Project 7) of the research pro-
gramme SALTISolutions which is (partly) financed by the Dutch Research Council
(NWO).

Keywords: estuaries; salt intrusion; nature-based solutions; Building with Na-
ture

Printed by: Ridderprint
Cover by: Gijs Hendrickx

Copyright © 2024 by G.G. Hendrickx

ISBN 978-94-6506-771-1

An electronic copy of this dissertation is available at
https://repository.tudelft.nl/.

https://repository.tudelft.nl/


Contents

Summary vii

Samenvatting xi

Preface xv

1 Introduction 1

I EXPLORATION

2 Sensitivity analysis: Method 11

3 Sensitivity analysis: Results 31

II CONCEPTUALISATION

4 Nature-based solution: Temporary sill 61

5 Nature-based solution: Intertidal area 77

v



vi Contents

III EVALUATION

6 Trade-offs: Socio-economy 95

7 Trade-offs: Socio-ecology 117

IV REFLECTION

8 Synthesis 137

9 Concluding remarks 149

Epilogue 161

References 167

APPENDICES

A ANNESI 195

B Supplementary material: Chapters 2 and 3 197

C Supplementary material: Chapter 5 207

D Supplementary material: Chapter 8 211

E Nature-based solution: Discharge management 215

F Nature-based solution: Tidal mixing energy 225

Postface 229

Acknowledgements 231

About the author 235

List of publications 237



Summary

Worldwide, estuaries are centres of life. Their connection with the open seas while
providing fertile lands and freshwater has resulted in these regions becoming major
hubs of human settlement and activities, which is expected to continue growing
in magnitude. However economically useful, the open connection to the seas also
poses a challenge: freshwater availability. Via this open connection saline water can
enter the estuary and contaminate the freshwater reserves—so-called (estuarine)
salt intrusion. This may cause freshwater shortages and damage to all living beings
that depend on this invaluable resource.

This research aims to develop mitigation measures to this estuarine salt intru-
sion following the Building with Nature-philosophy. Thus, the goal of this research
is to develop nature-based solutions to mitigate salt intrusion. This is achieved
by (1) exploring the potential of estuary-scale interventions to affect salt intru-
sion; (2) conceptualising various nature-based solutions that mitigate salt intru-
sion; (3) evaluating nature-based solutions in a multidisciplinary context; and, to
conclude, (4) reflecting on the role of nature-based solutions.

The exploration of potential estuary-scale modifications is a computationally ex-
pensive endeavour for which a novel simulation strategy is developed. This strategy
is presented in Chapter 2 and proposes the use of machine learning techniques to
determine the input space—i.e., which model simulations to execute, and which
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viii Summary

to exclude. The aim of the strategy is to put more focus on exploring the output
space instead of exploring the input space.

Subsequently, the model simulations are analysed in Chapter 3. Thus, Chap-
ters 2 and 3 present respectively the method and the results of an extensive sen-
sitivity analysis of estuarine salt intrusion to estuary-scale modifications. The
end-result of Chapter 3 includes a shortlist of potential nature-based solutions to
mitigate salt intrusion, including a ranking based on the sensitivity analysis.

The conceptualisation of nature-based solutions focuses mainly on two potential
options: (1) a (temporary) sill, or submerged dam (Ch. 4); and (2) enhancement of
intertidal area (Ch. 5). In addition to these novel nature-based solutions, Chapter 6
evaluates a third nature-based solution: shallowing of an estuary. From a physical
perspective, this mitigation measure is well-known but mainly poses challenges
in the socio-economic domain, which is why it is not extensively covered in the
conceptualisation-phase of this dissertation but the evaluation-phase instead.

Both the sill and the intertidal area show a dependency on estuary class in
how effectively the mitigation measures are. For the sill it holds that the weaker
the tide, the more effective the sill mitigates landward salt transport—i.e., salt
intrusion. When the tide is limited, salt intrusion is largely (if not fully) driven by
gravitational circulation, for which the sill functions as a wall beyond which the
formed salt wedge can hardly penetrate. However, with tidal energy increasing,
the tidal momentum to push the saline water over the sill also increases resulting
in more salt intrusion—the sill functions more like a speed-bump than a wall. All
in all, a sill is most effective for estuaries with little tidal influence.

Enhancement of intertidal area increases the mixing in the estuary. When
the dominant salt transport mechanism is related to the estuarine circulation,
this enhanced mixing by increasing the intertidal area reduces the salt intrusion.
However, the opposite holds for estuaries in which the salt transport is dominated
by the tidal oscillation. This means that in case of salt wedge and partially mixed
estuaries, enhancement of the intertidal area reduces salt intrusion; and in case of
well-mixed estuaries, the intertidal area increase promotes salt intrusion. Thus, the
additional (vertical) mixing caused by the intertidal areas reduces salt intrusion
as long as there is something to mix—i.e., as long as there is a (sufficient) vertical
salinity gradient.

The evaluation of nature-based solutions is inherently multidisciplinary. In this
dissertation, two different perspectives are considered: (1) socio-economy (Ch. 6),
and (2) socio-ecology (Ch. 7). In both cases, the Rhine-Meuse Delta is considered
as case study.

The socio-economic evaluation addresses the effect of water depth on two major
stakeholders in an estuary: a port, and water boards. These stakeholders have
opposing interests regarding the water depth: a port benefits from enhanced water
depth to facilitate larger vessels, but the resulting contamination of freshwater
reserves via salt intrusion is negatively affecting water intakes, and everyone that
depends on them. Chapter 6 presents a multidisciplinary evaluation method based
on Pareto-fronts, which are to inform decision- and policy-makers. The Pareto-
front in Chapter 6 shows that the port performance remains relatively unaffected
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for shallowing until two metres with the current bed levels, while the freshwater
availability improves. However, beyond this level of shallowing, port performance
drops substantially against limited gains in freshwater availability.

The socio-ecological evaluation focuses on the effects of reopening a closed-off
estuary on two opposing interests as well: freshwater availability, and estuarine
ecosystem functioning. Reopening is beneficial for the ecological diversity in the
former estuary, but comes at the costs of returning saline influences into a freshwa-
ter lake—i.e., freshwater availability is hampered. The ecological implications are
mapped by translating hydrodynamic (model) data to an ecotopes-potential map
due to which the ecological impact of interventions can be quantified. As in Chap-
ter 6, Pareto-fronts are used as method to inform decision- and policy-makers. The
Pareto-front in Chapter 7 shows an increased ecological diversity in the former-
estuary without impeding the freshwater availability when partially opening the
gates. However, once the salt intrusion reaches the most western water intakes,
the freshwater availability drops without major gains in diversity.

This dissertation has shown the complexity of developing future-proof nature-based
solutions to mitigate salt intrusion. Building on the lessons learned, the reflection
of this dissertation proposes a next step for nature-based solutions: DARE (di-
verse, adaptive, and robust engineering; Ch. 8). DARE is based on nature’s own
approach to dealing with uncertainties. The three axes of DARE show how to
deal with uncertainties in the three dimensions of engineering: (1) a diverse set of
solutions to deal with uncertainty in forcing conditions; (2) an adaptive approach
with room to change course in response to the uncertainty that comes with time;
and (3) robust—or even antifragile—solutions regarding the uncertainty in perfor-
mance. With DARE, the focus shifts from the input to the output: Which part of
the output is desirable, and what are the options to get there?

The nature-based solutions presented in this dissertation form a starting point
for further explorations, with work in this dissertation already being used as a
stepping stone for other studies. Besides further exploring the opportunities of
nature-based solutions to mitigate salt intrusion, next steps also include bringing
these findings into practice. This includes reassessing past estuarine modifications
from a new perspective, one that is less susceptible to the challenges that the future
may have in store.





Samenvatting

Wereldwijd zijn estuaria centra van leven. De combinatie van een zee connectie
met vruchtbare grond en zoetwaterbeschikbaarheid heeft ervoor gezorgd dat deze
gebieden menselijke vestigingen en activiteiten hebben aangetrokken. Een trend
die verwacht wordt door te zetten. Ondanks de economische waarde van de open
zee connectie, deze connectie creëert ook een uitdaging: zoetwaterbeschikbaarheid.
Via deze open connectie kan zoutwater het estuarium binnenstromen en zoetwa-
terreserves vervuilen—zogenaamde (estuariene) zoutindringing. Dit kan resulteren
in zoetwaterterkorten en schade toebrengen aan al het leven dat afhankelijk is van
deze onschatbare bron.

Dit onderzoek streeft naar de ontwikkeling van reductiemaatregelen voor es-
tuariene zoutindringing volgens de Building with Nature-filosofie (vert.: Bouwen
met de Natuur). Dus het doel van dit onderzoek is de ontwikkeling van natuur-
gebaseerde oplossingen tegen zoutindringing. Dit is bewerkstelligd door (1) ontdek-
ken van potentiële estuarium-schaal interventies die de zoutindringing veranderen;
(2) conceptualiseren van verschillende natuur-gebaseerde oplossingen tegen zoutin-
dringing; (3) evalueren van natuur-gebaseerde oplossingen in een multidisciplinaire
context; en (4) reflecteren op de rol van natuur-gebaseerde oplossingen.

De ontdekking van potentiële estuarium-schaal ingrepen is een computationeel dure
aanpak waarvoor een nieuwe simulatiestrategie is ontwikkeld. Deze strategie wordt

xi



xii Samenvatting

in Hoofdstuk 2 behandeld en draagt het gebruik van machine learning technieken
aan om de invoerruimte te kiezen—m.a.w. welke model simulaties uit te voeren en
welke niet. Het doel van deze strategie is om meer focus te leggen op het ontdekken
van de uitvoerruimte in plaats van het ontdekken van de invoerruimte.

Vervolgens worden de resultaten in Hoofdstuk 3 geanalyseerd. Dus Hoofdstuk-
ken 2 en 3 omvatten respectievelijk de methode en de resultaten van een uitge-
breide gevoeligheidsanalyse van zoutindringing op estuarium-schaal aanpassingen.
De conclusie van Hoofdstuk 3 bevat een lijst van potentiële natuur-gebaseerde op-
lossingen tegen zoutindringing, waarbij de oplossingen zijn gerangschikt op basis
van de gevoeligheidsanalyse.

De conceptualisatie van natuur-gebaseerde oplossingen focust hoofdzakelijk op
twee mogelijke opties: (1) een (tijdelijke) drempel, of onderwater-dam (Hst. 4);
en (2) uitbreiding van intergetijde gebied (Hst. 5). Aanvullend op deze nieuwe
natuur-gebaseerde oplossingen wordt een derde optie geëvalueerd in Hoofdstuk 6:
ondieper maken van een estuarium. Vanuit een fysisch oogpunt is deze oplossing
alom bekend, waarbij de uitdagingen vooral in het socio-economische domein lig-
gen. Daarom is deze oplossing niet uitgebreid behandeld in de conceptualisatie-fase
van dit proefschrift, maar onderdeel van de evaluatie-fase.

Zowel de drempel als het intergetijde gebied laten een afhankelijkheid van
estuarium-klasse zien op hun effectiviteit. Voor de drempel geldt dat des te zwak-
ker het getij, des te effectiever de drempel het landwaartse zouttransport kan
tegenhouden—m.a.w. des te minder de zoutindringing. Met beperkte getijdeslag
wordt de zoutindringing (grotendeels) gedreven door gravitatiecirculatie, waardoor
de drempel fungeert als muur waar de zouttong nauwelijks langskomt. Echter met
grotere getijde-energie komt ook een grotere getijdemoment die het zoute water
over de drempel heen kan duwen met meer zoutindringing als gevolg—de drempel
wordt dan meer een snelheidsdrempel. Generiek gesproken, een drempel is het
meest effectief in estuaria met een klein getij.

Uitbreiding van intergetijde gebied vergroot de menging in het estuarium. Wan-
neer het dominante zouttransportmechanisme gedreven wordt door estuariene cir-
culatie zorgt deze extra menging voor een afname in zoutindringing. Het tegenover-
gestelde geldt echter voor estuaria waarin het zouttransport gedomineerd wordt
door getijdendispersie. Dit betekent dat in het geval van zouttong- of gedeeltelijk-
gemengde-estuaria, de uitbreiding van intergetijde gebied tot een reductie in zout-
indringing leidt; en in het geval van goed-gemengde-estuaria, het intergetijde ge-
bied juist zorgt voor extra zoutindringing. Dus de extra (verticale) menging die
veroorzaakt wordt door het intergetijde gebied reduceert zoutindringing zolang er
iets te mengen valt—m.a.w. zolang er een (degelijke) verticale zoutgradiënt is.

De evaluatie van natuur-gebaseerde oplossingen is inherent multidisciplinair. In dit
proefschrift worden er twee perspectieven beschouwd: (1) socio-economie (Hst. 6),
en (2) socio-ecologie (Hst. 7). In beide gevallen dient de Rijn-Maas Monding als
proeftuin.

De socio-economische evaluatie adresseert het effect van de waterdiepte op twee
belangrijke belanghebbenden in een estuarium: een haven en waterschappen. Deze
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belanghebbenden hebben tegengestelde voorkeuren qua waterdiepte: een haven is
gebaat bij een grotere diepgang waardoor ze grotere schepen kunnen faciliteren,
maar dit resulteert in zoutvervuiling van de zoetwaterreserves door middel van
toenemende zoutindringing wat de waterschappen schaadt, en iedereen die van hen
afhankelijk is. Hoofdstuk 6 presenteert een multidisciplinaire evaluatie methode
op basis van Pareto-fronten, welke besluit- en beleidsmakers dienen te informeren.
Het Pareto-front in Hoofdstuk 6 laat zien dat het functioneren van de haven relatief
onveranderd blijft voor een ondieping tot twee meter ten opzichte van de huidige
bodemligging, terwijl de zoetwaterbeschikbaarheid verbetert. Echter zorgt verdere
verontdieping voor een substantieële keldering in het presteren van de haven tegen
beperkte winsten qua zoetwaterbeschikbaarheid.

De socio-ecologische evaluatie focust op de effecten van het heropenen van een
afgesloten estuarium op wederom twee belangrijke belanghebbenden: de water-
schappen, en ecologie. Heropening is gunstig voor de ecologische diversiteit in het
voormalige estuarium, maar komt met de prijs van het herintroduceren van zoutwa-
ter in een zoetwatermeer—m.a.w. de zoetwaterbeschikbaarheid wordt belemmerd.
De ecologische implicaties worden in kaart gebracht door een model dat hydro-
dynamische (model) data vertaalt naar een ecotopen-potentie kaart, waardoor de
ecologische impact van interventies gekwantificeerd kan worden. Net als in Hoofd-
stuk 6 worden Pareto-fronten gebruikt als middel om besluit- en beleidsvorming
te informeren. Het Pareto-front in Hoofdstuk 7 laat een toenemende ecologische
diversiteit zien in het estuarium zonder belemmering van de zoetwaterbeschikbaar-
heid voor gedeeltelijke heropening. Echter wordt de zoetwaterbeschikbaarheid flink
aangetast zodra de meest-westerse innamepunten bëınvloed worden door zoutin-
dringing, zonder duidelijke toename van de diversiteit.

Dit proefschrift heeft de complexiteit laten zien van het ontwikkelen van toekomst-
bestendige, natuur-gebaseerde oplossingen voor het reduceren van zoutindringing.
Voortbouwend op de geleerde lessen, de reflectie van dit proefschrift draagt een
volgende stap omtrent natuur-gebaseerde oplossingen voor: DARE (diverse, adap-
tive, and robust engineering, [vert.: divers, adaptief en robuust ontwerpen]; Hst. 8).
DARE is gebaseerd op hoe de natuur omgaat met onzekerheden. De drie assen
van DARE representeren hoe om te gaan met onzekerheden in de drie dimen-
sies van het ingenieurschap: (1) een diverse collectie van oplossingen vanwege de
onzekerheid in randvoorwaarden; (2) een adaptieve aanpak met ruimte voor koers-
verandering vanwege de onzekerheid die komt met de tijd ; en (3) robuuste—of zelfs
antifragiele—oplossingen vanwege de onzekerheid in prestatie. Met DARE ligt de
focus op de uitvoer in plaats van de invoer: welk gedeelte van de uitvoerruimte—of
oplossingsruimte—is wenselijk, en wat zijn de opties om daar te komen.

De natuur-gebaseerde oplossingen gepresenteerd in dit proefschrift vormen een
startpunt voor verdere ontdekkingen, waarbij onderdelen van dit proefschrift al
gebruikt zijn als basis voor andere studies. Naast het verder ontdekken van mo-
gelijkheden voor natuur-gebaseerde oplossingen tegen zoutindringing, de volgende
stappen omvatten ook de vertaling van de bevindingen naar de praktijk. Dit omvat
ook de heroverweging van vorige estuariene ingrepen vanuit een nieuw perspectief,
één die minder vatbaar is voor wat de toekomst in petto kan hebben.





Preface

“The goal of nature-based solutions to mitigate salt intrusion is fasci-
nating, as such a goal cannot be achieved.”

These words were spoken during the first project meeting, on the third day of a
four-year project with the goal to do exactly that: develop nature-based solutions
to mitigate salt intrusion. The first part is definitely true; the goal to develop
nature-based solutions to mitigate salt intrusion is fascinating, you could spend a
whole PhD on the topic—as this dissertation is testimony to. The second part is
intriguing: why set up a whole PhD project about something that cannot be done,
and is this goal indeed unachievable?

Although these words were not intended to discredit the research project pre-
sented in this dissertation, they remained intriguing and felt strangely motivating.
Why would someone so strongly disbelieve in the potential of nature-based solu-
tions to mitigate salt intrusion; and are their beliefs valid? What is it that makes
the marriage of nature-based solutions with estuarine salt intrusion doomed to end
up in a divorce; and is this a valid presumption? Has anybody actually tried to
put the two in the same room, or did prejudice prevail without even trying? Have
they become too narrow-minded regarding the concept of nature-based solutions,
or is this concept too narrowly scoped and in need of a thorough reflection?

xv



xvi Preface

Whatever the reason may be, the statement was provoking the general under-
standing of this project’s kick-off meeting. With this statement, they were kicking
against the legs of the (virtual) conference table—and the table gave way: The
general “understanding” seemed to be a general “belief” in the ability of nature-
based solutions to mitigate salt intrusion. Although this belief could be valid, it
had not to been tried—yet.

Essentially, the above statement forced everybody to take a step back by
putting forward a null-hypothesis:

There are no nature-based solutions to mitigate salt intrusion.

May this dissertation refute this null-hypothesis.

Gijs Hendrickx



We zijn allemaal maar struikelende diertjes
en de enige taak die wij hebben,

is doen alsof het dansen is.

Jan Jaap van der Wal





1Introduction
Nature-based solutions to mitigate salt intrusion.

It is a concise title, but what does it entail? Where is salt intruding? Why
mitigate salt intrusion? What are nature-based solutions and salt intrusion? How
can nature-based solutions mitigate salt intrusion?

These are but a few questions that may arise after reading this title. This
dissertation aims to address these—and related—questions.

1.1 Motivation

Worldwide, deltas—and the estuaries they contain—are centres of life. Due to the
combination of freshwater availability and fertile lands with an open connection to
the sea, deltas have become major hubs of human settlement and activity (Fig. 1.1;
e.g., Maul & Duedall, 2019)—a trend that is projected to continue (Neumann
et al., 2015). Although this connectivity with the sea creates many (economic)
possibilities such as ports and is essential for migratory fishes (e.g., Brink et al.,
2018; Chen et al., 2023; Rolls, 2011), it also poses the threat of salinisation of
freshwater reserves (Costall et al., 2018): There is a direct route for the saline
water to intrude landwards, where it can contaminate freshwater reserves. Water
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Figure 1.1: Schematic of an estuary including some of its relevant activities/stakeholders.
The shades of blue represent salinity levels: darker blue for saline water, and lighter blue for
freshwater.

stress—i.e., the unavailability of freshwater—is a global phenomenon (Mekonnen &
Hoekstra, 2016), and due to salt intrusion is most profound in coastal areas (Wada
et al., 2011), contaminating freshwater reserves via groundwater (e.g., Costall et
al., 2018) as well as surface waters (this dissertation).

With the climate changing, the severity and likelihood of water stress is ex-
pected to increase (e.g., Distefano & Kelly, 2017; Jones et al., 2024; Veldkamp
et al., 2015). Climate change results in (relative) sea level rise (e.g., Katsman
et al., 2011; Nicholls & Cazenave, 2010; Slangen et al., 2014) plus increased fre-
quency and duration of droughts (Jones et al., 2024; Lee et al., 2024). Both of
these changes enhance estuarine salt intrusion due to increased encroachment of
the sea and reduced river discharge (Lee et al., 2024; Yang & Zhang, 2024), and so
too, the further reduction of freshwater availability. While the freshwater supply
is pressured due to climate change, the expected population growth in coastal re-
gions will increase the demand for it (Small & Nicholls, 2003). Thus as freshwater
supply and demand increasingly strain the reserves present, the necessity to secure
freshwater availability increases.

To secure freshwater availability, salt intrusion via surface waters can be miti-
gated by means of hard structures—e.g., dams and locks—, which could mitigate
these threats of water stress. However, such hard measures come with many neg-
ative side-effects; e.g., estuarine squeeze (similar to coastal squeeze) whereby tidal
freshwater environments are threatened (Little et al., 2022); potentially increased
flood risk downstream of the structure (Dykstra et al., 2024); and hindrance of
vessels and thereby reduced potential for economic development.

On the other hand, nature-based solutions have not yet been widely considered
in the context of estuarine salt intrusion mitigation. Nature-based solutions are
multidisciplinary, system-based interventions (e.g., de Vriend et al., 2015; van
Slobbe et al., 2013), which aim to incorporate and exploit natural dynamics. All
in all, the increasing pressures on freshwater availability and the many drawbacks
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3

of hard measures to mitigate salt intrusion have motivated this exploratory study:
How can nature-based solutions mitigate salt intrusion?

Note that this question encompasses two perspectives: (1) the definition of what
constitutes nature-based solutions to mitigate salt intrusion; and (2) the develop-
ment of nature-based solutions to mitigate salt intrusion. Both these perspectives
are considered in this dissertation.

1.2 Context

In exploring nature-based solutions to mitigate salt intrusion, this dissertation
brings together two fields of research: (1) Building with Nature (in hydraulic en-
gineering), and (2) estuarine salt dynamics. This section aims to give (very) brief
overviews of both research fields before defining the knowledge gaps when combin-
ing them.

1.2.1 Building with Nature

The term Building with Nature reflects a design approach rooted in hydraulic en-
gineering (de Vriend et al., 2015), of which nature-based solutions are the product.
In this approach, there is a strong focus on the system as a whole; i.e., the Build-
ing with Nature-approach extends beyond the physical realm and incorporates
socio-economic and ecological perspectives (de Vriend et al., 2015; van Slobbe et
al., 2013). Such system understanding enables the development of more robust
and/or adaptive measures that move along with changing boundary conditions
(Borsje et al., 2011; Temmerman et al., 2013).

The design of nature-based solutions starts with understanding the system (de
Vriend et al., 2015; van Koningsveld & Mulder, 2004; van Slobbe et al., 2013);
“the system” in this dissertation is “the estuary.” The aim of this system-focused
approach is to minimise any potential (negative) side-effects due to the imple-
mentation of measures; and, instead, utilise and stimulate ecosystem services as
components of the measure (Adger et al., 2005; de Vriend et al., 2015). Therefore,
Building with Nature is a way of thinking—i.e., a philosophy—instead of a type of
engineering solution (de Vriend et al., 2015).

In hydraulic engineering, the term Building with Nature is commonly associated
with vegetation-based flood defences (e.g., Ourloglou et al., 2020; van Wesenbeeck
et al., 2014; Vuik et al., 2016). However, the scope of Building with Nature is
broader and aims at the development of inclusive measures; new measures for so-
ciety should be realised with a thorough understanding of the system—natural and
societal—as the starting point (de Vriend et al., 2015). Such an holistic view pro-
motes the creation of added value from socio-economic and ecological perspectives
(e.g., Adger et al., 2005; Scheres & Schüttrumpf, 2019; van Wesenbeeck et al.,
2014).
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Figure 1.2: Conceptual overview of an estuary. The vertical structure of salinity results
from the stratification-mixing balance, where denser, saline water tends to intrude beneath
lighter freshwater, which is counteracted by (tidal) mixing.

1.2.2 Estuarine salt dynamics

Before diving into a brief overview of estuarine salt dynamics, it is important to
clarify what an “estuary” is: Estuaries are the regions where the river is influenced
by the sea. Hydrodynamically, they form the interface between the freshwater river
system, and the saline water from the seas and oceans (Fig. 1.2). Their landward
extent is commonly defined by the reach of saline influence (e.g., Lerczak et al.,
2009; Little et al., 2022; MacCready & Geyer, 2010).

Because saline water is ever so slightly denser than freshwater (2–4%), water
flows in estuaries are complex and generally require a three-dimensional perspec-
tive. These density differences cause the saline water to move underneath the
freshwater, creating a vertical layering in density—so-called “stratification.”

This stratification can be broken down by adding energy to the system, which
mixes the stratified components, resulting in a vertically-homogeneous density
profile—a well-mixed system. In an estuary, this mixing energy generally originates
from the tidal motion (e.g., Geyer & MacCready, 2014; Guha & Lawrence, 2013;
Simpson et al., 1990), but (strong) winds and waves also enhance the mixing in
an estuary (e.g., Geyer, 1997; Gong et al., 2018; Jongbloed et al., 2022).

As the balance between stratification and mixing greatly influences the estuar-
ine dynamics, estuaries are classified based on these opposing processes. The basic
classification system is based on the dominance of one of these two components,
resulting in three categories (e.g., Fischer, 1972, Fig. 1.2): (1) salt wedge, (2) par-
tially mixed, and (3) well-mixed. The partially mixed system is an intermediate
between the stratification-dominated salt wedge, and the mixing-dominated well-
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mixed systems. More recently, Geyer and MacCready (2014) developed a more
elaborate classification system containing eight classes. Nevertheless, the balance
between stratification and mixing is also at the core of this classification system.

In recent years, a vast body of literature has been developed, aiding our under-
standing of estuarine salt intrusion (e.g., reviews by Geyer & MacCready, 2014;
MacCready & Geyer, 2010). From these many studies, two estuary-scale parame-
ters stand out in their level of influence on the salt intrusion: (1) the water depth
(e.g., Chant et al., 2018; Ralston & Geyer, 2019); and (2) the river discharge (e.g.,
Gong & Shen, 2011; Lerczak et al., 2009). However, estuarine salt intrusion is
influenced more generally by the geomorphology of estuaries (Veerapaga et al.,
2020), such as the presence of intertidal areas (Lyu & Zhu, 2019; Zhou et al.,
2020a). In essence, the estuarine salt intrusion is the result of a battle between
the forcing conditions in an arena shaped by the estuarine geomorphology.

The main hydrodynamic forcing conditions include the tide and river discharge
(e.g., Geyer & MacCready, 2014; Kuijper & van Rijn, 2011; Lerczak et al., 2009).
The flood tide pushes saline water into the estuary during which it introduces
energy to mix the water column (e.g., Burchard & Hofmeister, 2008; Ralston et
al., 2010b; Simpson et al., 1990). This is counteracted by a seaward push due to
the river discharge, which is accompanied by stratifying forces due to the supply of
freshwater (e.g., Hetland & Geyer, 2004; MacCready, 1999; MacCready & Geyer,
2010). For a given tidal and fluvial influence, the resulting balance is largely
defined by the estuarine geomorphology—i.e., the arena—, where both forcing
terms enhance as well as reduce the salt intrusion.

In addition to the tidal and fluvial forcing, there are other external influences
at play; examples include storm surges (Geyer, 1997; Kranenburg et al., 2022), sea
level rise (Hong & Shen, 2012), artificial barriers (Little et al., 2022), and natural
morphological changes (Chen et al., 2019).

As previously mentioned, the estuarine morphology sets the stage in which
the forcing conditions reach a balance. The water depth of the system has long
been known to be a major factor in determining the salt intrusion (e.g., Hansen
& Rattray Jr., 1965, 1966). There is a strong, nonlinear relation between the
salt intrusion and the water depth (MacCready & Geyer, 2010; Ralston & Geyer,
2019); thus channel deepening—e.g., to accommodate large(r) vessels—enhances
salt intrusion (a common trade-off in estuaries; e.g., Chant et al., 2018; Johnson
et al., 1987; Mansur et al., 2023; Ralston & Geyer, 2019; Yuan & Zhu, 2015; Zhang
et al., 2011; Zhu et al., 2015).

In addition to the water depth, there are other relevant morphological features
substantially impacting the salt intrusion. For example, the estuarine width has a
similar effect as the depth on the salt intrusion (Veerapaga et al., 2020; Zhu et al.,
2015). The tidal influence on the salt intrusion largely depends on the balance
between the width convergence and bottom friction, which define whether the tide
is damped or amplified (e.g., Friedrichs & Aubrey, 1988; Savenije & Veling, 2005;
van Rijn, 2011). Furthermore, an ebb-dominant system due to, e.g., intertidal
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1 areas reduces the salt intrusion (Cheng et al., 2010, 2013; Pein et al., 2018; Stacey
et al., 2008).

Chapter 3 dives deeper into the dominant processes determining the salt in-
trusion, and which estuary-scale parameters drive these processes. This chapter
includes a very brief literature overview (Sec. 3.2) from which hypotheses of po-
tential nature-based solutions are drawn that form the basis for this study.

1.2.3 Knowledge gaps

Sections 1.2.1 and 1.2.2 showcase the tremendous progress achieved in recent years
in the fields of, respectively, Building with Nature and estuarine salt dynamics.
These two disciplines have not yet been connected, which highlights the main
knowledge gap addressed in this research: nature-based solutions have not been
considered regarding salt intrusion mitigation measures to this day, focusing more
on flood safety challenges (e.g., Ourloglou et al., 2020; van Wesenbeeck et al., 2022;
Vuik et al., 2016).

This is not to say that there is no—or limited—knowledge on how salt intrusion
responds to estuary-scale modifications; Section 1.2.2 provides a brief overview
of the extensive research addressing this topic. Despite these efforts, a cross-
evaluation of the various measures and an assessment of their efficacy under differ-
ent boundary conditions is lacking (although a limited analysis has been performed
by Veerapaga et al., 2020). Note that the scope of such an “assessment” exceeds
the physical perspective; socio-economic as well as ecological perspectives are as
relevant (e.g., van Slobbe et al., 2013). Aside from a lack of such multidisciplinary
evaluations regarding salt intrusion measures, socio-economic and ecological as-
sessments are generally of a qualitative nature; e.g., the use of hard-to-quantify
ecosystem services to address (beneficial) side-effects (e.g., Galván et al., 2021;
Landuyt et al., 2013).

Thus, there is both a lack of potential nature-based solutions to mitigate salt in-
trusion; and a lack of multidisciplinary, quantitative assessment metrics for nature-
based solutions.

1.3 Research objective

The objective of the research as presented in this dissertation coincides with its
title, namely developing nature-based solutions to mitigate salt intrusion.
At the core of this objective, there is the implicit hypothesis that such solutions
exist. This is, however, by no means trivial. By exploring potential nature-based
solutions to mitigate salt intrusion, this implicit hypothesis is tested simultane-
ously.

The general research objective is divided into four sub-objectives:

I. Explore the potential impact of estuary-scale modifications on salt intrusion.

II. Conceptualise various nature-based solutions to mitigate salt intrusion.
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III. Evaluate nature-based solutions in a multidisciplinary context.

IV. Reflect on the role of nature-based solutions with future uncertainties.

Every research objective is addressed in the equally-labelled parts of this disserta-
tion (Sec. 1.4).

1.4 Dissertation structure

The structure of this dissertation follows the Building with Nature-approach, which
can be characterised by four consecutive phases:

I. Exploration—The exploration-phase aims at understanding the system, or
becoming familiar with the system’s processes.

II. Conceptualisation—The conceptualisation-phase constitutes the design of
potential nature-based solutions, which build upon the knowledge of the
system.

III. Evaluation—The evaluation-phase resembles the assessment of the drawn
nature-based solutions on a multidisciplinary level.

IV. Reflection—The reflection-phase critically deliberates the objectives and
achievements from which lessons are drawn.

This structure including the chapters of this dissertation are schematised in Fig-
ure 1.3.

The exploration of potential nature-based solutions to mitigate salt intrusion
consists of an extensive sensitivity analysis using hydrodynamic models. Due to
the focus on salt intrusion, three-dimensional models are required, which puts a
substantial burden on the computational costs associated with such an analysis.
A full, brute-force exploration of salt intrusion responses to the main estuary-scale
parameters would therefore become computationally infeasible. In Chapter 2, a
novel approach is described to enable explorations with computationally expensive
models. Subsequently, Chapter 3 presents the results of the performed sensitivity
analysis. The results of the extensive sensitivity analysis accomplish the first
objective, and form the basis for the conceptualisation-phase.

The conceptualisation of potential nature-based solutions to mitigate salt in-
trusion includes two studies: (1) placement of a temporary, earthen sill (Ch. 4);
and (2) enhancement of intertidal area (Ch. 5). The spatial and temporal scales at
which these solutions operate deviate substantially: the sill is a local, short-term
measure; enhancing the tidal flats is a large-scale, semi-permanent intervention.
Thereby, the wide spectrum of possibilities is loosely defined. Although not all-
encompassing, Chapters 4 and 5 address the second objective on nature-based
solutions to mitigate salt intrusion.
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Figure 1.3: Dissertation structure. The three perspectives of the Building with Nature-
philosophy are reflected in this dissertation’s structure.

The evaluation of potential nature-based solutions to mitigate salt intrusion
addresses both a socio-economic (Ch. 6), and a socio-ecological evaluation (Ch. 7).
In addition to the physical relevance and complexity of salt intrusion mitigation
measures, these chapters highlight and discuss the non-physical perspectives. By
providing quantitative methods, Chapters 6 and 7 propose suggestions satisfying
the third objective.

At last, the reflection on nature-based solutions to mitigate salt intrusion results
in taking a step back: First, by critically reflecting on the future of nature-based
solutions (Ch. 8); and subsequently, more specifically focused on nature-based
solutions to mitigate salt intrusion (Ch. 9), i.e., this dissertation. This critical
reflection—especially Chapter 8—examines the fourth and last objective.

Note that Chapters 2 to 8 are written as stand-alone journal articles. Therefore,
some concepts are repeated.



I | EXPLORATION

The aim of the exploration-phase is to understand the
estuarine system with the focus on how estuarine salt intru-
sion responds to changes in the estuary’s boundary condi-
tions and geomorphology. Thus, the objective is to explore
the potential impact of estuary-scale modifications on salt
intrusion.

This is achieved by an extensive sensitivity analysis of
the estuarine salt intrusion to estuary-scale modifications.
As such a sensitivity analysis is computationally demand-
ing, Chapter 2 first describes a novel method to explore
the output space—i.e., salt intrusion length—with reason-
able computational costs. Subsequently, Chapter 3 analyses
this output space from a physical perspective. In essence,
Chapters 2 and 3 can be considered parts one and two of
the same study.





2Sensitivity analysis
Method

2.1 Introduction

In recent years, the effects of climate change have become more apparent (e.g.,
Harley et al., 2006; Veldkamp et al., 2015; Vörösmarty et al., 2000; Walther et al.,
2002) and with it the need for preparing for the unknown: Natural systems venture
out to extremes often absent from the records. Examples of such extremes include
the recent droughts in northwestern Europe caused by an extremely low river
discharge in the Rhine (Toreti et al., 2022); the increased frequency of mass coral
bleaching events recorded over the past decades (Hughes et al., 2018); and the
so-called Black Summer of 2019/2020 during which an exceptionally large area
of Australia’s southeast coast was consumed by wildfires (Collins et al., 2021).

This chapter is based on:

Hendrickx, G.G., Antoĺınez, J.A.A., and Herman, P.M.J. (2023). Predicting
the response of complex systems for coastal management. Coastal Engineering,
182:104289.
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In addition, sea level rise shifts whole coastlines to new territories and possible
modified system responses, as new areas might get inundated.

These changing conditions challenge risk management practices (van Berchum
et al., 2019) and require the revision of adaptation and mitigation strategies (Haas-
noot et al., 2014). Therefore, explorations to map the impacts of these changing
conditions on current land-use as well as determining future-proof socio-ecological
systems are necessary. Key in such studies is to achieve a system understanding.
While surveying and monitoring often provide insightful knowledge, in this phase,
numerical models are a necessity to predict system responses to unseen forcing,
socio-economic boundary conditions, and/or human interventions.

This system understanding can be achieved by means of a sensitivity analysis
of the system’s response to changing conditions; this may include the boundary
conditions as well as the geomorphological characteristics. In addition, a proper
parameterisation of the physical system and processes in the numerical model is
key and non-trivial. Consequently, sensitivity analyses often require experimental
designs that rely on a large number of samples. Examples are those following
factorial sampling (e.g., Wang et al., 2020) or Monte Carlo sampling (e.g., Saltelli,
2002; Saltelli et al., 1999).

In practice, large experimental designs could be accomplished by running a
large number of numerical simulations, often impractical if they were set-up with
complex, and thus computationally expensive, hydraulic engineering numerical
models, e.g., Delft3D Flexible Mesh (DFM; Kernkamp et al., 2011) or Finite-
Volume Community Ocean Model (FVCOM; Chen et al., 2013). Therefore, ex-
ecuting such analyses would result in a computationally infeasible task (Saltelli,
2002).

Traditionally, hydraulic engineers have addressed this problem by (1) devel-
oping a series of model reduction techniques; and (2) acceleration of the direct
simulations. Regarding model reduction techniques, common practices are:

1. the use of statistical downscaling, for example, to develop parameterisations
of physical processes (e.g., Bruun, 1954; Stockdon et al., 2006), or to infer
the response of coastal systems to larger scale forcing (e.g., Anderson et al.,
2018; Antoĺınez et al., 2018);

2. the development of behavioural models that combine multiple physics-driven
statistics using basic knowledge principles, for example shoreline models (e.g.,
Antoĺınez et al., 2019; Ashton et al., 2001; Kragtwijk et al., 2004); and

3. the simplification of numerical models by neglecting certain physical pro-
cesses in favour of faster running times of which the hydrostatic assumption
is the most broadly used in hydrodynamic models (default settings in, e.g.,
DFM and FVCOM; Chen et al., 2013; Kernkamp et al., 2011).

Regarding the acceleration of the direct simulations, these are often achieved by:
(1) developing acceleration techniques (de Vriend et al., 1993; Luijendijk et al.,
2019), and (2) using input reduction techniques (Antoĺınez et al., 2016; Hendrickx
et al., 2021; Latteux, 1995; Walstra et al., 2013).
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In addition to these reduction techniques, the use of computationally expensive
models generally rely on expert judgement to decide the limited number of simu-
lated samples (e.g., Ralston et al., 2010a; Warner et al., 2005); the most efficient
reduction technique remains limiting the number of simulations. However, sam-
pling based on expert judgement limits the investigation to the expected: exploring
unknown territories is computationally too expensive and therefore discouraged.
On the other hand, simplified models limit the output to the assumptions made
due to the simplifications (e.g., Kuijper & van Rijn, 2011; MacCready, 1999), which
might result in essential processes to be overlooked. Ideally, process-based mod-
els can be used for exploratory research of complex systems without skyrocketing
computational costs.

Currently, hybrid experimental designs are being adopted to perform larger
numbers of simulations (e.g., Bakker et al., 2022; Camus et al., 2011). This so-
called Hybrid Downscaling (HD) often contains the following three phases: (1) the
sampling of representative input or boundary conditions (Athanasiou et al., 2021;
Scott et al., 2020); (2) the simulation of these samples in a numerical model; and
(3) the augmentation of the modelled output for the whole input space, which is
either achieved statistically (e.g., Rueda et al., 2019; Scott et al., 2020) or using
machine learning techniques (e.g., Athanasiou et al., 2022; Itzkin et al., 2022).

Most of the selection schemes deployed in HD select samples in an input space
without knowing information about the (often non-linear) response of the sys-
tem (e.g., Latin hypercube sampling [McKay et al., 1979]; maximum dissimi-
lary algorithm [Kennard and Stone, 1969]; self-organising maps [Kohonen, 1982]).
This turns into an inefficient and costly exploration (e.g., Gramacy & Lee, 2009;
Ruessink, 2006). The efficiency of the exploration is expected to improve substan-
tially when the input space considers the available information about the output
space when sampling (Gramacy & Lee, 2009). Hence, to influence the selection of
samples in the input space by a reduced number of model simulations, a two-step
approach is required in which the input space is adaptively updated based on the
known part of the output space.

In this chapter, we develop such an adaptive sampling scheme tailored to
hydraulic engineering models, such as the aforementioned hydrodynamic models
DFM and FV-COM. In this scheme, the sampling in the input space is influenced
by the system’s response at the previous selected representative samples, requir-
ing to run the model sequentially in parallel batches, promoting a more efficient
exploration.

The second phase—the numerical modelling—is executed with a process-based
model: DFM (Kernkamp et al., 2011). This ensures that the bias of known fitted
parameters is limited when exploring unknown regions in the input space.

The last phase in HD—the augmentation—has received substantial attention
over the years. Augmentation methods range from very simplistic procedures
such as look-up tables or linear interpolation to more complex regression methods
based on statistical and/or probabilistic models. In addition, machine learning
is currently gaining popularity and has shown great potential in many fields of
research, as in machine learning probability and statistics can coexist. This rise
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has led to opt for the inclusion of both generative and discriminative machine
learning models (Jebara, 2004), such as a treed Gaussian process, limiting linear
model (TGP-LLM; Gramacy & Lee, 2009) and a neural network, respectively.

Hence, the overall aim of this chapter is to provide a methodology for gaining
as much information about a complex system for the lowest computational costs.
This is applied on a case study implementing the Building with Nature-approach.
In the application, we address the question how machine learning techniques can
assist in applying the Building with Nature-approach, i.e., developing nature-based
solutions. A sensitivity analysis is at the basis of understanding the system and
machine learning tools are implemented to assist in this goal.

To answer the research question, this chapter starts with a description of the
proposed methodology (Sec. 2.2) after which it is applied on a case study intro-
duced in Section 2.3: salt intrusion in estuaries. Subsequently, the implications of
this newly proposed work-flow are presented and discussed in which the required
sample size—or stopping rule—receives additional attention (Secs. 2.4 and 2.5,
resp.). At last, the pros and cons of the simulations strategy are summarised in
Section 2.6.

2.2 Method

The many available techniques introduced in Section 2.1 have been evaluated and
distilled down to a five-step simulation strategy (Fig. 2.1): (1) generate candidate
samples, (2) simulate an initial batch, (3) execute an adaptive sampling approach,
(4) simulate reverse-predicted extremes, and (5) augment the input space. These
five steps are also visualised in Figure 2.1, stating the sample sizes as used in this
study. Every step and the sampling techniques used are further elaborated on in
Sections 2.2.1 to 2.2.5.

2.2.1 Candidate samples

The first step is to create a dataset with candidate samples. These candidate
samples were based on predefined parameter ranges, which reflected physically
representative values. When generating the candidate samples, it is important to
include a physical check of the samples: although the parameter ranges make phys-
ically sense, certain combinations may not. For example, a realistic river discharge
of 16,000 m3s−1 and a realistic cross-sectional area of 2,500 m2 result in an unre-
alistically high river flow velocity of 6.4 ms−1. By applying physical checks—and
subsequently using the resulting candidate samples—the physical correctness of
the parametric design is enforced.

2.2.2 Initial batch

The second step is to create—and simulate—an initial batch to initiate the sub-
sequent adaptive sampling routine. In this study, the Maximum Dissimilarity
Algorithm (MDA; Kennard & Stone, 1969) was used to do so, as it best explores
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Figure 2.1: Flowchart of the five-step simulation strategy. The numbers reflect the
steps of the simulation strategy: (1) generate candidate samples, (2) simulate an initial
batch, (3) execute an adaptive sampling approach, (4) simulate reverse-predicted extremes,
and (5) post-process the data. The blue-coloured values indicate the sample sizes of the
datasets. MDA: Maximum Dissimilarity Algorithm; TGP-LLM: Treed Gaussian Process,
Limiting Linear Model; GA: Genetic Algorithm; NN: neural network.

the outskirts of the input space by choosing the most dissimilar samples from the
candidate samples. At this stage, little is known about the response of the system,
thus it is most advantageous to fully focus on exploring the input space. In this
study, the initial batch contained 100 samples.

2.2.3 Adaptive sampling

The third step is most dissimilar from commonly employed sampling techniques, as
in this step we used a generative model so that the selection of samples in the input
space is based on the underlying distribution of the output space. In this study,
the adaptive sampling was initiated by fitting a Treed Gaussian Process, Limiting
Linear Model (TGP-LLM; Gramacy & Lee, 2009) to the incomplete output space
resulting from the initial batch. The TGP-LLM determined the uncertainty in
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the output space and suggested which samples were most likely to reduce this
uncertainty (Gramacy & Lee, 2009); here, uncertainty is defined by either the
greatest standard deviation (active learning-MacKay; MacKay, 1992), or by the
maximum expected reduction in the averaged squared error (active learning-Cohn;
Cohn, 1996). As simulating regions with high uncertainty provide the highest
entropy, these regions are most interesting to investigate further. This study made
use of the active learning-MacKay approach: i.e., uncertainty was defined by the
largest standard deviation.

The TGP-LLM method (Gramacy & Lee, 2009) was devised to optimally se-
lect candidate samples for asynchronous calculations on a supercomputer. The
core of this generative method consists of fitting Gaussian process models to the
input-output relations obtained from the available runs at a particular moment in
the simulation procedure. These models are continuously updated as more results
come in. In order to account for heteroscedasticity as well as non-linear behaviour
of the output space in different subdomains of the input space, the Gaussian pro-
cess model is combined with a Bayesian tree regression. This subdivides the input
space in several subdomains that show different behaviour. Based on this statis-
tical model, new candidate samples are chosen in order to fulfil different criteria.
Most emphasis is placed on areas in the input space where the input-output vari-
ance is largest, so as to lead to an optimal reduction of the variance (maximum
entropy approach). However, as this selection criterion may lead to exaggerated
concentration of samples in a few places only, in addition care is taken to spread
the candidate samples sufficiently over the different subdomains of the input space
identified by the Bayesian tree regression, as well as to the sufficient spreading of
candidate samples within these subdomains, in order to conserve the exploratory
nature of the algorithm. For technical details on the method, we refer to Gramacy
and Lee (2009).

Only a limited number of samples was selected by the TGP-LLM based on the
initial batch. Subsequently, every time a simulation was finished, the TGP-LLM
was re-fitted to the updated output space to determine the next input sample(s)
with the highest entropy. This continued until a predefined number of samples
was simulated. In this study, 1,100 samples were generated and simulated using
this adaptive approach.

2.2.4 Reverse-predict extremes

The fourth step is to search for extremes in the output space. This search was
facilitated by means of a genetic algorithm (GA) for which the search for the
extremes is an optimisation problem.

In order to obtain a fast tool to explore these extremes, a neural network was
fitted to the available results from the MDA- and TGP-LLM-based samples. This
neural network contained three hidden layers with 50 nodes each.

The implemented GA was designed such that a pool was created instead of
the usual singular output. This pool consisted of output values close to the most
extreme—or optimal—value. Subsequently, a set of samples was drawn from this
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pool by using the MDA on the pool’s unique samples. These samples were subse-
quently simulated to better represent the extremes in the dataset.

2.2.5 Post-processing

The last step of post-processing the data is not as straightforward due to the ab-
sence of clear planes through the output space that can be assessed. Moreover, the
commonly used methods for sensitivity analyses—such as Sobol’ indices (Sobol’,
1993, 2001) and ANOVA (Wang et al., 2020)—cannot be used due to the limited
sample size.

Therefore, discriminative models have to be used over generative models that
require larger datasets (Jebara, 2004). In this study we considered a neural network
with the same architecture as described in Section 2.2.4 but which was retrained to
the full dataset, i.e., including the GA-based samples. More details on the neural
network and its training are given in Appendix A.

2.3 Case study

This case study addresses the first step of developing nature-based solutions to mit-
igate salt intrusion. Thereby following the Building with Nature-approach, which
is an approach to solve hydraulic engineering-related problems from a system-level
point of view by utilising the system’s natural processes (de Vriend et al., 2015).
For that reason, the notion of Building with Nature has gained momentum in re-
cent years. In the so-called nature-based solutions, the system is viewed from three
perspectives: (1) physics, (2) ecology, and (3) socio-economy (van Slobbe et al.,
2013). This multiperspective approach results in a very demanding design process.

A challenging phase in the Building with Nature-design procedure is to prop-
erly understand the underlying physical processes of a natural system, and how
the engineering solution will utilise those to achieve certain socio-economic and
ecological benefits. This principle is at the basis of the design procedure, and thus
an essential feature (e.g., Borsje et al., 2011; de Vriend et al., 2015; van Slobbe
et al., 2013).

2.3.1 Physical estuarine system

The methodology described in Section 2.2 is applied to a highly non-linear and
non-stationary system to perform a sensitivity analysis: the estuary. Estuaries are
complex systems largely due to the interaction of saline seawater and fresh river
water. The induced density differences—albeit small—result in complex behaviour
of the hydrodynamics, influencing flow structures, sediment dynamics, ecological
functioning, and many other aspects (e.g., Geyer & MacCready, 2014; Olabarrieta
et al., 2018; Whitfield et al., 2012; Zhou et al., 2020b).

In this case study, the focus point is the salt intrusion length in an estuary
and how this is influenced by the forcing and the estuarine geomorphology. The
influence of the river discharge and water depth on the salt intrusion are well-known
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Table 2.1: Input parameters including their ranges and units (based on Dronkers,
2017; Leuven et al., 2019; Savenije et al., 2008). Figure 2.2 provides visual support of the
input parameters. More information about the definitions of the input parameters and the
physical restrictions are provided in Appendices B.1 and B.2.

Parameter Symbol Range Unit
F
o
rc
in
g Tidal range a 1.0–5.0 m

Storm surge level ηs 0.0–2.0 m
River discharge Q 100–16,000 m3 s−1

G
eo

m
o
rp

h
o
lo
g
y

Channel depth dc 5.0–25.0 m
Channel width Wc 500–3,000 m

Channel friction nc 0.01–0.05 m−1/3s

Flat depth ratioa rd –1–1 –
Flat width Wf 0–3,000 m

Flat friction nf 0.02–0.05 m−1/3s

Convergence γ 25–1.0 ×10−5 m−1

Bottom curvature κc 0.0–6.0 ×10−5 m−1

Meander amplitude Am 0–6 km
Meander length Lm 0–100 km

a The flat depth is defined as the product of the flat depth ratio and the tidal range:
df = 1

2 rda. Thereby ensuring that the tidal flats are at all times exposed and flooded
during a tidal cycle, i.e., following the definition of a tidal flat.

(e.g., Chatwin, 1976; Hansen & Rattray Jr., 1965; MacCready, 2007; Monismith
et al., 2002): negative and positive, respectively. Furthermore, the tide enhances
the mixing of the water column and thereby influences the salt intrusion (e.g.,
MacCready & Geyer, 2010; Simpson et al., 1990). Other geomorphological features
have also been investigated separately, such as the bottom curvature (Nunes &
Simpson, 1985), tidal flats (Zhang et al., 2012), and meandering (Pein et al.,
2018). All in all, many factors influence the salt intrusion length, generally in a
non-linear fashion, and Table 2.1 summarises the input space used in this study.

Furthermore, estuaries behave differently based on their class—or type. Such
classifications are often linked to the stratification of the system, and how this
changes over a tidal cycle, as this largely determines the governing processes in an
estuary (e.g., Dijkstra & Schuttelaars, 2021). The mapping of estuaries by Geyer
and MacCready (2014) considers two non-dimensional variables in defining such
a mapping, which is used in this study as indication of the distribution over the
input space.

The two non-dimensional variables are a mixing parameter (M , Eq. 2.1) and the
freshwater Froude number (Frf , Eq. 2.2), which are indicative for the balancing
forces in an estuary: mixing and stratification, respectively (Geyer & MacCready,
2014).

M =

√
cfu

2
t

ωtNd2c
(2.1)
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with

cf =
gn2

c

d
1/3
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ut =
1

2
√
2

√
g

dc
a

N =

√
gβs0
dc

where cf is the non-dimensional friction coefficient [–]; ut the tidal flow velocity
[ms−1]; ωt the tidal frequency [s−1]; N the buoyancy frequency [s−1]; dc the channel
depth [m]; and nc the friction coefficient, defined as Manning’s n [m−1/3s]. In
addition, there are three constants included: g is the gravitational acceleration
[g = 9.81 ms−2]; β the haline contraction coefficient [β = 7.6 × 10−4 psu−1]; and
s0 the oceanic salinity [s0 = 30 psu].

Frf =
Q

Wcdcci
(2.2)

with
ci =

√
dcgβs0

where Q is the river discharge [m3s−1]; Wc the channel width [m]; and ci the
maximum frontal propagation speed, or internal celerity [ms−1].

Note that not all parameters of the input space are included in this mapping
(Tab. 2.1); this mapping does not address the occurrence of tidal flats or meander-
ing of the estuary. Although it is not complete, the M,Frf -space by Geyer and
MacCready (2014) provides good insights into the distribution of the data over
the input space. For visual inspections, scatter plots of the distribution of input,
output, and these non-dimensional parameters are included in Figure B.1 (p. 202).

2.3.2 Numerical experimental design

The simulations are performed using the Delft3D Flexible Mesh hydrodynamic
modelling software (Kernkamp et al., 2011), where the model configurations are
implemented by means of a parametric design. This software is a state-of-the-art
process-based model that solves the Reynolds-averaged Navier-Stokes equations
assuming hydrostatic pressure and using a k-ε turbulence closure. Due to the
focus on the salt dynamics, the simulations are carried out in three dimensions
resulting in substantial computational costs.

The parametric design of the estuary follows an idealised geomorphology in
which thirteen input parameters are reflected (Fig. 2.2): three forcing conditions
and ten geomorphological features (Tab. 2.1). These thirteen parameters are con-
sidered governing for the system investigated and are based on literature, as listed
in Section 2.3.1 and Table 2.1. When a sparse factorial set of samples would have
been used, almost 1.6 million (N = 313) simulations would have been required
for the sensitivity analysis. In this study, approximately 1,250 simulations were
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Figure 2.2: Parametric model design zoomed-in near the estuary mouth. (a) Plan
view; (b) longitudinal cross-section; and (c) lateral cross-section. The meaning of the symbols
are presented in Table 2.1, except for Wt: This is the total width, i.e., Wt = Wc +Wf . The
grey dots show the location of the “virtual stations” used for the output definitions (Eqs. 2.3a
and 2.3b).

performed, where the sample size was in part based on economic considerations
but extensively validated afterwards (Sec. 2.5).

Because the case study encompasses a real physical system, there are some
restrictions to parameter combinations, which result in dependencies between input
parameters. Despite these dependencies, the restrictions are considered relaxed
enough to provide enough space for every input parameter to move freely within
its range. In essence, the restrictions function as a reduction of the input space
required to explore. It does, however, also complicate the analyses by potential
false cause-and-effect relations by showing a relation between an input parameter
and the output space, while the real driving force is another input parameter.
Therefore, one must remain cautious when analysing the data and keep the defined
restrictions in mind.

More details on the parametric design and the physical restrictions are pre-
sented in Appendices B.1 and B.2, respectively.

The output of the simulations is defined in two dimensions: (1) the salt intru-
sion length, L; and (2) the salt variability, V. These output variables are extracted
from the model output data, which contains a longitudinal cross-section that fol-
lows the centre of the channel (dotted line in Fig. 2.2).

The salt intrusion length is defined as the distance from the mouth at which
the depth-averaged salinity equals 1 psu, averaged over the tidal cycle. The salt
variability is defined as the variation in salinity over a tidal cycle, i.e., the difference
between the maximum and minimum salinity during a tidal cycle. This is taken as
the average over the estuarine domain, using “virtual stations” every 625 metres (in
x-direction). These definitions of the salt intrusion length (L) and salt variability
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(V) can be expressed as follows:

L ≡ δ (⟨s⟩ = 1 [psu]) (2.3a)

V ≡ 1

J

J∑
j

max
T

{
⟨s⟩j

}
−min

T

{
⟨s⟩j

}
(2.3b)

where δ is the distance from the mouth [m]; ⟨s⟩ the depth-averaged salinity [psu];
J the number of virtual stations in the model domain; and T the tidal period [s].
The overbar in Equation (2.3a) represents tidal-averaging.

2.4 Results

The implementation of the proposed method is presented in three parts: (1) the
distribution of samples for all three sampling methods employed (i.e., MDA, TGP-
LLM, and GA; Sec. 2.4.1); (2) the skill of the trained neural network (Sec. 2.4.2);
and (3) the progress of sampling in which the sample size of the adaptive sampling
step is presented (Sec. 2.4.3), hinting towards potential stopping rules for this step.
This order largely follows the work-flow introduced in Section 2.2 followed up by
a reflection on the method.

Although the output space is defined by two variables (Eqs. 2.3a and 2.3b), the
main focus is on the salt intrusion length (L, Eq. 2.3a) due to its higher relevance
and the correlation between the two output variables.

2.4.1 Sample distribution

All three sampling methods employed functioned as expected, even when consid-
ering their sampling selections in a different parameter space: Figure 2.3 shows
the candidate samples and the selected samples according to the different meth-
ods. Note that the GA did not make use of the candidate samples, as it generates
samples as part of its algorithm; the MDA and TGP-LLM do create subsets from
the candidate samples.

The MDA-based samples were clearly well-distributed throughout the whole
two-dimensional parameter space and decently covered the outlines of the cloud
of candidate samples. The undiscovered regions were subsequently well-covered
by the samples from the TGP-LLM, which had been able to select samples in the
extremes of the parameter space as well; searching algorithms commonly tend to
overlook the extremes. At last, the GA-based samples were specifically present in
the strongly stratified estuary class, which also showed the largest salt intrusion
length values (Fig. 2.4). As the GA was designed to search for the maxima in the
salt intrusion length, this behaviour is as intended.

Supplementary to Figure 2.3, Figure 2.5 presents the distribution of the sam-
ples per input parameter—again, discriminating between the three implemented
sampling methods. The three methods clearly show different distributions reflect-
ing their underlying algorithms: (1) the MDA-based samples were clearly located
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Figure 2.3: Sample distributions with respect to the estuarine classification dia-
gram by Geyer and MacCready (2014). SW: salt wedge; TDSW: time-dependent salt wedge;
SS: strongly stratified; PM: partially mixed; F: fjord; B: bay; SIPS: strain-induced periodic
stratification; WM: well-mixed; MDA: maximum dissimilarity algorithm; TGP-LLM: treed
Gaussian process, limiting linear model; GA: genetic algorithm.

Figure 2.4: Salt intrusion length with respect to the estuarine classification dia-
gram by Geyer and MacCready (2014). Shading of estuarine classes as in Figure 2.3.
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Figure 2.5: Sampling distributions per input parameter and sampling method. The
input parameters are normalised with a min-max scaling, where the ranges are as presented
in Table 2.1.

at the extremes of the input space; (2) the TGP-LLM covered almost the whole
input space with samples; and (3) the GA-based samples are located in the ex-
tremes of certain input parameters known to be of relevance for the salt intrusion
length, such as the channel depth and the river discharge. As the GA was designed
to search for extremes in the output space, this clustering of samples in the ex-
tremes of certain input parameters suggests a strong relation between these input
parameters and the output. However, it is important to keep possible false cause-
and-effect relations in mind when analysing the GA-based samples in Figure 2.5.

2.4.2 Neural network performance

The neural network as introduced in Section 2.2.4 was trained to both output
variables. The final neural network—as part of the last step (Sec. 2.2.5)—resulted
in a great fit: salt intrusion length has R2

L = 0.9912; and for salt variability
R2

V = 0.9582 (Fig. 2.6).

The neural network was trained both in steps 4 and 5 of the method (Secs. 2.2.4
and 2.2.5) by splitting the available data in a training dataset (80%) and a test-
ing—or validation—dataset (20%). The neural network only used the training
dataset to train during which the testing dataset was never shown. Subsequently,
the testing dataset was used to determine the performance of the neural network;
this was done to prevent over-fitting of the neural network to the data. More
information on the training of the neural network can be found in Appendix A.
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Figure 2.6: Data fit of the neural network to both output variables: (a) salt intrusion
length; and (b) salt variability. The shading reflects the density of data points, where density
increases with darkness.

2.4.3 Sample size

As the dataset grew, more data became available to train the neural network, hence
the neural network improved its capabilities to represent the underlying relations.
However, the extent of adaptive sampling to reach a satisfactory dataset remained
an open end.

To analyse the progress of system understanding as the dataset grows, neural
networks were trained at intervals of 100 samples. Note that the initial batch
that contained 100 samples was drawn using only the MDA and was the starting
point of the adaptive sampling. The intermediate neural networks were used to
predict two types of samples: (1) randomly selected from the first 1,202 samples,
i.e., excluding the GA-based samples; and (2) the GA-based samples, reflecting
the (expected) extremes in the output space.

As shown in Figure 2.7a, recording the progress of the intermediate neural
networks by means of a random selection is not informative: the neural network
trained with 100 samples (i.e., MDA only) was already capable of predicting the
simulated outputs quite well (black dots in Fig. 2.7a).

However, when looking at extreme values (Fig. 2.7b), a neural network trained
on a larger dataset showed substantial better predictive power, where the pre-
dictions seem to converge after a dataset of around 800 samples. Although the
predictions were not fully in line with the ground truth (black dots in Fig. 2.7b), a
larger dataset was better capable of indicating that there are extreme output val-
ues, while unable to predict the variance present in the extreme output space. The
addition of the GA-based samples to the dataset resulted in a substantial improve-
ment, which is to be expected as these samples are representative for extremes in
the output space. This improvement in predictive power of the neural network due
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Figure 2.7: Progress of predictive power of neural networks based on size of
dataset. (a) Randomly selected samples with average output values; and (b) samples with
extreme output values, i.e., sampled with the genetic algorithm.

to the GA-based samples is presented by the green lines in Figure 2.7b—right of
the dashed line.

2.5 Discussion

This study aimed at gaining as much information about a complex system against
the lowest computational costs. The resulting methodology provides a good un-
derstanding of such a complex system, namely salt intrusion in an estuary, while
keeping the computational costs manageable.

For the comparison of computational efficiency, the minimum number of sam-
ples as stated by Wang et al. (2020) is used because the sample size is clearly
defined. Sample sizes for, e.g., eFAST (Saltelli, 2002) or Sobol indices (Sobol’,
1993) largely depend on the number of samples used for the Monte Carlo simula-
tions, which are part of these methods. This introduces subjectivity to the chosen
sample size, which makes them less suitable for such a comparison.

According to Wang et al. (2020), the number of samples for the sensitivity
analysis with thirteen input parameters equals N ≥ 313 = 1, 594, 323, representing
a sparse factorial input space. In contrast, the sample size used in this study
equals only N = 1, 252, which is a tremendous reduction in simulations, hence
computational costs; more precisely, it is just shy of 0.08% of the samples in
the factorial approach. Even though the application of the TGP-LLM creates
computational overhead, this does not outweigh the removal of computational
costs by reducing the sample size; the most efficient computational costs reduction
remains shrinking the sample size. Furthermore, the implementation of the MDA
and GA add a negligible computational overhead to the total costs.
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Figure 2.8: The coverage of the two-dimensional output space for three sampling
methods: (a) random sampling, (b) MDA, and (c) TGP-LLM. Note that the datasets are of
equal size and the samples derived with the GA are not included in (c) but the initial, MDA-
based batch is. The output spaces are generated with the neural network for compatibility.

Although the MDA is substantially cheaper than the TGP-LLM and is able
to explore the input space well, it has a smaller coverage of the output space
(Fig. 2.8b and c). It does, however, cover more of the output space compared
to, e.g., random sampling (Fig. 2.8a). Furthermore, the MDA is a non-adaptive
selection method—i.e., solely based on the input space—, while the TGP-LLM
draws samples based on the output space. This principle has benefits on itself:
The aim of the MDA is to explore the input space, while the TGP-LLM aims to
“understand” the output space.

Despite almost completely diminishing the sample size compared to the afore-
mentioned methods, the large coverage of the samples allows for a good system
understanding (Fig. 2.3). This is further enhanced by using a neural network to
augment the output space. This augmentation step is crucial as it greatly enhances
the understanding of a complex system without the need for additional expensive
numerical model simulations.

The relevance of simulating the extremes in the output space for the perfor-
mance of the neural network becomes apparent from Figure 2.7. However, it also
raises the question whether to wait for so many (expensive) numerical model sim-
ulations to apply the genetic algorithm—especially when analysing Figure 2.9.
Figure 2.9 shows a similar figure as Figure 2.7 with the major difference being the
addition of the GA-based samples to the dataset before training the intermedi-
ate neural networks. The result is a tremendous improvement of all intermediate
neural networks in their predictive power, also for extremes in the output space.

However, analysing solely Figure 2.9 would result in the misleading conclusion
that there was no need for more than 150 simulations, i.e., the MDA- and GA-
based samples. In addition to the fact that a data fit improves with more data,
training the neural network with a small dataset shows substantial inconsistencies
in its predictions, which is clearly shown in Figure 2.10. The shading around
the training error represents the spreading of the root-mean-squared-error during
training, which is indicative for the inconsistency of the predictions; the predictions
become more consistent with increasing size of the datasets used (Fig. 2.10).
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Figure 2.9: Progress of predictive power of neural networks based on size of
dataset, where the samples derived with the genetic algorithm are included at every step.
(a) Randomly selected samples with average output values; and (b) samples with extreme
output values, i.e., sampled with the genetic algorithm.

Furthermore, the GA-based samples that cause such a performance boost in
Figure 2.9b are drawn using a neural network trained with 1,202 samples. How-
ever, this information is not available during the adaptive sampling and, therefore,
cannot be used.

Nevertheless, the genetic algorithm could have been employed at an earlier
stage, resulting in a similar predictive power of the final neural network. This
conclusion could also be drawn from looking at Figure 2.3, where the last 100–200
samples seem to be concentrated in already densely populated areas in the input
space; and from Figure 2.7b, where the predictions of the intermediate neural
networks seem to converge after approximately 800 samples.

Furthermore, the neural networks trained with smaller datasets are already
able to detect the regions in the input space with extreme values in the output
space. This is reflected by Figure 2.11 in which the implementation of the GA
with the intermediate trained neural networks all favour samples located at low
values of the mixing parameter (M) and freshwater Froude number (Frf ), which
result in the largest salt intrusion length (Fig. 2.4).

However, the GA-pools generated with smaller datasets (1) show a wider
spreading, which can be traced back to the inconsistent predictions presented in
Figure 2.10; and (2) include samples from regions with lower values of the salt in-
trusion length, as shown by Figure 2.4. In addition, the estimates of salt intrusion
length determined by the intermediately trained neural networks increases with
increasing size of the dataset used (Fig. 2.11).
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Figure 2.10: Uncertainty in predictions of intermediate neural networks. Training
datasets constitute for 80% of the size, and the remaining 20% are used for testing. Gray-
shading indicates the spreading in RMSE over the last ten epochs of the training.

Figure 2.11: Samples in the GA-pool determined with the intermediate trained
neural networks overlayed on the estuarine classification diagram by Geyer and
MacCready (2014). Shading of estuarine classes as in Figure 2.3. The grey-shading reflects
the salt intrusion length, and the edge-colour the size of the datasets
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2.6 Conclusion

The proposed simulation strategy mainly focuses on the first and last steps of
hybrid downscaling—namely the sampling and the augmentation—, while imple-
menting an expensive, process-based numerical model for the second step: the
simulations. The strategy has achieved a major reduction in computational costs
by making informed choices in the selection of samples to simulate. Subsequently,
the augmentation is facilitated by means of a neural network, which shows to
reliably predict the highly non-linear output space (Fig. 2.6).

In the case study addressed in this study, the extremes in the output space have
a substantial effect on the level of system understanding achieved (Figs. 2.7 and
2.9). Therefore, the simulation strategy is expected to be improved by employing
the genetic algorithm at an earlier stage, or on multiple occasions at certain in-
tervals. However, a sufficiently large dataset is required to reliably train a neural
network—or fit another data-driven model—to be used in the objective function
of the genetic algorithm, as illustrated by Figure 2.10.

Reflecting on the aim of this study (Sec. 2.1), this chapter has shown the po-
tential of techniques from machine learning for hydraulic engineering practices,
with a special focus on enabling the Building with Nature-approach. Sensitivity
analyses are a useful method to gain insights into the system’s behaviour, but gen-
erally require large amounts of samples, i.e., simulations. Due to the complexity of
models in the field of hydraulic engineering, this often results in computationally
infeasible studies: a challenge complicating the evaluation of adaptation and mit-
igation strategies. This study has shown that hybrid downscaling with techniques
from machine learning enables the execution of enlightening sensitivity analyses
to come within computational reach. The approach facilitates exploratory studies
essential for the development of future-proof socio-ecological systems, especially in
light of unknown system states resulting from climate change.
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3Sensitivity analysis
Results

3.1 Introduction

Around the world, estuarine regions are among the most populated areas with
approximately 1.2 billion people living within 100 km from the coastline (Small &
Nicholls, 2003). These regions heavily rely on the supply of freshwater from the
river systems, which can salinise due to their closeness to the sea (Costall et al.,
2018). Currently, water stress—i.e., the unavailability of freshwater—is a global
issue (Mekonnen & Hoekstra, 2016), and it is most profound in these coastal
regions (Wada et al., 2011). Unsustainable groundwater abstraction is already
occurring worldwide (Wada et al., 2010), which is a clear indicator of the current
water stress.

This chapter is based on:

Hendrickx, G.G., Kranenburg, W.M., Antoĺınez, J.A.A., Huismans, Y.,
Aarninkhof, S.G.J., and Herman, P.M.J. (2023). Sensitivity of salt intrusion to
estuary-scale changes: A systematic modelling study towards nature-based mitiga-
tion measures Estuarine, Coastal and Shelf Science, 295:108564.
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The severity of water stress will likely increase due to climate change (e.g.,
Distefano & Kelly, 2017; Veldkamp et al., 2015) by means of (relative) sea level
rise and increased frequency and duration of droughts. Both will enhance the salt
intrusion and so further reduce the availability of freshwater in estuarine regions.
In addition, while the supply of freshwater is threatened due to climate change,
the demand will grow due to the expected increase in population density in coastal
regions (Small & Nicholls, 2003).

Freshwater challenges due to salt intrusion via surface water can be mitigated
by means of hard measures, such as dams and locks. However, these measures have
many negative side-effects, e.g., blockage of the river flow and disturbance of the
environment. This has resulted in the motivation for this study: Are nature-based
solutions to mitigate salt intrusion a viable substitute for their hard counterparts?

Nature-based solutions follow the Building with Nature-approach (de Vriend
et al., 2015) in which there is special attention for the system as a whole. Note
that such a system extends beyond the physical domain as it also includes the
ecological and socio-economic perspectives (van Slobbe et al., 2013).

Because nature-based solutions attempt to utilise natural processes, they are
commonly more resilient to changes in the boundary conditions and can adapt
along those changes (Borsje et al., 2011). There are, of course, limitations to
the adaptability of a nature-based solution. Nonetheless, this adaptability is of
increasing importance due to climate change. Furthermore, including ecological
processes that are accommodated by these natural processes also creates addi-
tional value from both socio-economic and ecological perspectives (e.g., Scheres &
Schüttrumpf, 2019; van Wesenbeeck et al., 2014). Therefore, they accommodate
for a sustainable solution on the long term. The application of the Building with
Nature-approach on the topic of salt intrusion has not yet been studied so far,
which is the focus point of this study.

The first step of the Building with Nature-approach is to understand the system
(de Vriend et al., 2015); in this study, this is the estuarine system. There have been
significant developments in attaining knowledge and expertise in understanding
salt intrusion in estuaries (see reviews by Geyer & MacCready, 2014; MacCready
& Geyer, 2010). For example, many studies have highlighted the importance of
the water depth (e.g., Chant et al., 2018; Ralston & Geyer, 2019) and the river
discharge (e.g., Gong & Shen, 2011; Lerczak et al., 2009) on the salt intrusion
length. In addition to these, many geometric features have been shown to influence
the salt intrusion (Veerapaga et al., 2020), such as tidal flats (Lyu & Zhu, 2019;
Zhou et al., 2020a). The literature about salt intrusion in estuaries is vast of which
a very comprehensive review is presented in Section 3.2.

Due to the complexity associated with salt intrusion processes, state-of-the-
art, computationally expensive models are required to assess these processes with
sufficient detail. This often yields limitations in terms of number of simulations
that can be achieved (e.g., Ralston et al., 2010a; Warner et al., 2005). Alternately,
simplified models are used to explore a broader range of input conditions and/or
estuary geometries (e.g., Dijkstra & Schuttelaars, 2021; Kuijper & van Rijn, 2011;
MacCready, 1999). Although these studies provide valuable insights into the es-
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tuarine processes, they may easily overlook important interactions in a system
determined by a highly multidimensional parameter space.

The aim of this chapter is to systematically assess the sensitivity of salt intru-
sion length to changes in system characteristics. Thereby we address the research
question how sensitive salt intrusion length is to changes in the forcing conditions
and geomorphological features of an estuary. These relations are explored by means
of a sensitivity analysis with the aim to enable the evaluation of nature-based solu-
tions to mitigate salt intrusion. Subsequently, this study includes a first overview
of the translation from the sensitivity analysis to the validation of hypothesised
potential nature-based solutions to mitigate salt intrusion. These potential nature-
based solutions are based on literature—reviewed in Section 3.2—and function as
design directions.

To answer the research question and evaluate subsequent hypotheses, Sec-
tion 3.2 presents a literature review from which the hypotheses are drawn. The
methodology used to conduct the sensitivity analysis is presented in Section 3.3.
The results of the sensitivity analysis are presented in Section 3.4. Section 3.5
further discusses the results and evaluates the posed hypotheses of Section 3.2.
Finally, Section 3.6 draws conclusions on the estuarine response to various modi-
fications with a special focus on the hypothesised nature-based solutions.

3.2 Estuarine salt dynamics

Estuarine salt intrusion is the result of a continuously changing competition be-
tween inward and outward transport mechanisms. The main driver of the outward
transport is the river discharge, which flushes the system and advects salt seaward.
Inward transporting mechanisms can be split in tide-averaged shear and tidal flow
related mechanisms. Tide-averaged shear is generally referred to as estuarine cir-
culation, which can be decomposed into various driving mechanisms (Burchard &
Hetland, 2010), most notably gravitational circulation (e.g., Hansen & Rattray Jr.,
1965) and tidal straining (e.g., Jay & Musiak, 1994). An example of the second
category is tidal trapping (Fischer et al., 1979), where the timing of the release
of salt water that has come in during flood but was temporarily stored—e.g., in
side-channels or on tidal flats—causes a net influx of salt (e.g., Garcia et al., 2022;
Zhou et al., 2020a).

The strength of the various transport mechanisms is predominantly determined
by the hydrodynamic forcing conditions and system geomorphology. In estuaries,
the main hydrodynamic forcing consists of the tide and the river discharge (e.g.,
Geyer & MacCready, 2014). During flood tide, salt water is pushed into the
estuary, while introducing energy to mix the water column (e.g., Simpson et al.,
1990). In contrast, the river discharge pushes the salt water seaward and provides
buoyancy by the supply of freshwater (e.g., Lerczak et al., 2009). Thus, both
forcing terms have enhancing and reducing effects on the salt intrusion.

In addition to tidal forcing and river discharge, other key coastal processes
modify the salt intrusion length. For example, the occurrence of strong onshore
directed winds and the resulting storm surge enhance the salt intrusion in an



34 3. Sensitivity analysis: Results

3

estuary (Kranenburg et al., 2022). However, storms have also shown to reduce
the estuarine salt intrusion (Geyer, 1997) in which the wind direction plays an
important role.

In essence, the estuary’s geomorphology largely determines how the estuary
responds to these forcing conditions and can even modify the forcing to a certain
level. In the end, the balance between the forcing terms determines the salt in-
trusion length, where the estuarine geomorphological features modify the arena in
which this battle is played out. In this study, we focus on the key geomorphological
features listed in Table 3.1.

The water depth of the estuary has long been known to be of great influence
on the salt intrusion (e.g., Hansen & Rattray Jr., 1965): An increased water depth
reduces the vertical mixing as the vertical shear velocity becomes smaller (Chant
et al., 2018; MacCready & Geyer, 2010). Furthermore, the fluvial flow velocity
reduces as the cross-sectional area increases, which is similarly affected by the
width.

In addition to these two basic geometric characteristics, the balance between
width convergence and bottom friction determines whether the tidal signal is am-
plified or damped (e.g., Savenije & Veling, 2005; van Rijn, 2011): Convergence
causes tidal amplification, while bottom friction results in tidal damping. As the
tide is one of the main forcing conditions, these two geometric features indirectly
modify the salt intrusion length by modifying the tidal wave.

Tidal asymmetry plays an important role in the salt intrusion, where an ebb-
dominant system reduces the salt intrusion (Cheng et al., 2013; Pein et al., 2018)
by stimulating a two-layered flow opposing the gravitational circulation (Cheng et
al., 2010; Stacey et al., 2008). Ebb-dominance in an estuary can be enhanced by
(1) introducing tidal flats (Friedrichs & Aubrey, 1988); (2) reducing the ratio of the
tidal range over the water depth (Friedrichs & Madsen, 1992); and/or (3) increase
the river discharge relative to the tidal flux (Nidzieko & Ralston, 2012).

At last, two geometric features enhancing lateral mixing are: (1) lateral depth
variation, and (2) meandering (Burchard et al., 2011; Lerczak & Geyer, 2004; Pein
et al., 2018). The presence of lateral circulation patterns on their own reduces the
salt intrusion by reducing the forward momentum. The lateral circulation pattern
originate from laterally directed momentum, which has to draw from the forward
momentum due to the conservation of momentum. Despite both a lateral depth
variation and meandering promoting the formation of lateral circulation patterns,
their net effects on salt intrusion are opposite; lateral depth variation enhances the
salt intrusion, while meandering reduces the intrusion.

The lateral depth variation is often represented by a cross-sectional curvature
of the bottom profile (e.g., Burchard et al., 2011; Lerczak & Geyer, 2004). The
flow velocity in the centre of the channel is larger due to this bottom curvature,
which enhances the salt transport in the centre (Burchard et al., 2011; Lerczak &
Geyer, 2004). Although the resulting lateral density differences do create lateral
circulation patterns (i.e., differential advection; Nunes & Simpson, 1985), this pro-
cess generally enhances the longitudinal dispersion of salt, i.e., the salt intrusion.
The salt moves faster landward during flood where it is pushed to the sides due
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to the lateral circulation, but is afterwards not completely flushed out by the ebb
flow which is also faster in the centre, while the salt has partly moved to the sides
of the channel (Burchard et al., 2011).

Conversely, meandering within the reach of salt intrusion can reduce its land-
ward extent (Pein et al., 2018). The lateral mixing due to the secondary circulation
initiated by bends in the estuary reduces the propagation of salt water upstream
and so reduces the salt intrusion.

On the basis of the aforementioned processes and studies, we hypothesise six
design directions for nature-based solutions to mitigate salt intrusion:

1. reduced cross-section;

2. increased bottom friction;

3. enlarged tidal flats;

4. reduced lateral depth variation;

5. increased meandering;

6. managed river discharge.

The type of estuary is expected to influence the salt intrusion, as different
physical processes are dominant per type. In this study, we use the classification
by Geyer and MacCready (2014), which divides estuaries into eight classes based
on two non-dimensional parameters: (1) the mixing parameter, M (Eq. 3.1); and
(2) the freshwater Froude number, Frf (Eq. 3.2). Their definitions are presented
below (Geyer & MacCready, 2014):

M =

√
cfu

2
t

ωtNd2c
(3.1)

where cf is the non-dimensional friction coefficient [–]; ut the tidal flow velocity
[ms−1]; ωt the tidal frequency [s−1]; N the buoyancy frequency [s−1]; and dc the
(channel) depth [m]. These variables are defined as functions of the input space
(Tab. 3.1) as follows:

cf =
gn2

c

d
1/3
c

ut =
1

2
√
2

√
g

dc
a

N =

√
gβs0
dc

where g is the gravitational acceleration [g = 9.81 ms−2]; nc the Manning’s n [s
m−1/3]; a the tidal range [m]; β the haline contraction coefficient [β = 7.6× 10−4

psu−1]; and s0 the oceanic salinity [s0 = 30 psu].
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Frf =
Q

Wcdcci
(3.2)

where Q is the river discharge [m3s−1]; Wc the (channel) width [m]; and ci the
maximum frontal propagation speed, or internal celerity [ms−1]:

ci =
√

dcgβs0

The aforementioned dominant roles of the tide and the river discharge are
encapsulated in these non-dimensional parameters, where the mixing parameter
(M) reflects the tidal energy, and the freshwater Froude number (Frf ) the fluvial
energy input.

3.3 Method

To perform the sensitivity analysis, we implemented a simulation strategy enabled
by machine learning techniques. The use of adaptive sampling allowed the use
of computationally expensive models for exploring the salt intrusion length for
various estuarine layouts while remaining computationally feasible. This strategy
required the description of the input space (Sec. 3.3.1) used by various machine
learning techniques to draw the “most valuable samples” following an adaptive
sampling approach (Sec. 3.3.2). These selected samples determined the layout of
an idealised estuary, which was subsequently simulated using a state-of-the-art
hydrodynamic model (Sec. 3.3.3). As the simulated samples do not form clear
planes through the explored 13-dimensional space, various techniques have been
used to post-process and analyse the output data (Sec. 3.3.4). The implemented
simulation strategy is discussed in detail in Hendrickx et al. (2023a, Ch. 2) and
this section is a brief overview of their work.

3.3.1 Input space

Based on the aforementioned literature on key estuarine characteristics, thirteen
input parameters have been selected to include in the sensitivity analysis: three
hydrodynamic forcing conditions, and ten geometric features. The definitions of
the input parameters are presented in Table 3.1 (modified from Hendrickx et al.,
2023a, Tab. 2.1, p. 18) and visualised by the schematic overview of the parametric
design in Figure 3.1.

The results from the many estuarine layouts that follow as a combination of
the input parameters presented in Table 3.1 (and discussed in Sec. 3.2) allow the
investigation of the hypotheses presented in Section 3.2 representing the worldwide
variations in estuaries. The parametric design is a simplification of real-life estu-
aries, which allows the analysis to focus on the relevant estuary-scale parameters
and the differences in output they enforce.
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Table 3.1: Input parameters including their ranges and units. The values are largely
based on datasets included in Dronkers (2017), Leuven et al. (2019), and Savenije et al. (2008).

Parameter Symbol Range Unit

F
o
rc
in
g Tidal range a 1.0–5.0 m

Storm surge level ηs 0.0–2.0 m
River discharge Q 100–16,000 m3 s−1

G
eo

m
o
rp

h
o
lo
g
y

Channel depth dc 5.0–25.0 m
Channel width Wc 500–3,000 m

Channel friction nc 0.01–0.05 m−1/3s

Flat depth ratioa rd –1–1 –
Flat width Wf 0–3,000 m

Flat friction nf 0.02–0.05 m−1/3s

Convergence γ 25–1.0 ×10−5 m−1

Bottom curvature κc 0.0–6.0 ×10−5 m−1

Meander amplitude Am 0–6 km
Meander length Lm 0–100 km

a The flat depth is defined as the product of the flat depth ratio and the tidal
range: df = 1

2
rda. Thereby ensuring that the tidal flats are at all times exposed

and flooded during a tidal cycle, i.e. following the definition of a tidal flat.

3.3.2 Simulation strategy

For a sensitivity analysis, the number of simulations required for robust results
increases rapidly with the number of input parameters; the thirteen input param-
eters considered in this study would require at least 313 (≈ 1.6× 106) simulations
(Wang et al., 2020), which would cover three values per input parameter. As a
computationally expensive hydrodynamic model is used for every single simula-
tion (Sec. 3.3.3), this number of simulations becomes computationally infeasible
to execute.

Therefore, machine learning techniques have been adopted to optimise the se-
lection procedure of forcing conditions and geomorphological features for simula-
tion (Hendrickx et al., 2023a). The number of simulations is drastically reduced
to approximately 1,250 simulations while still being able to gain insights into the
response of the system to the parameter variations.

The core of the used simulation strategy follows an adaptive sequential design,
where the configuration of the next simulation is based on the output of completed
simulations instead of prescribing all model configurations a priori. The new set
of input parameters are chosen based on the method developed by Gramacy and
Lee (2009) in which a treed Gaussian process, limiting linear model determines
new samples by maximising the expected entropy. Due to this adaptive sampling
technique, the choice to sample an estuary layout is based on the expected added
information it will provide; translated to this study, “information” can be expressed
as “better understanding the estuarine response.”

This adaptive simulation strategy was initiated by an initial batch of 100 sam-
ples for which the maximum dissimilarity algorithm (Kennard & Stone, 1969)
was used to explore the outskirts of the input space. As the algorithm’s name
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Lm

γ
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(a)

dc
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κc

Wc

Wt

(c)

Figure 3.1: Parametric model design. (a) Plan view; (b) longitudinal cross-section; and
(c) lateral cross-section. The meaning of the symbols are presented in Table 3.1, except for
Wt: This is the total width, i.e., Wt = Wc +Wf .

suggests, it selects the most dissimilar samples in a given dataset based on their
Euclidean distance (the dataset is normalised such that it forms a unit hypercube,
i.e., min-max scaling). Subsequently, the adaptive sequential design contributed
approximately 1,100 samples to the dataset.

The resulting dataset of approximately 1,200 simulations was used to train a
neural network. Together with a genetic algorithm, this neural network was used to
predict extremes in the output space, which were subsequently simulated with the
hydrodynamic model as well. In this way, 50 additional simulations are executed
creating a dataset of approximately 1,250 simulations that has been used for the
analysis presented in this chapter.

3.3.3 Hydrodynamic model

The hydrodynamic modelling software used for the simulations is Delft3D Flexible
Mesh (Kernkamp et al., 2011), which assumes hydrostatic pressure and solves the
Reynolds-averaged Navier-Stokes equations using a k-ε turbulence closure model.
This state-of-the-art hydrodynamic model is used to enable relaxation of most
assumptions that restrict the application of many other, simpler models. However,
the use of such a process-based model comes at a higher computational cost, which
motivated the aforementioned simulation strategy (Sec. 3.3.2; Hendrickx et al.,
2023a).

For this exploratory study, an estuary with idealised geomorphology is used as
basis for the parametric model design in which all thirteen input parameters are
reflected (Tab. 3.1 and Fig. 3.1). The domain of the model consists of two parts:
(1) the shelf, and (2) the estuary. The shelf domain is largely constant for all
model configurations but the estuary domain changes substantially based on the
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provided geomorphological features; e.g., the width of the estuary changes between
different simulations.

The definitions of the boundary conditions are kept relatively simple: The tide
at sea is fully represented with a tidal period of twelve hours—similar to an S2-
tide—and there is a constant river discharge. A storm surge level is superimposed
on the tidal water levels. The storm surge follows a triangular profile over time
from 0 m to its maximum (i.e., ηs) after twelve hours, subsequently reducing back
to 0 m (following the same approach as Perk et al., 2019). Furthermore, the
upstream channel dimensions are a power function of the river discharge (based
on Leuven et al., 2018b) to ensure reasonable flow conditions upstream.

The shelf model domain is a square of 30× 30 km. Its grid resolution increases
from the seaward boundary to the estuary mouth, with cell sizes decreasing from
1, 000× 1, 000 m to 62.5× 62.5 m. The estuarine domain has a length of 200 km
and a varying width. The grid resolution decreases further upstream, with cell
sizes increasing from 62.5 × 62.5 m at the estuary mouth to ≤ 250 × 1, 000 m at
the upstream boundary; due to the convergence of the estuary, the grid cells are
reduced in width.

The extent of the high resolution in the estuary domain—i.e., the grid resolution
of 62.5 × 62.5 m—is determined based on an estimated salt intrusion length plus
half the tidal excursion; both are determined analytically following Savenije (1989,
1993). The transition between different grid resolutions is facilitated by using
triangular grid cells.

The models have been discretised vertically by twenty σ-layers. We are aware
that Z-layers are preferred, especially for modelling of salt wedges (Stelling & van
Kester, 1994). However, σ-layers have been used to accommodate for the large
range of water depths considered in this study (Tab. 3.1).

The initial salt concentration in the hydrodynamic model is based on an an-
alytical model (Savenije, 1989, 1993) to reduce the spin-up time. To ensure that
the results are not influenced by the initial conditions, the first eight days of the
simulation are considered part of the spin-up time. The model data of the ninth
simulated day is used for subsequent analyses. One day of data suffices, as the
tidal forcing consists of only one tidal component, which occurs exactly twice per
day due to its 12-hour period. Therefore, there are no neap-spring cycles or alike
in the tidal forcing, which would require a longer simulation period.

The simulations were executed on a supercomputer. A single Delft3D Flexible
Mesh simulation was run in parallel on 32 cores and has an execution time between
fifteen minutes and five days—largely influenced by the geomorphology of the
estuary, and thus the grid size.

3.3.4 Post-processing

The output of the simulations is expressed in terms of the salt intrusion length.
This length is defined as the distance from the mouth of the estuary at which
the depth- and tide-averaged salinity equals 1 psu. Because the salinity data is
retrieved in a discrete manner from the hydrodynamic model’s numerical grid, the
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salinity is linearly interpolated between data points to determine the salt intrusion
length.

As the used simulation strategy results in a reduced dataset (Sec. 3.3.2), stan-
dard quantification methods for sensitivity analyses cannot be used (such as Saltelli
et al., 2006; Sobol’, 2001; Wang et al., 2020). Instead, we apply a regression anal-
ysis. A multiple regression model and neural network are fitted with the input and
output data to determine the underlying relations between the input parameters
and the output variable, i.e., salt intrusion length.

Although the predictive capability of a neural network is generally superior
to the multiple regression model for highly dimensional input spaces, the neural
network is often perceived as a black box as it is hard to retrieve what is exactly
going on internally. The multiple regression model, on the other hand, is valu-
able precisely due to its transparency, where the over-fitted regression coefficients
function as a quantification of the sensitivity of the salt intrusion length to the
input parameters. Consequently, both regression methods are used in this study:
The multiple regression model and its regression coefficients to gain insights into
the response of the salt intrusion length to the 13-dimensional input (Sec. 3.3.4.1);
and the neural network as predictive tool allowing to explore the hypothesised
nature-based solutions to mitigate salt intrusion (Sec. 3.3.4.2).

3.3.4.1 Regression model

The implemented regression model is defined as:

ŷ = C︸︷︷︸
constant

+

P∑
i

cixi︸ ︷︷ ︸
linear

+

P∑
i≤j

ci,jxixj︸ ︷︷ ︸
nonlinear

(3.3)

where ci and ci,j are the regression coefficients; xi (or xj) is the input parameter
i (or j); and P the number of parameters (P = 13).

The regression model is over-fitted to the data by optimising the values of the
regression coefficients to provide the best fit. The over-fitting causes the regression
model unsuitable for predictive purposes but by doing so, provides insights into
the data it represents.

The regression coefficients provide a quantification of the sensitivity of the
output to the input parameters: The larger the absolute value of a regression
coefficient, the larger the connectivity between the input parameter(s) and the
output data. The level of connectivity is a quantification of the sensitivity of the
output to the input parameter(s). The sign of the coefficient’s value represents a
positive (+) or a negative (−) relation between the input parameter(s) and the
output, i.e., the salt intrusion length.

Note that the input data has to be normalised for this approach to work prop-
erly, as otherwise the order of magnitude of the input values determine the order
of magnitude of the regression coefficients. This normalisation follows the zero
mean, unit variance-approach.
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Figure 3.2: Simulated estuary configurations overlaying the classification diagram
by Geyer and MacCready (2014). The data is colour-coded with the salt intrusion length.SW:
salt wedge; TDSW: time-dependent salt wedge; SS: strongly stratified; PM: partially mixed;
F: fjord; B: bay; SIPS: strain-induced periodic stratification; WM: well-mixed.

3.3.4.2 Neural network

The neural network used contains three hidden layers of 50 nodes each. Over-
fitting the neural network has been prevented by subdividing the output data in a
training and testing (or validation) dataset (80% and 20%, resp.). While training,
the neural network only uses the training data, while the testing data was used to
validate the predictive power of the neural network. The best fit is reached when
the neural network shows the smallest error on the testing data. More details on
the neural network and its training are given in Appendix A.

3.4 Results

For the presentation of the results, the over-fitted regression model as well as the
neural network are used. Both models show a great fit with the data: The regres-
sion model has an R2 = 0.9581, and the neural network linearly correlates even
better, with R2 = 0.9912. Here, the R2-score is the coefficient of determination
for which R2 = 1.0 is the best possible score and negative values are possible, re-
flecting increasingly worse performing models. These great fits have been achieved
while the dataset covers a multitude of estuary classes as defined by Geyer and
MacCready (2014), which is illustrated in Figure 3.2.
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Figure 3.3: Simulated salt intrusion length as function of (a) the channel depth, dc,
and (b) the convergence, γ.

3.4.1 Upper limits of salt intrusion length

The projection of the salt intrusion length on the M,Frf -space presented in Fig-
ure 3.2 shows a gradient in the salt intrusion length in response to both the mixing
parameter (M , Eq. 3.1) and the freshwater Froude number (Frf , Eq. 3.2). This
indicates that the salt intrusion length is generally the largest for strongly stratified
estuaries in comparison to the other estuary classes.

As we are comparing non-dimensional numbers with the salt intrusion length—a
dimensional variable—it is important to stress that these results hold for the ranges
used in this study (Tab. 3.1). Although the explored input space is representative
for estuaries worldwide, these results do not exclude the theoretical possibility of
large salt intrusion lengths for large values of the freshwater Froude number and/or
mixing parameter.

In Figure 3.2, the salt intrusion length reduces for increasing values of the
mixing parameter and/or freshwater Froude number. This implies that the five
input parameters—out of the thirteen—that are reflected by these non-dimensional
numbers largely explain the variability in the salt intrusion length. The mixing
parameter increases for (1) increasing tidal range, M ∝ a; (2) decreasing channel

depth, M ∝ d
−17/12
c ; and (3) increasing (channel) friction, M ∝ nc. The freshwater

Froude number increases for (1) increasing river discharge, Frf ∝ Q; (2) decreasing

channel depth, Frf ∝ d
−3/2
c ; and (3) decreasing channel width, Frf ∝ W−1

c .

The variability in salt intrusion length visible in Figure 3.2 suggests that the
salt intrusion can be large, unless a limiting factor is imposed. One such limiting
factor is the channel depth, as shown in Figure 3.3a: A smaller channel depth
enforces a reduction in the salt intrusion length. A larger channel depth does not
necessarily result in a larger salt intrusion length, but is an enabler of large salt
intrusion lengths.
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Figure 3.4: System’s response represented by the (normalised) regression coeffi-
cients of the over-fitted regression model (Eq. 3.3). The colour-coding represents the
value of the regression coefficients, where a large absolute value is indicated by a darker colour
and reflects a higher dependency of the output on the input parameter(s). Grey values repre-
sent the Pearson correlation coefficients, ρ (xi, xj).

Similar relations between the salt intrusion length and other input parame-
ters exist (Fig. B.1, p. 202), most notably with the convergence (Fig. 3.3b). Al-
though the M,Frf -space shows to be explain a large part of the variability in the
salt intrusion length (Fig. 3.2), this study shows the additional relevance of other
estuary-scale parameters such as the convergence (Fig. 3.3b).

3.4.2 Importance of input parameters

The multiple regression model is able to encapsulate most of the variations in
the output as shown by the great fit with the data, while being a linear model
(Eq. 3.3).

The regression coefficients show the sensitivity of the output to changes of
the input parameter(s) and are presented as a matrix in Figure 3.4. The linear
regression coefficients are presented in the most left column (titled ci), and the
quadratic and interaction terms are shown in the thirteen-by-thirteen matrix (ti-
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tled ci,j), which is symmetrical over its diagonal. The colour-coding represents
the value of the regression coefficient, which is of interest for the sensitivity anal-
ysis. The grey-values in the matrix represent the Pearson correlation coefficients
between parameters xi and xj : ρ (xi, xj). The Pearson correlation coefficient has
a range ρ (xi, xj) ∈ [−1,+1] and a larger absolute value of the coefficient indicates
a stronger correlation between the variables, where the sign is indicative for a
positive (+) or negative (−) relation.

From this matrix follows that the salt intrusion length is highly dependent on
the river discharge, channel depth, and convergence as well as the interaction be-
tween the convergence with the river discharge, channel depth, and channel width.
In addition, the interactions between the bottom curvature with the meandering
specifications happen to be of substantial influence on the salt intrusion length.
On the other hand, the friction of the tidal flats does not seem to influence the
results. Figure 3.4 also suggests that the surge level is irrelevant for the salt in-
trusion length, which is in contradiction with literature (Kranenburg et al., 2022).
Although the presented salt intrusion length is taken as the tide averaged value,
no substantial changes arise when considering the tidal maximum, which questions
the implementation of the surge level in our parametric design.

The nonzero correlations in Figure 3.4 follow from the physical input check
(App. B.2), and highlight potential false cause-and-effect relations. For example,
the strong correlation between the meander amplitude and length (ρ(Am, Lm))
is commonly seen in nature (e.g., Leuven et al., 2018a), and therefore, explicitly
included in the physical input check. However, these meandering parameters are
also both negatively correlated to the bottom curvature, while such a relation is
not included in the physical check, and therefore, must follow via another input
parameter—most likely the channel width. These correlations might explain the
relatively high value of their first-order interaction regression coefficients seen in
Figure 3.4, cκc,Am

and cκc,Lm
, as no clear direct relation between the salt intrusion

length and the combination of these parameters can be seen in the raw data.

3.4.3 Salt intrusion gradients

The neural network is used to determine the partial gradients of the salt intrusion
length with respect to one of the input parameters. These gradients are estimated
using the forward Euler scheme:

∂Ls

∂xi
≈ Ls (x+ ni)− Ls (x)

∆xi
(3.4)

where Ls is the salt intrusion length estimate [m]; xi an input parameter; x the
vector of input values; ni the null-vector except the i-th element, which equals
∆xi; and ∆xi a very small step in the range of xi:

∆xi =
max {xi} −min {xi}

1, 000
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Note that for the determination of the gradients, the salt intrusion is estimated
with the neural network both at x and x + ni. This minimises any bias of the
neural network to be reflected in the salt intrusion gradients.

Overall, the computed absolute gradients in salt intrusion length are largest for
larger values of the salt intrusion length; i.e., modifications of the estuarine system
result in the largest changes in the salt intrusion when the salt intrusion length is
already large.

However, this relation vanishes when the partial derivatives are normalised with
the input parameter and salt intrusion length:

pi =
∂Ls

∂xi

xi

Ls
(3.5)

where ∂Ls/∂xi equals the partial derivative as stated in Equation (3.4).
Equation (3.5) reflects how much the salt intrusion length changes relatively

compared to a relative change in the input parameter. Note that this relative
gradient pi describes the power relation between the input parameter, xi, and the
salt intrusion length:

Ls ∝ xpi

i (3.6)

which is a commonly used form to describe the relation between estuarine char-
acteristics and the salt intrusion length both in theoretical and empirical studies;
e.g., the relation between the salt intrusion length and the river discharge is often
described by such a power relation, where according to literature pQ is in the range
−1/7 to −1 (e.g., Monismith et al., 2002; Ralston & Geyer, 2019; Savenije, 1993).
Figure 3.5a confirms that pQ varies around those values, and that the absolute
value of pQ increases with a higher river discharge.

Furthermore, the relative gradient, pQ, shows a trend in the M,Frf -space
(Fig. 3.5b) that may be a consequence of the freshwater Froude number definition
(Eq. 3.2), which is linearly related to the river discharge.

Figure 3.6 presents relative gradients for the input parameters that are related
to the other hypothesised nature-based solutions. (A complete overview of all input
parameters is presented in Fig. B.2, pp. 203–206, similarly to Fig. 3.6.) Where pQ
shows a dependence on the estuary class (Fig. 3.5), the relative gradient of the
channel depth, pdc , shows less variability (Fig. 3.6a). The values of pdc might
depart from the general range for very small values of the salt intrusion length
(Ls → 0), as with the outliers in pQ (Fig. 3.5a); this is likely due to the definition
of pi (Eq. 3.5) in which the derivative is divided by the salt intrusion length (Ls).

Both the relative gradients with respect to the channel depth (pdc
) and channel

friction (pnc
) show the direct relevance of these input parameters as well as a

gradient in their values in the M,Frf -space (Fig. 3.6a and b). The remainder
of the input parameters that are associated with the hypothesised nature-based
solutions show only a weak direct contribution to the salt intrusion length (Fig. 3.6c
to f).

Note that the partial derivatives of the estuarine configurations with a larger
salt intrusion must be considered with care—i.e., the data points located in the
strongly stratified -class (Fig. 3.2). The implementation of the genetic algorithm
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Figure 3.5: The relative gradient in salt intrusion with respect to the river dis-
charge, pQ: (a) as function of the river discharge; (b) displayed on the M,Frf -space by
Geyer and MacCready (2014) with the same class-labels as in Figure 3.2. Data from literature
displayed in (a): Monismith2002, Monismith et al. (2002); Ralston2019, Ralston and Geyer
(2019); Savenije1993, Savenije (1993).

to “find” these extremes results in limited variations in certain input parameters,
which complicates the determination of a reliable partial derivative to these input
parameters for such extremes in the output.

Furthermore, the relative gradient tends to be more sensitive to minor errors
in the predictive power of the neural network for small values of the salt intrusion
length, as these errors are relatively larger—especially for salt intrusion lengths
near zero, where also a sign-change might occur.

3.5 Discussion

Before discussing the presented results, the discussion reflects on the abilities and
limits of the simulation strategy and the study in general (Sec. 3.5.1). Subse-
quently, the results are discussed by interpreting their physical meaning and rel-
evance (Sec. 3.5.2); and translating these findings to the implications for nature-
based solutions to mitigate salt intrusion (Sec. 3.5.3).

3.5.1 Simulation strategy

The implemented method allows for exploring a wide range of possible estuary
configurations covering many estuary classes (Fig. 3.2). However, the many input
parameters complicate analyses due to the interaction effects that may obscure
single-parameter trends. Nevertheless, clear correlations are visible between var-
ious input parameters and the salt intrusion length, e.g., the channel depth and
convergence in Figure 3.3. We have implemented various analysis methods to
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Figure 3.6: Estimates of the relative gradient in salt intrusion with respect to six
input parameters (cq. Eq. 3.5), which are related to the hypothesised nature-based solutions
displayed on the M,Frf -space by Geyer and MacCready (2014) with the same class-labels as
in Figure 3.2.
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Figure 3.7: Simulated salt intrusion length as function of non-dimensional num-
bers. (a) the mixing parameter (M , Eq. 3.1), and (b) the freshwater Froude number (Frf ,
Eq. 3.2).

contribute to a general understanding of the system, where especially the neural
network provides an easy-accessible tool to determine changes in salt intrusion due
to modifications in the estuary.

The choice for an idealised model schematisation implies that the model results
could not be calibrated or validated against real data. The absolute values should
therefore be considered as estimates. However, given the predictive capacity of the
3D process-based modelling software, we assume that the model correctly repre-
sents the governing physics. Resulting values form a physical sound basis for the
sensitivity analysis of this study, i.e., changes to various estuary-scale parameters.
The calibration parameters were kept constant throughout, which diminishes their
influence on the results when analysed in comparison to each other.

Nevertheless, the implementation of a storm surge—represented by a temporary
rise in water level (similar to Perk et al., 2019)—seems to be too simplified to
capture its effect on the salt intrusion. This approach leaves out the surface shear
stress induced by the wind over the whole domain, which would add landward
momentum of the saline, offshore waters.

3.5.2 Physical interpretation

The non-dimensional space suggested by Geyer and MacCready (2014) to classify
estuaries largely explains the variability in salt intrusion length (Fig. 3.2), where
the salt intrusion length is suppressed for larger values of the mixing parameter
(M) and/or the freshwater Froude number (Frf ). This principle is explicated in
Figure 3.7, where larger values of both non-dimensional parameters put a limit on
the maximum salt intrusion length.

The correlations shown in Figures 3.2 and 3.7 between the non-dimensional
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parameters and the salt intrusion length suggest that the input parameters used
in the calculation of M and Frf (Eqs. 3.1 and 3.2) largely control the variability
in the salt intrusion length. This is in part supported by the results presented
in Figure 3.4 in which the regression coefficients are displayed. Especially the
input parameters that define the freshwater Froude number (Eq. 3.2) light up in
Figure 3.4. The effect of the mixing parameter (Fig. 3.7a) is weaker than that of
the freshwater Froude number and seems to be dominated by the channel depth,
as the tidal range and channel friction are of less relevance according to Figure 3.4.
That the channel depth and river discharge are of importance to the salt intrusion
is not surprising, as analytical relations have been developed that relate the salt
intrusion length to primarily the water depth and river discharge (e.g., Hansen
& Rattray Jr., 1965; Monismith et al., 2002; Savenije, 1993). In such relations,
the tidal influence on the salt intrusion is often reflected by means of a diffusion
coefficient (e.g., Gong & Shen, 2011; Monismith et al., 2002).

3.5.2.1 Tidal damping

Our results show that other input parameters not represented in the M,Frf -space
are relevant for the determination of the salt intrusion length as well. Figure 3.4
highlights the importance of the convergence of the estuary, which is supported by
Figure 3.3b and in line with the findings of Wei et al. (2017).

The influence of the convergence on the salt intrusion length is twofold: (1) the
convergence, in combination with the bottom friction, strongly influences the prop-
agation of the tidal wave (e.g., Friedrichs & Aubrey, 1994; Hunt, 1964; Prandle &
Rahman, 1980) and thereby the tidal mixing capacity in the estuary; and (2) the
width—and thereby the cross-sectional area—over the estuary is determined based
on the convergence, which causes the local fluvial flow velocity to change.

The joint effect of the convergence and channel friction on the tide is encapsu-
lated by a tidal damping coefficient (van Rijn, 2011):

δ =
1

2

(
f

ct
− γ

)
(3.7)

with

f =
8

3π

gn2
cut

d
4/3
c

ct =
√

gdc

where f is a friction parameter [s−1]; ct the frictionless tidal wave celerity [ms−1];
γ the convergence (Tab. 3.1) [m−1]; ut the tidal velocity [ms−1], similarly defined
as for the mixing parameter (M , Eq. 3.1). Note that the damping coefficient is
positive when the tidal range is damped, and negative when the tide is amplified;
i.e., the tidal damping coefficient describes the tidal propagation by the following
exponential decay function:

a(x) = a0 exp [−δx]
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Figure 3.8: Salt intrusion length as function of the tidal damping coefficient (δ,
Eq. 3.7). A negative damping coefficient reflects tidal amplification. Blue points represent the
results derived from the raw data; and the grey dots the estimates by the neural network.

where a0 is the tidal range at the mouth of the estuary [m].

Figure 3.8 presents the salt intrusion length as function of the tidal damping
coefficient (Eq. 3.7) in two ways: (1) derived from the raw data (blue points); and
(2) derived from estimates by the neural network exploring the whole (relevant)
input space (grey dots). This addition of estimates by the neural network to the
raw data is also used in subsequent figures (Figs. 3.9 to 3.11) to fill the sparsely
sampled input space.

Figure 3.8 shows the suppression of the salt intrusion length by the tidal damp-
ing coefficient, where the largest salt intrusion occurs around the tipping point be-
tween amplification and damping, i.e., δ = 0. This is representative for an “ideal
estuary” in which the tidal range and velocity remain spatially constant due to
the balancing forces of amplification by convergence and damping by friction (e.g.,
Dronkers, 2017; Savenije & Veling, 2005).

The reason the salt intrusion peaks when the convergence and friction are in
balance follows from the dual effect of the tide on the salt intrusion: On the
one hand, the tidal energy mixes the water column reducing the gravitational
circulation; on the other hand, the tidal momentum increases the landward reach
of the saline water. Thus the maximum salt intrusion can be achieved when there
is sufficient tidal momentum pushing the saline water upstream but not enough to
reduce the stratification and the gravitational circulation.

However, the effects of a damped or amplified system are not symmetrical as
the amplification of the tide results in a larger salt intrusion length compared to
a damped system. This suggests that the tide enforces an upper bound on the
salt intrusion length, which is in line with the regression coefficients related to the
tidal range in Figure 3.4 showing a negative relation between the tidal range and
the salt intrusion length.
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The non-monotonic response of the salt intrusion length to the damping co-
efficient as presented in Figure 3.8 is also in line with the partial derivative with re-
spect to the channel friction, which has both a positive and negative sign (Fig. 3.6b),
illustrative for the change in salt intrusion length for increasing value of the tidal
damping coefficient (Fig. 3.8).

3.5.2.2 Tidal asymmetry

The tide and its influence on the salt intrusion length is also influenced by the tidal
asymmetry of the estuary (Cheng et al., 2013; Pein et al., 2018). In Section 3.2,
three aspects were introduced that modify the tidal asymmetry of an estuary:
(1) tidal flats (Friedrichs & Aubrey, 1988), (2) tidal range to water depth ratio
(Friedrichs & Madsen, 1992), and (3) river over tidal flux (Nidzieko & Ralston,
2012). To analyse their effects on the salt intrusion length, three ratios have been
defined:

1. The ratio of the bank-full cross-sectional areas of the tidal flats over the
channel:

α =

1

2
a (rd + 1)Wf(
dc +

1

2
a

)
Wc

(3.8)

2. The ratio of the tidal range over the water depth—i.e., channel depth:

Γ =
a

dc
(3.9)

3. The ratio of the river flux over the tidal flux:

φ =
Q

2P/T
(3.10)

where P is the tidal prism [m3], as defined by van Rijn (2011); and T the
tidal period [T = 43, 200 s].

Although these three ratios do not solely encompass the effects of ebb-dominance,
a larger value represents an increase of ebb-dominance of the system.

The effects of these ratios on the salt intrusion length are presented in Fig-
ure 3.9. These results support the statement of a reduction in salt intrusion length
for increased ebb-dominance. Again, these three ratios—and thereby the ebb-
dominance—impose an upper limit on the salt intrusion length.

The effects of the tidal ratio, Γ, on the salt intrusion length are stronger than
the mixing parameter (Fig. 3.7a) even though the mixing parameter (M , Eq. 3.1)

embeds the tidal ratio (Γ, Eq. 3.9): M ∝ Γd
−5/12
c nc. This suggests that the effect

of the mixing parameter on the salt intrusion length is dominated by the tidal
ratio.
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Figure 3.9: Salt intrusion length as function of tidal asymmetry. (a) the flat ratio
(α, Eq. 3.8), (b) the tidal ratio (Γ, Eq. 3.9), and (c) the flux ratio (φ, Eq. 3.10). Blue points
represents the results derived from the raw data; and the grey dots the estimates by the neural
network.

3.5.2.3 Lateral circulation

The meandering of the estuary is described by two input parameters, namely the
meander amplitude (Am) and the meander length (Lm). This complicates the
analysis of the effects of meandering on the salt intrusion length. Therefore, the
sinuosity of the estuary is considered, which describes the degree of meandering
and is composed of both the meander amplitude and length:

S =
1

Lm

Lm∫
0

√
1 +

(
dy

dx

)2

dx (3.11)

with

y(x) = Am sin

[
2π

Lm
x

]
where y is the centre-line of the estuary [m]; and x the longitudinal coordinate [m].
Note that a straight estuary has S = 1 and the introduction of meanders results
in S > 1.

Figure 3.10 shows a minor effect of the sinuosity on the salt intrusion when
analysing the simulated samples, which is contradictory to the findings by Pein
et al. (2018). However, when the estimates of the neural network covering the
whole input space are considered, there seems to be no distinct relation between
the sinuosity and the salt intrusion length.

The differences found between the study by Pein et al. (2018) and the results
shown in Figure 3.10 can be explained by the method used to introduce meanders
to the estuary: In Pein et al. (2018), a straight estuary has three bends in the
region of maximum salt intrusion—where it has the most influence on the salt
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Figure 3.10: Salt intrusion length as function of the sinuosity (S, Eq. 3.11). Blue
points represent the results derived from the raw data; and the grey dots the estimates by the
neural network.

intrusion; we applied the meanders throughout the estuary. Furthermore, Pein
et al. (2018) state that the length of the estuary remains the same even with the
addition of meanders, while we follow the centre-line of the estuary when defining
the salt intrusion length. If meanders in our simulations do not lead to shortening
of the salt intrusion length—measured along the thalweg of the estuary—they will
still lead to a shortening in Cartesian space, more or less in proportion to the
effective length increase they cause.

The effects of bottom curvature on the salt intrusion length are considered as
the relative increase in channel depth in the centre of the estuary, defined as a
depth ratio:

∆ =
dc +∆dc

dc
(3.12)

with

∆dc =
1

12
κcW

2
c

where ∆dc is the additional depth along the estuarine centre line [m]. Note that
∆dc averaged over the lateral axis equals zero and thus that the channel depth
(dc) reflects the laterally averaged channel depth.

This relation is displayed in Figure 3.11 from which no clear relation can be
drawn, similar to the effect of meandering (Fig. 3.10). Despite the strong relation
between the salt intrusion length and the channel depth, the enhancement of the
maximum channel depth caused by the bottom curvature—albeit small—does not
follow this pattern. Furthermore, the hypothesised enhanced salt intrusion due to
the lateral circulation (Burchard et al., 2011) is also not deducible from Figure 3.11.

The absence of a clear relation between the salt intrusion and both the mean-
dering (Fig. 3.10) and the bottom curvature (Fig. 3.11) raises the question how
relevant the lateral circulation patterns are with respect to the other considered
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Figure 3.11: Salt intrusion length as function of the depth ratio (∆, Eq. 3.12). Blue
points represent the results derived from the raw data; and the grey dots the estimates by the
neural network.

estuary-scale modifications. On the other hand, the interactions between the me-
andering characteristics and the bottom curvature are highlighted in Figure 3.4,
which indicates a substantial sensitivity of the salt intrusion length to these first-
order interaction terms. However, this relevance is not apparent from correlation
plots showcasing these first-order interactions.

This distorted image might be the cause of how the bottom curvature is scaled,
where its distribution hints towards a log-based scaling instead of a linear-scaling.
Because the input parameters are normalised with the zero mean, unit variance-
method (Sec. 3.3.4.1) and the fact that the bottom curvature is very skewed to-
wards lower values, this might cause discrepancies in the sensitivities.

Another potential cause—which would also reflect upon the meandering char-
acteristics—is the strong correlation between these three input parameters and the
channel width (Fig. 3.4). This seems more reasonable due to the fact that there
is a clear (positive) relation between the salt intrusion and the channel width.

Re-scaling of the input parameters to account for the imposed physical restric-
tions—leading to uncorrelated parameters—removed some of the interactions in
the linear model but did not change the nature of the relations with salt intrusion
length (results not shown).

At last, it is important to note that the Coriolis effect has not been included
in this study. This could, however, have a substantial influence on the lateral
circulation patterns (e.g., Cheng et al., 2017) as well as on the salt intrusion length
(e.g., Wei et al., 2017).

3.5.3 Nature-based solutions

In this section, the results and their physical reflections are translated to the
hypothesised nature-based solutions (Sec. 3.2).
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As expected, the reduction of the cross-section greatly reduces the salt intru-
sion length—as illustrated by Figures 3.3 and 3.4. Although the channel depth is
a more effective measure than the width (Fig. 3.4) and explains a large part of
the variation in salt intrusion length, it is a difficult parameter to use as a basis of
nature-based solutions. In many estuaries, water depth is maintained at a deeper
level than its equilibrium value to accommodate access of large vessels to port ar-
eas. Various possibilities might exist to reconcile nature-based solutions to mitigate
salt intrusion with harbour access, but the current study does not allow to evaluate
these possibilities. One option could be to reduce the depth in a non-uniform way
in space—e.g., just behind or around harbour access points. Therefore, focusing on
the width instead of the depth in reducing the cross-sectional area could provide a
more viable solution to mitigate salt intrusion. In this respect, Figure 3.4 suggests
that manipulating the width is less effective than manipulating the depth, but that
the interaction between both is minimal and as a consequence, the two measures to
change the cross-sectional area can be considered complimentary. However, manip-
ulating the depth is likely more effective because it also influences the stratification
and mixing in the estuary.

The friction in the estuary competes with the tidal amplification effect of the
convergence (Eq. 3.7). Figure 3.8 highlights the importance of the balance between
tidal damping and amplification. The evaluated values of the bottom friction are
representative for natural bottom covers. However, the effective bottom friction
can be further enhanced by (1) artificially enhancing the bottom friction, e.g., by
means of large boulders or even rocks on the bottom; and (2) naturally occurring
bed forms, such as ripples and sand waves. The implementation of vegetation at
the bottom of the channel might not be suitable in practice, as for vegetation to
sustain, light must reach the vegetation, which poses a substantial constraint on
the water depth; and submerged vegetation in practice is limited to areas with low
current velocity. In addition, ship propellers may pose problems in intensely used
estuaries.

Changing the bottom friction as a nature-based solution will require careful
consideration of its interaction with the convergence. As shown in Figure 3.8, an
increased bottom friction can either reduce or enhance the salt intrusion, depending
on whether the tide is amplified or damped. Counterintuitively, smoothening the
bed may therefore in some cases also result in less salt intrusion.

The introduction of tidal flats to both sides of the estuarine channel places an
upper limit on the salt intrusion length (Fig. 3.9b). On the other hand, Figure 3.6c
does not display a uniform picture of the implementation of tidal flats. Analysing
both Figures 3.6c and 3.9a, demonstrates the relevance of the water depth on
the tidal flats—i.e., the flat depth—for its efficiency to mitigate salt intrusion;
this is also illustrated by the comparable values of their regression coefficients in
Figure 3.4.

The addition of tidal flats has been shown to have many other benefits to
an estuarine system, such as wave and surge reduction and coastline stabilisation
(e.g., de Vriend et al., 2015; Temmerman et al., 2013; van Wesenbeeck et al.,
2014). Even if the tidal flat friction does not prevent salt intrusion very effectively
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(Fig. 3.4), the tidal flats allow for ecological development; e.g., in intensely used
and dredged estuaries—such as the Western Scheldt in the Netherlands—tidal flats
are the only refuges for benthic life, with deeper channels almost devoid of any
organisms (Ysebaert et al., 2003).

From this study, both the lateral depth variation—described by the bottom
curvature, κc—and the meandering of the estuary have no profound effects on
the salt intrusion (Figs. 3.10 and 3.11). This might be due to several reasons:
(1) these hypothesised nature-based solutions are minor interventions that do not
make a significant contribution; (2) the representative input parameters and their
ranges do not capture the full potential of these optional nature-based solutions;
and/or (3) the representative input parameters are implemented incorrectly in the
parametric design. Although a parametric design as implemented in this study
comes with the cost of simplifying complex features to fit an idealised setting, our
investigations of the data suggest the first: The results do align with the literature
concerning the remainder of the input parameters—with the exception of the surge
level, which is considered an ill-implementation in the parametric design.

Nevertheless, it is important to discriminate between estuary-wide uniform
changes to an estuary—as investigated in this study—and local adaptations of the
estuary. The implementation of nature-based solutions can also be considered more
in the domain of local modifications, such as the local introduction of meanders
as described by Pein et al. (2018). Therefore, we recommend not to discard the
hypotheses enhancing the lateral circulation.

At last, the river discharge is a dominant factor for the salt intrusion length
(Fig. 3.4). Therefore, it is noteworthy to pose the potential of river discharge man-
agement as an optional nature-based solution to mitigate salt intrusion. This can
be realised on two different temporal scales: (1) small-scale by releasing the river
water in a pulse-like fashion during a drought, exploiting the nonlinear response
of the salt intrusion length to temporal changes in river discharge (e.g., Biemond
et al., 2022; Gong & Shen, 2011; Hetland & Geyer, 2004; Monismith, 2017); and
(2) large-scale by replenishing freshwater reserves during high river discharges to
be released during droughts, in essence reducing the variability in river discharge.

3.6 Conclusion

The presented study encompasses an extensive numerical experiment analysing
the sensitivity of the salt intrusion length with respect to thirteen estuary-scale
parameters. The use of machine learning techniques enabled us to implement
a computationally expensive, state-of-the-art hydrodynamic modelling framework
for this exploratory study, which would otherwise be computationally infeasible.
Three different analysis methods have been implemented to deduce the underlying
relations in the 1,252 model simulations: (1) analysis of the raw output data;
(2) over-fitting a regression model and analysing its regression coefficients; and
(3) implementing a neural network to determine gradients in the salt intrusion
length with respect to the input parameters.
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Table 3.2: Qualitative scoring of the hypothesised nature-based solutions including
the relevant input parameters. The scores range from insignificant (±) to high potential
(++). Input parameters included between brackets show additional relevant parameters for
the hypotheses.

Hypothesis Parameter(s) Score

reduced cross-section dc, Wc ++
increased bottom friction nc (nf , γ) +
enlarged tidal flats rd, Wf (a) +
reduced lateral depth variation κc ±
increased meandering Am, Lm ±
managed river discharge Q ++

In general, the non-dimensional space used by Geyer and MacCready (2014)
to classify estuaries (M and Frf , Eqs. 3.1 and 3.2, resp.) largely determine the
response of the estuary (Figs. 3.2 and 3.7), and thereby the five input parameters of
which they are composed of are considered essential estuarine characteristics: tidal
range, river discharge, (channel) depth, (channel) width, and (channel) friction. In
addition, our results show that the convergence of an estuary (Figs. 3.3b and 3.8)
and the presence of tidal flats (Fig. 3.9a) should also be considered as essential
parameters in determining the extent of the salt intrusion length in estuaries.

The key finding of this study is the capping relation between an input param-
eter—or combination of input parameters—and the salt intrusion length, which
is indicative of a complex relation between the estuarine response and its charac-
teristics. In other words, favourable settings for large salt intrusion for a single
parameter (e.g., large channel depth) is not enough to guarantee this will occur;
in most cases, smaller intrusion lengths are observed (Fig. 3.3a). It is the complex
interplay of different estuarine characteristics that determine whether a maximum
intrusion event occurs, and how often. This yields a promising perspective to-
wards the development of (nature-based) solutions to mitigate salt intrusion, as
it indicates that large salt intrusion lengths are the exception and the result of a
combination of unfavourable estuarine characteristics. Therefore, modifying one
of the relevant characteristics will mitigate the salt intrusion in the estuary, which
allows for flexibility in the choice and implementation of (nature-based) solutions.

Reflecting back on the hypothesised nature-based solutions, Table 3.2 shows
an overview of the effectiveness of mitigating salt intrusion for all hypothesised
nature-based solutions. As elaborated on in Section 3.5, four of the six posed
hypotheses show potential to mitigate salt intrusion. This leaves two hypotheses
unfit for salt intrusion mitigation: (1) the reduced lateral depth variation; and
(2) the meandering estuary. Their relevance in mitigating salt intrusion has been
shown in this study to be non-existing—or at best minor (Figs. 3.10 and 3.11).

The reduced water depth can be combined with reducing the width, as they
both reduce the cross-sectional area through which the river discharge has to flow,
enhancing the relative river flow velocity compared to the available river discharge.
In this way, the freshwater Froude number (Frf , Eq. 3.2) is enlarged, which has
a capping effect on the salt intrusion length (Fig. 3.7b). Thereby, modifying the
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cross-sectional area mainly acts to enhance the flushing by river flow. A major
question for this type of solutions is whether they can be morphologically stable.
If a restriction is added to an otherwise broad and deep estuary, the sediment
restricting the flow locally will be subject to increased flow velocities and become
unstable. In many cases, however, it is possible to stop—or reduce—dredging
in order to reduce the depth, and those solutions appear stable from a physical
perspective.

The bottom friction in combination with the convergence modify the tidal wave
in the estuary. The bottom friction enhances the tidal mixing (M , Eq. 3.1) and
the tidal damping (Eq. 3.7); and the convergence amplifies the tidal wave in the
estuary (Eq. 3.7) concentrating the tidal energy over a smaller cross-sectional area
for enhanced mixing. Here, the bottom friction in the channel is relevant, while
the bottom friction on the tidal flats is of no importance in the mitigation of salt
intrusion.

The presence of tidal flats is relevant in mitigating salt intrusion (Fig. 3.9a).
This is not so much due to the friction they impose, but rather due to their
water storage and effect on tidal asymmetry. The irrelevance of the flat friction
allows for variety in ecological development on these flats, creating system-specific
additional value to the system; an important component of the Building with
Nature-philosophy (e.g., de Vriend et al., 2015; van Slobbe et al., 2013).

Although boundary conditions are harder to influence compared to the geo-
morphological features of an estuary, the fluctuations in river discharge due to
the seasons can be smoothened to reduce the fluctuations in salt intrusion over
the year. This would provide a more constant and reliable salt distribution in an
estuary, which makes spatial planning easier.

All in all, there are clear—albeit sometimes quite complex—correlations be-
tween (a combination of) estuary-scale parameters and the salt intrusion length
in an estuary. These relations all describe a capping behaviour of the salt in-
trusion length. Thus, unfavourable characteristics do not necessarily result in a
large salt intrusion length as long as one dominant characteristic suppresses the
salt intrusion. This behaviour is ideal for the development and implementation of
(nature-based) solutions to mitigate salt intrusion.
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II | CONCEPTUALISATION

The aim of the conceptualisation-phase is to present the
design of potential nature-based solutions to mitigate salt
intrusion. Therefore, the objective is to conceptualise vari-
ous nature-based solutions to mitigate salt intrusion.

The results of the exploration-phase (i.e., Ch. 3) form
the basis for the conceptualisation-phase. Two potential
nature-based solutions to mitigate salt intrusion are pre-
sented in more detail: Chapter 4 considers the temporary
placement of a sill to mitigate the landward propagation of
saline water during a drought; and Chapter 5 analyses the
effects of intertidal area on the estuarine salt intrusion for
various estuary classes.





4Nature-based solution
Temporary sill

4.1 Introduction

Worldwide, deltas are among the most densely populated and heavily utilised
regions with 40% of the population living within 100 km from the coastline (Maul
& Duedall, 2019). Due to their closeness to the sea, these regions largely rely on
freshwater supply from rivers for their drinking water, which are susceptible to
salt contamination (Costall et al., 2018).

Especially during a drought, this much-needed freshwater supply is lacking,
causing a direct and indirect reduction of the freshwater availability: directly by
a reduced inflow of freshwater to the system, and indirectly by an enhanced salt
intrusion (e.g., Gong & Shen, 2011; Lerczak et al., 2009) causing the contamination
of the available freshwater. A recent example includes the severe and persistent

This chapter is based on:

Hendrickx, G.G., Manuel, L.A., Pearson, S.G., Aarninkhof, S.G.J., and Meselhe,
E.A. (2024). An earthen sill as a measure to mitigate salt intrusion in estuaries.
Estuaries and Coasts, 47(5):1199–1208.
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drought event in the Lower Mississippi River (LMR), causing an unprecedented
advancement of the salt wedge, which threatened to contaminate drinking water
intakes of the City of New Orleans (LA, USA). Such strains on freshwater—i.e.,
water stress—are expected to increase in frequency due to the changing climate
(Distefano & Kelly, 2017; Veldkamp et al., 2015). Therefore, it is important to
develop salt intrusion mitigation measures.

One such mitigation measure to safeguard the freshwater availability is the
construction of a temporary earthen sill—i.e., a submerged, broad-crested dam
from local sediments—during a (severe) drought event. The US Army Corps of
Engineers has been experimenting with this concept in the LMR near New Orleans
giving good results under exceptional drought conditions (Fagerburg & Alexander,
1994; Johnson et al., 1987); and were forced to construct the sill again recently,
namely October 2022 and August 2023. Here, a sill is constructed with locally re-
trieved sediments that remain in place during low flow conditions in order to block
the saline water from propagating landward until the sill in naturally flushed away
during moderate and high flow conditions, restoring the bed to its pre-intervention
state (Fagerburg & Alexander, 1994). This sill aims to halt the upstream propa-
gation of the salt wedge driven by estuarine circulation, and thereby attempts to
exploit natural processes to achieve its goal. As the estuarine circulation promotes
stratification in the estuary—i.e., saline water flowing underneath less-dense fresh-
water—, a sill aims to halt the upstream-flowing saline water by blocking the lower
part of the water column while allowing for continuation of navigation operations
and enabling the discharge of freshwater downstream higher in the water column.
Therefore, the construction of the temporary sill in the LMR during a drought
can be considered a nature-based solution, where its temporary character is an
important component: A permanent sill—equivalent to a submerged weir—would
obstruct the flow during non-drought conditions, increasing flood risk in its vicinity
(e.g., Villemonte, 1947).

Despite the successes of a temporary earthen sill in the LMR, there is—perhaps
surprisingly—not much uptake in other estuaries globally. A more general uptake
of this strategy is hampered by a lack of knowledge on the processes causing the
mitigation of salt intrusion due to sill construction. Thus, the export of this con-
cept to other estuarine systems requires understanding on how such a sill performs
under a variety of fluvial and coastal conditions.

The aim of this chapter is to determine under which boundary and geomor-
phological conditions a sill is a viable (nature-based) solution to mitigate salt
intrusion. In this way, we address the research question of how a sill mitigates
salt intrusion in an estuary. The findings from this research subsequently result
in design guidelines on the implementation of a sill as mitigation measure for salt
intrusion.

4.2 Method

The viability of a sill as a (nature-based) solution to mitigate salt intrusion is as-
sessed by means of numerical experiments. Idealised estuarine morphologies are
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Figure 4.1: Parametric model design. (a) Plan view; (b) longitudinal cross-section; and
(c) lateral cross-section. The meaning of the symbols are presented in Table 4.1, except for
Wt and Xs: Wt is the total width, Wt = Wc+Wf ; and Xs the sill location, Xs = (1 + λs)L0

s.

used to explore various options using a parametric design (Sec. 4.2.1.1) to (1) care-
fully control the model parametrisation, (2) isolate the various governing processes,
and (3) reduce the computational costs. In analysing the estuarine responses to
the sill and in determining the processes driving these different responses, a salt
flux decomposition is performed (Sec. 4.2.2).

4.2.1 Numerical experiments

The idealised estuaries represent both a generally representative morphology and
a morphology representative for the LMR, bridging the step from the idealised
estuaries to the LMR. Both estuarine layouts were based on a convergent estuary,
where the measures of the “General” estuaries were chosen such that with the
same geomorphology we could represent various estuarine classes (Tab. 4.2). The
hydrodynamic modelling software used for these numerical experiments is briefly
introduced in Section 4.2.1.2.

4.2.1.1 Idealised estuarine geomorphology

For the idealised estuarine geomorphology, a parametric design of an estuary with
a sill is used (Fig. 4.1). The boundary conditions are prescribed by a constant river
discharge and a single tidal component, i.e., the tidal signal is represented by a
monochromatic sine wave with an amplitude and period as described in Table 4.1:
a semi-diurnal tide for the “General” estuary, and a diurnal tide for the LMR-
representation. Therefore, we assessed quasi-steady states of an estuary.

The water depth on top of the sill is described relative to the channel depth
(Tab. 4.1). As this study only considers sills and no gullies, this ratio does not
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Table 4.1: Input parameters for the idealised simulations including their values/ranges
and corresponding units. The values in the column General are used for the model simulations
as labelled in Table 4.2.

Parameter Symbol
Values

Unit
General LMR

F
o
rc
in
g Tidal range a 0.5 – 4.0 0.6 m

Tidal period Tt 12 24 h

River discharge Q 200 – 1,000 4,950 m3 s−1

G
eo

m
o
rp

h
o
lo
g
y Estuary length Le 200,000 200,000 m

Channel depth dc 13.0 30.5 m
Channel width Wc 500 750 m

Flat depth df – 15.0 m
Flat width Wf 0 500 m

Bottom friction n 0.023 0.010 s m−1/3

Convergence γ 40 40 ×10−6 m−1

S
il
l

Sill depth ratioa δs 0.1 – 1.0 0.5 –
Sill length Ws 1,000 200 m
Sill location ratiob λs -0.25 – 0.25 -0.25 – 0.25 –

a The sill depth is defined as ratio to the channel depth: ds = δsdc.
b The sill location is defined with respect to the salt intrusion length without a

sill (L0
s): Xs = (1 + λs)L0

s.

exceed one: δs ≤ 1. The sill height is subsequently defined as:

hs = (1− δs) dc.

where δs is the sill depth ratio [–]; and dc the channel depth [m].
We consider the location of the sill relative to the salt intrusion length without

a sill (L0
s) by varying the location ratio (λs, Tab. 4.1):

Xs = (1 + λs)L
0
s

where λs is the sill location ratio [–]; and L0
s the reference salt intrusion length

[m].
The numerical experiments consisted of three sets of analyses: (1) responses for

three estuary classes; (2) responses for tidal influence in salt wedge systems; and
(3) responses for a representation of the LMR. Table 4.1 shows an overview of all
input parameters for these numerical experiments, where the boundary conditions
for the first two sets of experiments are presented in Table 4.2, including their
estuary classes.

This study implemented a rectangular cross-section despite any potential influ-
ences this may have on the subtidal flow (e.g., Schulz et al., 2015; Valle-Levinson,
2008). A rectangular cross-section allowed us to focus on the longitudinal effects of
the laterally oriented obstruction, namely the sill. Furthermore, previous research
has shown that lateral variations in the cross-sectional profile have a limited impact
on the salt intrusion length, which is dominated by other, more relevant estuary-
scale variables; thus their effects on the salt intrusion length are on a lesser order
of magnitude (Hendrickx et al., 2023c, Ch. 3).
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Table 4.2: Boundary conditions per estuary configuration with the estuary class
based on the estuarine Richardson number (RiE ; Fischer, 1972, Eq. 5.3, p. 79) and Geyer and
MacCready (2014, GM14).

Label a [m] Q [m3s−1] RiE GM14

salt wedge/micro-tidal 0.5 1,000 salt wedge salt wedge
partially mixed 3.0 500 partially mixed partially mixed
well-mixed 4.0 200 well-mixed partially mixed
macro-tidal 4.0 1,000 partially mixed time-dependent

salt wedge

4.2.1.2 Hydrodynamic model

The implemented hydrodynamic modelling software for all numerical experiments
is Delft3D Flexible Mesh (Kernkamp et al., 2011). This modelling software imple-
ments the hydrostatic pressure assumption and solves for the Reynolds-averaged
Navier-Stokes equations. Turbulent structures are resolved using the k-ε turbu-
lence closure model.

Due to the focus on salt intrusion, three-dimensional models were used with a
combination of Z- and σ-layers to discretise the vertical axis; Z-layers are known
to be best suited for numerically solving salt wedge dynamics (e.g., Stelling &
van Kester, 1994), while σ-layers are preferred for representing water levels as
they follow the water surface (Deltares, 2022). In addition, σ-layers may cause
numerical mixing at steep slopes—such as a sill—due to hydrostatic inconsistency
(Haney, 1991). Thus, the vertical discretisation implemented in this study con-
tains Z-layers (static vertical discretisation) for the majority of the water column
topped with σ-layers (dynamic vertical discretisation) to accommodate water level
changes.

For the description of the model domain, the distinction is made between the
shelf and estuarine subdomains. The shelf is a square of 30 × 30 km with a
grid resolution of 62.5 × 62.5 m near the estuarine mouth, which decreases to
the domain’s boundaries reaching a resolution of 1, 000× 1, 000 m. The estuarine
domain is 200 km long and its width converges from the mouth (Tab. 4.1) to
an upstream minimum based on the river discharge (similar to Hendrickx et al.,
2023c); upstream widths vary between approximately 200 and 980 m. The grid
resolution at the mouth corresponds with the shelf subdomain—i.e., 62.5 × 62.5
m—and coarsens towards the upstream boundary, where it is < 250×1, 000 m; the
< 250 m follows from the grid being squeezed by the lateral deformation induced
by the convergence. The extent of the high resolution in the estuarine subdomain
is set to surpass both the sill’s placement (Xs) and salt intrusion length (Ls) to
ensure that the area of interest is within the high resolution grid. Nesting between
different grid resolutions was accommodated for by triangular grid cells. This
parametric design of the estuary and the model’s grid are similar to Hendrickx
et al. (2023c).

The model simulation duration varied per estuary class due to differing spin-up
times, which varied from eight days (salt wedge) to 59 days (well-mixed). Subse-
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quently, the quasi-steady state analyses were based on the last day of the simula-
tion, i.e., the ninth day (salt wedge) or the 60th day (well-mixed), which included
either two tidal cycles (semi-diurnal) or a single tidal cycle (diurnal).

The numerical experiments did not consider any morphological dynamics, i.e.,
the bed level was stationary. Thus, the flushing of the sill—as mentioned in Sec-
tion 4.1—was not included.

4.2.2 Salt flux decomposition

To explain the differences in system responses to the introduction of a sill, we
performed a salt flux decomposition. Such a decomposition discriminates the vari-
ous driving mechanisms of the sub-tidal salt flux (e.g., Dronkers & van de Kreeke,
1986; Lerczak et al., 2006; Ralston et al., 2010a). The total salt flux can be written
as:

F =

∫
usdA (4.1)

where u is the flow velocity [ms−1]; s the salinity [psu]; and A the cross-sectional
area [m2]. The over-line indicates tidal averaging, i.e., taking the temporal average
over a tidal cycle.

This salt flux can be decomposed in four components (Garcia et al., 2022):
the salt flux related to (1) net flow, (2) tidal oscillation, (3) estuarine circulation,
and (4) time-dependent shear. The relevant velocity and salinity components are
defined by Equations (4.2a) to (4.2e), where ξ represents either the flow velocity,
u, or the salinity, s:

ξ1 =

∫
ξ dA∫
dA

(4.2a)

ξ2 =

∫
ξ dA∫
dA

− ξ1 (4.2b)

ξ∗ = ξ − ξ2 − ξ1 (4.2c)

ξ3 =
ξ∗ dA

dA
(4.2d)

ξ4 = ξ∗ − ξ3 (4.2e)

such that u = u1+u2+u3+u4. Subsequently, the total salt flux (i.e., Eq. 4.1)
can be represented by the sum of these four components:

F ≈ u1s1

∫
dA︸ ︷︷ ︸

F1

+ u2s2

∫
dA︸ ︷︷ ︸

F2

+

∫
u3s3dA︸ ︷︷ ︸
F3

+

∫
u4s4dA︸ ︷︷ ︸
F4

(4.3)

where Fi corresponds with the salt flux component as previously numbered: F1

relates to the net flow; F2 to the tidal oscillation; F3 to the estuarine circulation;
and F4 to the time-dependent shear.
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In general, the landward salt fluxes are dominated by the components related
to the tidal oscillation (F2) and the estuarine circulation (F3), as (1) the net flow
(F1) always results in a seaward directed salt flux, and (2) the time-dependent
shear (F4) is considered a residual term—which is generally an order of magnitude
smaller than the other components—and therefore often excluded from the analysis
or included in either F2 or F3 (e.g., Dronkers & van de Kreeke, 1986; Garcia &
Geyer, 2023; Lerczak et al., 2006; Ralston et al., 2010a).

4.3 Results

The results presented in this section are grouped by the three sets of analyses, as
introduced in Section 4.2.1.1: (1) estuary classes (Sec. 4.3.1); (2) tidal influence in
salt wedge systems (Sec. 4.3.2); and (3) LMR-representation (Sec. 4.3.3).

In all results, the salt intrusion length (Ls) is defined as the tidal- and depth-
averaged 1-psu isohaline. Despite our focus on salt wedge estuaries, this value is
considered representative; the depth-averaged salt intrusion is highly correlated
with both the depth-minimum and -maximum salt intrusion length. To compare
the various estuarine responses to the introduction of a sill, we have normalised
all salt intrusion lengths with the reference case, i.e., the salt intrusion length in
the same estuary without a sill (L0

s).

By default, the height of the sill is half the water depth, i.e., δs = 0.5. This has
been found to be the generally most effective sill height in limiting the salt intrusion
(Fig. 4.4), and thus highlights the differences between estuarine responses.

4.3.1 Estuary classes

The influence of the placement of a sill changes considerably from a salt wedge
system (large effect) to a well-mixed estuary (small effect; Fig. 4.2). In general,
the salt intrusion length reduces with seaward placement of the sill. However,
the overall influence of the sill on the salt intrusion in the well-mixed estuary is
limited. The estuarine response for this estuary class shows fluctuations in its
response (Fig. 4.2). These fluctuations are the result of the large tidal oscillation
of the salt intrusion length: The variation in salt intrusion length over the tidal
cycle (noise, ±30%) exceeds the variation in salt intrusion length as function of the
sill placement (signal, ±5%). This means that the signal is highly distorted, and
the noise dominates the output. Due to this insensitivity of the salt intrusion to
the sill location, sills are not a relevant mitigation measure in well-mixed estuaries.

In addition, Figure 4.2 shows that the sill can both reduce and enhance the
salt intrusion length. This means that when placed incorrectly, a sill might act
counterproductively in mitigating salt intrusion. Especially for the partially mixed
estuary, a sill has to be placed relatively far seaward to reduce salt intrusion; in
case of the salt wedge estuary, the salt intrusion length is almost completely defined
by the placement of the sill.
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Figure 4.2: Salt intrusion length for three estuary classes (Tab. 4.2) as function of
the sill placement (δs = 0.5).

Given that the salt intrusion length is most strongly modified by a sill in salt
wedge systems (Fig. 4.2), and motivated by real-life implementation in such a
system, we focus in the remainder of this study on salt wedge estuaries.

4.3.2 Tidal influence on salt wedge

These results consider the influence of the tidal range on salt wedge estuaries, i.e.,
the micro- and macro-tidal systems as labelled in Table 4.2. Both variations in
the longitudinal sill placement (Xs) and the sill height (hs) are considered; the
sill length (Ws) has been found of less relevance on the salt intrusion, as later
discussed in Section 4.4.2.

Figure 4.3 shows that the salt intrusion is reduced if the sill is placed seaward of
the reference salt intrusion (Xs < L0

s), but enhanced if the sill is placed landward
(Xs > L0

s). This holds for both tidal range values, and indicates a difference be-
tween the partially mixed estuary shown in Figure 4.2 and the macro-tidal estuary
presented in Figure 4.3.

Aside from this general response between the sill location and the salt intrusion
length, the tidal range clearly has an influence on how the salt intrusion is reduced
by the sill. While the sill halts the salt intrusion for a small tidal range (a = 0.5
m), it is overspilled for a large tidal range (a = 4.0 m). Despite the sill overspilling,
it reduces the salt intrusion length compared to the reference case—i.e., without
sill.

The effectiveness of reducing the salt intrusion by a sill is also influenced by
the height of the sill. How the salt intrusion is affected by the sill height is, again,
related to the tidal range (Fig. 4.4). For both a small and a large tidal range,
the salt intrusion reduces with sill height for hs/dc ≤ 0.5. Once the sill height
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Figure 4.3: Salt intrusion length for various sill placements as well as a small and
large tidal range (δs = 0.5).

exceeds half the water depth (hs/dc > 0.5), the responses deviate: For a small
tidal range (a = 0.5 m), the salt intrusion length remains approximately equal to
the sill location; and for a large tidal range (a = 4.0 m), the salt intrusion length
increases beyond the reference case, i.e., without a sill.

The different responses due to the changes in tidal range can be explained by
decomposing the sub-tidal salt fluxes. These salt flux components have been deter-
mined for the idealised model simulations without a sill for both tidal range values.
The addition of a sill causes some minor irregularities in the salt fluxes around the
sill’s location (not shown) but does not affect the overall spatial distribution of the
salt flux components. These spatial distributions are displayed in Figure 4.5 in
which the most relevant salt flux components are highlighted: tidal oscillation and
estuarine circulation (F2 and F3 in Eq. 4.3, resp.). The longitudinal distance is
normalised by the salt intrusion length, as beyond this point all salt fluxes are zero;
and the salt fluxes are normalised with their maximum absolute value to better
compare between different estuaries—i.e., the salt fluxes are normalised such that
Fi ∈ [−1, 1].

Figure 4.5 shows a clear difference between the dominant salt flux components
based on the tidal range whilst both representing salt wedge systems. The land-
ward salt flux is fully driven by the estuarine circulation for a small tidal range
with negligible contributions of the other components (Fig. 4.5a). For a large
tidal range, the landward salt flux is largely shared between the estuarine circu-
lation and tidal oscillation, and a minor contribution of the time-dependent shear
component (Fig. 4.5b).
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Figure 4.4: Salt intrusion length for various sill heights for both tidal ranges. Note
the break in the y-axis.

4.3.3 Lower Mississippi River

As a sill has been successfully implemented in the LMR in the past, an idealised
representation of the LMR is included (Tab. 4.1). The LMR is forced by a very
small diurnal tide and is river-dominated, resulting in a strong salt wedge. Fig-
ure 4.6 presents the response of the idealised LMR with the results as presented in
Figure 4.3 as reference. The idealised LMR shows a similar behaviour of the salt
intrusion length with respect to the sill placement: The salt intrusion is reduced
when the sill is placed seaward of the reference salt intrusion length (Xs < L0

s),
and vice versa. This behaviour is in line with our other results (Fig. 4.3) despite
the differences in estuarine geomorphology (Tab. 4.1), such as the introduction of
shallow areas.

For Xs < L0
s, the idealised LMR behaves similarly to the micro-tidal system

(blue line in Fig. 4.6), which is expected from the similar spatial pattern of salt
flux components (Fig. 4.7). However, the enhancement of the salt intrusion length
for Xs > L0

s is not as profound as the micro-tidal system.

4.4 Discussion

We concluded from Figure 4.2 that sills are most viable in (time-dependent) salt
wedge systems. Therefore, in Sections 4.4.1 and 4.4.2, we focus on these estuary
types, i.e., the micro- and macro-tidal systems (Tab. 4.2). In Section 4.4.3, we
address the relevant estuarine characteristics for the suitability of a sill as salt
intrusion mitigation measure.
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Figure 4.5: Spatial distribution of salt flux components for (a) a small tidal range,
a = 0.5 m; and (b) a large tidal range, a = 4.0 m. These figures show the salt fluxes for the
reference cases, i.e., without a sill.

4.4.1 Sill placement

Whether a sill halts the salt intrusion or slows down its landward progression
is in part determined by the dominant salt flux components, which are highly
susceptible to the tidal range. For a smaller tidal range, the estuarine circulation
dominates the landward salt flux (Fig. 4.5a). The estuarine circulation is driven
by the density difference between salt and freshwater, and is often referred to as
the gravitational circulation (e.g., Hansen & Rattray Jr., 1965) as gravity is the
driving force of this circulation. This aligns with the landward progression of the
salt wedge being halted by the sill when the estuarine circulation is the driving
force: The denser saline water flows underneath the lighter freshwater driven by
gravity, but when the denser saline water meets an obstacle, it must overcome
this gravitational pull to pass the barrier, i.e., the sill. As the driving force of
the landward movement of the salt wedge—i.e., gravity—counteracts the upward
movement of the salt wedge, the salt wedge movement (largely) vanishes when it
meets the sill.

The landward—and subsequently seaward—momentum input from the tidal
oscillations provides the salt wedge enough momentum to push the salt wedge
over the sill. As this momentum is not gravity-driven, the driving force of the
salt wedge does not disappear when meeting the sill. However, the sill functions
as a sink of the tidal momentum causing the salt intrusion to be reduced with
respect to an estuary without a sill (Fig. 4.3). When the estuarine circulation is
the driving mechanism of the landward salt flux, the salt wedge experiences the
sill as a “wall;” while the sill becomes a “speed bump” for a tidally driven salt
wedge.

When the sill is placed landward of the reference salt intrusion length—i.e., the
salt intrusion length without a sill—, it enhances the salt intrusion (Figs. 4.3 and
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Figure 4.6: Salt intrusion length for various sill placements for the idealised rep-
resentation of the LMR. The micro- and macro-tidal estuaries from Figure 4.3 are included
for comparison.

4.6). This behaviour originates from the sill blocking the seaward flow of freshwa-
ter in the lower part of the water column due to which the bottom saline water
is experiencing less resistance to flow landward due to the sill implementation.
Therefore, the sill’s location in the estuary is crucial for its implementation, as a
wrongly placed sill can enhance salt intrusion instead of mitigating it. Note that
the enhancement of the salt intrusion length is in the order of kilometres due to
the local stimulation of the estuarine circulation (Figs. 4.3 and 4.6).

4.4.2 Sill dimensions

Figure 4.4 presents the influence of the sill height on the salt intrusion, which shows
that the sill becomes more effective for larger sill heights when hs/dc ≤ 0.5; beyond
this point, the sill does not improve (a = 0.5 m) or even enhances salt intrusion
(a = 4.0 m). The increased salt intrusion for higher sills (hs/dc > 0.5) in case of
a large tidal range (a = 4.0 m) results from the large difference in flow area over
the sill between high and low water, where during low water the sill substantially
reduces the flow area and can even become emergent. This results in a push-over of
(part of) the salt wedge, which can subsequently not fully return back over the sill
trapping the saline water at the landward side of the sill. This is not as relevant in
case of a small tidal range (a = 0.5 m), because (1) the difference in flow area over
the sill between high and low water is smaller; and (2) there is less momentum to
push the saline water over the sill. Hence, the higher sills (hs/dc > 0.5) perform
similar to a sill blocking half the water depth (hs/dc = 0.5). Thus, increasing the
sill height is beneficial until approximately halfway the water depth.

As a higher sill requires more sediment, is morphologically less stable, poten-
tially impedes navigation, and increases construction costs, a lower but elongated
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Figure 4.7: Spatial distribution of salt flux components for the idealised repre-
sentation of the LMR. This figure shows the salt fluxes for the reference case, i.e., without
sill.

sill might be preferred. Figure 4.8 shows the effect of the (relative) sill height in
case the sill volume (Vs) is maintained by modifying the sill length; a sill length
Ws = 1, 000 m in combination with a sill depth ratio δs = 0.5 is used as reference
(Tab. 4.1)—labelled V 0

s in Figure 4.8. Figure 4.8 shows that elongating the sill to
compensate for a reduction in the sill height is not very effective, with negligible
differences for larger sill heights (hs/dc ≥ 0.4). Thus, the sill height remains the
dominant factor in reducing the salt intrusion (Fig. 4.8)—in combination with the
sill’s location in the estuary (Fig. 4.3).

4.4.3 Estuary suitability

Despite this study addressing idealised morphologies and a limited subset of estu-
ary conditions, our results indicate that a sill shows the most promising implemen-
tation potential for salt wedge estuaries (Fig. 4.2). Here, the classification by Geyer
and MacCready (2014) provides a better guide of suitability of a sill than the of-
ten used estuarine Richardson number. Sills are effective salt intrusion mitigation
measures in both salt wedge and time-dependent salt wedge systems (Fig. 4.3),
where the strength of the tidal component is inversely related to the efficacy of
the sill. Therefore, we expect a sill as salt intrusion mitigation measure to be of
interest in river-dominated estuaries, with decreasing efficacy for increasing tidal
energy; e.g., in the Ebro River, the (Lower) Mississippi River, the Amazon River,
and the Chang Jiang River (i.e., estuaries classified as [time-dependent] salt wedge
in Geyer & MacCready, 2014, their Fig. 6). Note, however, that the implementa-
tion of a sill might be constrained by other functions, such as the accessibility of
a port and the required sill height (Fig. 4.4).
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Figure 4.8: Salt intrusion length for various sill heights while maintaining a con-
stant sill volume for both tidal ranges. Dashed lines reflect the sills with a constant sill
length (W 0

s ) with Vs ̸= V 0
s , as presented in Figure 4.4.

4.5 Conclusion

A (temporary) sill can be a viable solution in a salt wedge system, both micro- and
macro-tidal (i.e., the investigated tidal ranges of 0.5 and 4.0 m, resp.). However,
the efficacy of the sill to mitigate salt intrusion is reduced with increasing tidal
range, i.e., tidal energy. This behaviour can be explained by analysing the salt flux
components (Fig. 4.5): When salt transport is dominated by the estuarine circu-
lation (F3 in Eq. 4.3), the sill functions as a barrier—or wall—for the landward
moving salinity; while salt transport dominated by the tidal oscillation (F2 in Eq.
4.3) experiences the sill as a speed bump, reducing its landward momentum but
not fully halting it. In other words, the stronger the salt wedge in the estuary, the
more effective a sill is in mitigating salt intrusion.

A major constraint of the implementation of a sill is the required sill height:
The sill must block a substantial part of the water column to be effective, with
the sill height half of the water column resulting in the most effective mitigation
(Fig. 4.4). This is related to the height of the salt wedge with respect to the
sill height. In addition, the longitudinal placement of the sill with respect to the
expected salt intrusion length plays a major role in the efficacy of the sill: If the sill
is placed seaward of the reference salt intrusion length (Xs < L0

s), the salt intrusion
reduces; otherwise (Xs > L0

s), the sill enhances the salt intrusion (Figs. 4.3 and
4.6). As salt intrusion length predictions are still susceptible to large uncertainties,
the location of the sill should be taken great care of.

Although a sill can be an effective mitigation measure to salt intrusion in
various estuarine systems, the constraints on the placement and its height limit its
widespread use. As many estuaries around the world provide just sufficient depth
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to accommodate vessel passage, the placement of a sill would result in unacceptable
hindrance to these ports. Because the LMR is at places deeper than the maintained
depth, the sill is a viable salt intrusion mitigation measure without obstructing
vessel movements. Thus, despite the efficacy of a well-designed and -placed sill to
mitigate salt intrusion, socio-economic constraints limit its general viability as a
mitigation measure during droughts.
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5Nature-based solution
Intertidal area

5.1 Introduction

Estuaries are human attractors due to their provision of freshwater and fertile soils,
which has led them to become heavily modified over time (Pont et al., 2002). The
supply of freshwater by the rivers is essential for these regions due to their connec-
tivity with the sea, which promotes salinisation—and thereby contamination—of
the freshwater reserves (Costall et al., 2018). This can lead to water stress—i.e.,
the shortage of freshwater (Wada et al., 2011)—, which is amplified by the high
population densities found in coastal regions near estuaries. Water scarcity occur-
rences and their severity are likely to increase due to (relative) sea level rise, and
increased frequency and duration of droughts induced by climate change (Diste-
fano & Kelly, 2017; Veldkamp et al., 2015). In addition to their direct reduction

This chapter is based on:

Hendrickx, G.G., and Pearson, S.G. (2024). On the effects of intertidal
area on estuarine salt intrusion. Journal of Geophysical Research: Oceans,
29(9):e2023JC020750.
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of the freshwater supply, both sea level rise and increased droughts also promote
salt intrusion, which indirectly puts a strain on the freshwater availability.

Meanwhile, estuaries are increasingly constrained due to human interventions,
increasing their vulnerability to the changing environment (Pont et al., 2002).
These human modifications often include the reduction of intertidal area and the
channelisation of the estuary: e.g., the Westerschelde in the Netherlands (Nnafie
et al., 2019; van Dijk et al., 2021); the Newark Bay in the United States (Chant
et al., 2018); and the Yangtze River in China (Lyu & Zhu, 2019). These develop-
ments have increased the vulnerability of these estuarine systems to storm surges
(e.g., Temmerman et al., 2013; Zhang et al., 2021) as well as salt intrusion, threat-
ening the freshwater availability (e.g., Hendrickx et al., 2023c; Yang & Wang,
2015). Besides the increased vulnerability, the channelisation and its associated
reduction—or even complete removal—of intertidal area greatly damages the estu-
arine ecosystem (e.g., Seitz et al., 2014; van der Wal et al., 2017; van Wesenbeeck
et al., 2014).

Recent studies have shown that intertidal areas influence the salt intrusion in
estuaries (e.g., Geyer et al., 2020; Hendrickx et al., 2023c; Lyu & Zhu, 2019; Siemes
et al., in review ; Zhou et al., 2020a), hence the freshwater availability. Tidal flats
have been found to reduce salt intrusion (Hendrickx et al., 2023c; Lyu & Zhu,
2019), but their influence has also been shown to be negligible, or even enhance
salt intrusion (Siemes et al., in review). This discrepancy begs the question of
what the influence of intertidal areas is on salt intrusion, and what the underlying
mechanisms are.

The aim of this chapter is to investigate the effects of intertidal area on the salt
intrusion for different estuary classes. Thereby we address the research question
how tidal flats influence estuarine salt intrusion. Instead of exploring all possible
estuarine configurations (as in Hendrickx et al., 2023c, Ch. 3), we limit ourselves
to the three main estuary classes allowing for a more detailed analysis.

5.2 Method

Central to this study on the effect of intertidal areas on the salt intrusion is a
sensitivity analysis exploring different descriptions of tidal flats (Sec. 5.2.1). The
effects are determined using a three-dimensional hydrodynamic model: Delft3D
Flexible Mesh (Sec. 5.2.2); and we use a salt flux decomposition to distinguish the
driving mechanisms of salt transport. This decomposition method is presented in
Section 5.2.3.

5.2.1 Sensitivity analysis

To explore the effects of intertidal area on the salt intrusion, we use idealised estu-
arine morphologies: funnel-shaped estuaries with a centralised channel. The mor-
phology of the idealised estuaries are inspired by the Westerschelde (the Nether-
lands), Pungue (Mozambique), and Hau (Vietnam). These are defined by estuary-
scale parameters in a similar fashion as in Hendrickx et al. (2023c). The forcing
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Table 5.1: Input parameters including their values or ranges and corresponding units. The
idealised geomorhology of the estuaries is inspired by the Westerschelde (the Netherlands),
Pungue (Mozambique), and Hau (Vietnam).

Parameter Symbol Value Unit

Tidal range a 1.0 – 4.0 m
River discharge Q 200 – 10,000 m3s−1

Channel depth dc 10.0 m
Channel width Wc 2,500 m

Flat depth ratio rd -1.0 – 1.0 –
Flat width ratio rW 1.0 – 2.0 –

Bottom friction n 0.023 m−1/3s
Convergence γ 5.6× 10−5 m−1

conditions (tidal range and river discharge) and the parametric design of the tidal
flats are varied to investigate their effects on the salt intrusion in an estuary. Ta-
ble 5.1 gives an overview of the input space explored in this study.

The depth and width of the tidal flats follow from two ratios we have varied
(Tab. 5.1): (1) the flat depth ratio, rd (∈ {0.00, 0.25, .., 1.00}); and (2) the flat
width ratio, rW (∈ {1.0, 1.2, .., 2.0}). These are similarly defined as in Hendrickx
et al. (2023c) resulting in the flat depth (df ) and width (Wf ):

df =
1

2
rda (5.1)

where rd is the flat depth ratio [–]; and a the tidal range [m];

Wf = (rW − 1)Wc (5.2)

where rW is the flat width ratio [–]; and Wc the channel width [m].
Hendrickx et al. (2023c) showed that spatially varying bottom friction—i.e.,

separate bottom friction values for the channel and the intertidal areas—had little
effect on the salt intrusion length. As such, we have applied a uniform bottom
friction coefficient (n, Tab. 5.1).

The cross-sectional profile of the estuaries follow a generalised normal distri-
bution. The flat depth ratio (rd) defines the base of the distribution; and the flat
width ratio (rW ) defines the cut-off of the distribution’s tail (Fig. 5.1a). Thus, the
channel remains constant for all estuarine layouts to which an intertidal area is
added based on these two ratios. These ratios are explored using a factorial space,
which results in a two-dimensional space (rd, rW -space).

The effects of tidal flats on the salt intrusion are considered for three estuary
classes: (1) salt wedge, (2) partially mixed, and (3) well-mixed. The classification
is based on the estuarine Richardson number (Fischer, 1972):

RiE =
gβs0Q

Wcu3
t

(5.3)

where g is the gravitational acceleration [g = 9.81 ms−2]; β the haline contraction
coefficient [β = 7.6× 10−4 psu−1]; s0 the salinity (at the mouth) [s0 = 30 psu]; Q
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Figure 5.1: Parametric design of estuaries: (a) Cross-section: rd is the flat depth ratio;
rW the flat width ratio (Tab. 5.1); AHW

c the channel cross-sectional flow area; and AHW
f the

flat cross-sectional flow area (Eq. 5.7). (b) Planar view. LW: low water; MSL: mean sea
level; HW: high water.

the river discharge [m3s−1]; Wc the channel width (Wc = W −Wf = W/rW ) [m];
and ut the tidal flow velocity [ms−1], which is estimated as:

ut ≈
a

2
√
2

√
g

dc

where a is the tidal range [m]; and dc the channel depth [m]. This estimation of
the tidal velocity equals the root-mean-squared velocity of a monochromatic wave.

The estuarine Richardson number describes the level of stratification in the
estuary resulting in three classes: (1) RiE > 0.8, salt wedge; (2) 0.08 < RiE < 0.8,
partially mixed; and (3) RiE < 0.08, well-mixed. The chosen forcing conditions—
i.e. tidal range, a, and river discharge, Q—per class are given in Table 5.2 in-
cluding their estuarine Richardson numbers. These forcing conditions result in
similar classifications of the estuaries according to the classification by Geyer and
MacCready (2014, not shown). Note that the forcing conditions representing the
estuarine classes in Table 5.2 investigate only a small part of the input space to
enable in-depth analyses of the driving mechanisms. For a fuller coverage of the
input space, we refer the reader to Hendrickx et al. (2023c).

5.2.2 Hydrodynamic model

The idealised estuaries as described in Section 5.2.1 are simulated using a process-
based hydrodynamic modelling software: Delft3D Flexible Mesh (Kernkamp et
al., 2011). This software solves the Reynolds-averaged Navier-Stokes equations
assuming hydrostatic pressure and implementing the k-ε turbulence closure model.

The model domain of the parametric design consists of two sub-domains: (1) the
shelf, and (2) the estuary. The shelf domain is a square of 30 × 30 km. The grid
resolution varies from 1, 000 × 1, 000 m at the offshore boundaries to 62.5 × 62.5
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Table 5.2: Boundary conditions per estuary class. The estuarine Richardson numbers
are based on Equation (5.3).

Class a [m] Q [m3s−1] RiE [–]

Salt wedge 1.0 10,000 16.2
Partially mixed 2.0 500 0.101
Well-mixed 4.0 200 0.00507

m near the mouth of the estuary. In between, the grid resolution transitions in
steps of a factor of two: 500× 500, 250× 250, and 125× 125 m. The different grid
resolutions are connected using triangular grid cells.

The estuary domain is a deformed rectangle of 200 km length and varying
width, depending on the intertidal area definition (Tab. 5.1). The deformation fol-
lows from the convergence, as the estuary’s channel width exponentially decreases
from 2,500 m (Tab. 5.1) to a minimum channel width of 600 m. The grid resolution
in the estuary moves from 62.5× 62.5 m at the mouth to < 250× 1, 000 m at the
upstream boundary. The high resolution region reached until 150 km landward
after which the grid transitions to a coarser resolution in a similar fashion as in
the shelf domain. The < 250 m near the upstream boundary follows from the
deformation of the rectangular grid induced by the convergence.

Due to the focus on salt dynamics, the estuaries are simulated in three dimen-
sions, where the vertical is discretisied with a hybrid Z, σ-layering. Five σ-layers
are placed on top of the Z-layers, which are more suitable for computing pyc-
noclines (Stelling & van Kester, 1994). The interface between the two vertical
discretisation methods is at zZ,σ = −4.0 m resulting in ∆σ ∈ [0.4, 1.2] m depend-
ing on the tidal range and moment in the tidal cycle. Within the estuarine domain,
the Z-layers have equal thickness ∆Z = 1.0 m, which grows beyond zcst = −10.0
m in the offshore domain—i.e., the shelf domain—with a factor of 1.10.

5.2.3 Salt flux decomposition

The transport of salt is driven by multiple factors with differing relevance depend-
ing on the boundary conditions and estuarine morphology. Decomposing the salt
fluxes provides insights into these driving forces (e.g., Dronkers & van de Kreeke,
1986; Garcia et al., 2022; Lerczak et al., 2006; Ralston et al., 2010a). The total
salt flux is the product of the flow velocity and the salinity, integrated over the
cross-sectional area normal to the flow velocity, positive in the landward direction:

F =

∫
us dA (5.4)

where u is the flow velocity [ms−1]; s the salinity [psu]; and A the cross-sectional
area [m2]. The over-bar represents temporal averaging over a tidal cycle.

The salt flux decomposition discriminates between four salt flux components:
the salt flux related to (1) net flow or river discharge, (2) tidal oscillation, (3) es-
tuarine circulation, and (4) time-dependent shear. These components are build
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up by differing the mathematical moment of temporal and/or spatial integration.
Equations (5.5a) to (5.5e) list the building blocks, where ξ is either representing
the flow velocity, u, or the salinity, s:

ξ1 =

∫
ξ dA∫
dA

(5.5a)

ξ2 =

∫
ξ dA∫
dA

− ξ1 (5.5b)

ξ∗ = ξ − ξ2 − ξ1 (5.5c)

ξ3 =
ξ∗ dA

dA
(5.5d)

ξ4 = ξ∗ − ξ3 (5.5e)

Thus, ξ1 represents the average over the tide and integration over the cross-
section; ξ2 the integration over the cross-section; ξ3 the average over the tide; and
ξ4 the remainder. The sum of the flow velocity components, i.e. Equations (5.5a)

to (5.5e) with ξ = u, equals the flow velocity, u:
∑4

i=1 ui = u. Subsequently, the
resulting four salt flux components are defined as:

F1 = u1s1

∫
dA (5.6a)

F2 = u2s2

∫
dA (5.6b)

F3 =

∫
u3s3 dA (5.6c)

F4 =

∫
u4s4 dA (5.6d)

where Fi follows the prior numbering of salt flux components [psu m3s−1]: F1

relates to the net flow; F2 to the tidal oscillation; F3 to the estuarine circulation;
and F4 to the time-dependent shear. The sum of these salt flux components
represents the total salt flux:

F ≈
4∑

i=1

Fi

The salt flux related to the net flow (F1) is offshore-directed (negative), com-
pensating for the other components, which are generally all landward-directed
(positive). The flux component related to the time-dependent shear is a residual
term (Eq. 5.5e) and generally an order of magnitude smaller than the other fluxes;
therefore, it is often excluded from analyses or included in either F2 or F3 (e.g.,
Dronkers & van de Kreeke, 1986; Garcia et al., 2022; Lerczak et al., 2006; Ralston
et al., 2010a). In this study, we focus on the salt flux components related to the
tidal oscillation (F2) and the estuarine circulation (F3) for these reasons.



5.3. Results

5

83

Figure 5.2: Influence of cross-sectional areas at high water on the salt intrusion
length (Eq. 5.7 and Fig. 5.1a). AHW

f /AHW
c = 0 represents an estuary without intertidal

area, which is the reference case from which L0
s is derived.

5.3 Results

The salt intrusion length is normalised relative to the reference cases without tidal
flats, L0

s (i.e., rW = 1.0). The values of these reference salt intrusion lengths
are L0

s,SW = 11.9 km (salt wedge), L0
s,PM = 43.1 km (partially mixed), and

L0
s,WM = 27.9 km (well-mixed). The effects of the flat depth and width ratios

(rd and rW ) can be encapsulated by a single, combined variable: the wet cross-
sectional area of the tidal flats. In Figure 5.2, the cross-sectional area of the
channel as well as the tidal flats are considered at high water at the mouth of the
estuary. This is reflected by adding the tidal amplitude to the depth profile:

AHW =

∫
W

d(x0, y) +
1

2
a dy (5.7)

where d(x0, y) is the cross-section profile based on the generalised normal distri-
bution at x = x0, i.e., at the mouth. The cross-sectional area of the channel,
AHW

c , considers the width-integration over the channel width (Wc); the remainder
reflects the cross-sectional area of the tidal flats, AHW

f (Fig. 5.1a). Further results

are presented using the areal ratio, AHW
f /AHW

c (similar to ratios used in Dronkers,
1978; Okubo, 1973).

The cross-sectional flow area of the tidal flats (AHW
f ) increases from salt wedge

to well-mixed estuaries (Fig. 5.2) due to the larger tidal range imposed to achieve
the different estuary classes (Tab. 5.2).

For both the salt wedge and partially mixed estuary classes, an increased areal
ratio reduces the salt intrusion length, while the opposite is true for the well-mixed
estuary (Fig. 5.2). In case of the well-mixed estuary, increasing the intertidal area
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Figure 5.3: Spatial distribution of the major salt flux components (tidal oscillation
and estuarine circulation) for all three estuary classes: (a) salt wedge, (b) partially mixed,
and (c) well-mixed. The spatial distributions are displayed between the mouth (0.0) and the
extent of the estuarine salt intrusion (1.0).

can more than double the salt intrusion length compared to the reference case (i.e.,
without intertidal area).

The spatial distributions of the salt flux components show a shift from being
dominated by the estuarine circulation in a salt wedge estuary (Fig. 5.3a) to tidal
oscillation in a well-mixed estuary (Fig. 5.3c). The introduction of intertidal area
does little to change the dominant salt flux component in these estuaries that
are strongly dominated by either the estuarine circulation or the tidal oscillation
related salt fluxes.

However, the partially mixed estuary shows a transition between these salt
flux components (Fig. 5.3b), where the intertidal area has a profound influence on
the the spatial distribution of the salt flux components (Fig. 5.4): Increasing the
intertidal area causes the dominant component of the landward salt flux to shift
from estuarine circulation to tidal oscillation. A complete overview of all salt flux
components and their dependencies on the areal ratio for all three estuary classes
is given in Figure C.1 (p. 209).

5.4 Discussion

Salt intrusion is affected by the expansion of intertidal area in two opposite di-
rections: it increases for well-mixed estuaries; but decreases for salt wedge and
partially mixed estuaries (Fig. 5.2). In case of the well-mixed estuaries, the inter-
tidal area facilitates the influx of saline water over the flats (Fig. 5.5c). This influx
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Figure 5.4: Spatial distribution of the major salt flux components in the partially
mixed estuary: F2, tidal oscillation (Eq. 5.6b); and F3, estuarine circulation (Eq. 5.6c). The
colour-grading represents the areal ratio for the partially mixed estuary class (using Eq. 5.2).
Same data as Figure 5.3b.

is absent for the other estuarine classes, where the salt fluxes are negligible on the
intertidal areas (Figs. 5.5a and b; in line with Geyer et al., 2020).

The influx over the intertidal flats in well-mixed estuaries increases with in-
creasing intertidal area: Figure 5.6 distinguishes between the salt fluxes in the
channel and on the tidal flats. For both the salt wedge and partially mixed es-
tuaries, the in- and effluxes are balanced both in the channel and on the flats
(Figs. 5.6a and b); however, the flats are a strong importer of saline water for
well-mixed estuaries, which is compensated for via the channel (Fig. 5.6c).

In well-mixed estuaries, this influx over the intertidal area and efflux in the
channel follows a typical barotropic circulation pattern (e.g., Bosboom & Stive,
2021; Kjerfve, 1978; Wang et al., 1999). This planar circulation pattern is also
clearly visible in the residual flow patterns (Fig. 5.7c). However, it is missing for
the salt wedge and partially mixed estuaries (Figs. 5.7a and b). The negligible
role of the intertidal area on the salt fluxes for the salt wedge estuary (Fig. 5.6a)
is in line with Geyer et al. (2020); and this statement can be extended to partially
mixed estuaries as well (Fig. 5.6b).

In addition to the total salt fluxes and flow patterns, the enhancement of inter-
tidal areas also changes the distribution of salt flux components: Figure 5.4 shows
an increasing dominance of the tidal oscillation of the landward salt flux with in-
creasing intertidal area, i.e., increasing areal ratio AHW

f /AHW
c . (An overview with

all estuary classes is presented in Fig. C.1, p. 209.)

In compound channels like those featured in this study, the abrupt depth change
between shallow intertidal areas and the main channel enhances mixing (e.g., De
Leo et al., 2022; Stocchino et al., 2011; van Prooijen et al., 2005). This mixing is
intensified by the tidal influence (He et al., 2023). This increase in tidal mixing is
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the three estuarine classes: (a) salt wedge, (b) partially mixed, and (c) well-mixed. The flux-
field represents the estuary with the maximum flat width (i.e., rW = 2.0) and the flat depth
at mean-sea-level (i.e., rd = 0.0). The width of the streamlines represent the flux magnitude.
Note that the y-axis is such normalised that the convergence of the estuary is compensated
for.

Figure 5.6: Spatial distribution of the total salt flux (Eq. 5.4, F ) distinguishing between
the channel and the tidal flats for all three estuary classes: (a) salt wedge, (b) partially mixed,
and (c) well-mixed.
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Figure 5.7: Spatial distribution of the flow velocity and salinity, both considered tide-
(and depth-averaged), for all three estuary classes: (a,d) salt wedge, (b,e) partially mixed,
and (c,f) well-mixed. The flow-fields are represented for the same estuaries as in Figure 5.5.
The width of the streamlines represents the flow magnitude (in the top row); the blue-shading
the salinity.
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Figure 5.8: Salt flux fractions as function of the areal ratio related to (a–c) the tidal
oscillation, ν2; and (d–f) the estuarine circulation, ν3, for all three estuary classes: (a,d) salt
wedge, (b,e) partially mixed, and (c,f) well-mixed.

reflected by an increased contribution of the tidal oscillation to the salt balance.
To illustrate the relative contribution of the tidal flux, Hansen and Rattray Jr.
(1965, 1966) proposed the use of a salt flux fraction. We have generalised this
definition to reflect the importance of any of the salt flux components:

νi = −Fi

F1
(5.8)

where Fi is salt flux i with i ∈ {2, 3} (i.e., Eqs. 5.6b and 5.6c) [psu m3s−1]; and
F1 the salt flux related to the net flow (Eq. 5.6a) [psu m3s−1].

As F1 is the seaward-directed salt flux and the other salt flux components are
landward directed, the flux fraction νi (Eq. 5.8) quantifies the contribution—or
fraction—of the salt flux Fi to the landward flux. Due to the opposing directions—
i.e., opposing signs—of the fluxes, Equation (5.8) includes a minus-sign such that
νi ∈ [0, 1].

Estuarine circulation reduces with increasing intertidal area (Fig. 5.4) for all
three estuarine classes (Fig. 5.8d–f), whereas the tidal flux gains relevance (Fig.
5.8a–c). When the dominant salt flux component is related to the estuarine cir-
culation, this suppression by the intertidal area reduces the salt intrusion; thus,
suppressing the estuarine circulation in salt wedge and partially mixed estuaries
decreases the salt intrusion (Fig. 5.2a and b). However, in case the dominant
salt flux is related to the tidal oscillation, reducing the estuarine circulation—and
hence further enhancing the tidal flux—will promote salt intrusion; this is the case
for well-mixed estuaries (Fig. 5.2c). This is consistent with the increased tidal dis-
persion—and correspondingly salt intrusion—due to tidal trapping identified by
Dronkers (1978) and Okubo (1973).
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Note, however, that the fractions in Figure 5.8 do not always add up to 1—es-
pecially in case of the well-mixed estuary (Fig. 5.8c and f). This discrepancy is
related to a larger contribution of the time-dependent shear (F4) for the partially
mixed and well-mixed estuaries (Fig. C.1, p. 209).

The suppression of the estuarine circulation by the introduction of intertidal
area as found in this study contradicts the findings by Zhou et al. (2020a). In their
study, the addition of intertidal area instead stimulated the estuarine circulation.
Their modelled increase in estuarine circulation was attributed to tidal straining
(Zhou et al., 2020a), using the decomposition method proposed by Burchard et al.
(2011). Following this reasoning, the estuarine circulation must increase in our
study as well, since our width-to-depth ratio favours tidal straining (Schulz et al.,
2015). This discrepancy is expected to result from the inclusion of a net flow due
to the river discharge in our study, which is neglected in the studies of Schulz et
al. (2015) and Zhou et al. (2020a). Furthermore, the simulations executed in our
study consider the whole estuarine domain (Fig. 5.1b), while Zhou et al. (2020a)
only consider a cross-sectional slice of the estuary. Thus, the baroclinic effects of
enlarging the intertidal area are magnified where barotropic effects are dominant;
e.g., increasing ebb-dominance of an estuary generally reduces its salt intrusion
(e.g., Cheng et al., 2013; Hendrickx et al., 2023c; Pein et al., 2018).

In all of the estuaries we investigated, there is a shift from salt fluxes driven
by estuarine circulation to tidal oscillation as the areal ratio increases (Fig. 5.8).
However, the effects of areal ratio on salt intrusion differ greatly (Fig. 5.2): from
mild reduction of the salt intrusion for salt wedge estuaries, substantial reduction
of salt intrusion for partially mixed estuaries, to enhancement of salt intrusion in
well-mixed estuaries. This discrepancy relates to the ability of the tidal mixing
to overcome the stratification; a balance expressed by the Simpson number (e.g.,
Burchard et al., 2011; Geyer & MacCready, 2014; Simpson et al., 1990):

Si = −gβd2c
cfu2

t

∂s

∂x
(5.9)

with

cf =
gn2

d
1/3
c

where the longitudinal salinity gradient is determined on an estuary-scale, i.e.,
based on the salt intrusion length; cf is the nondimensional friction coefficient [–];
and n the Manning’s n [m−1/3s] (Tab. 5.1).

The partially mixed and salt wedge estuaries we investigated have a value
Si > 0.2, which is marked as the transition value at which tidal mixing cannot
overcome stratification throughout the tidal cycle (e.g., Cheng et al., 2013; Geyer &
MacCready, 2014; Stacey & Ralston, 2005). The estuarine circulation scales with
the Simpson number (Burchard & Hetland, 2010; Geyer & MacCready, 2014), and
even more so for large Simpson numbers (i.e., Si > 0.2; Geyer & MacCready, 2014;
Ralston et al., 2008). Thus, increasing the tidal mixing in such systems reduces
the landward salt transport—i.e., reduces the salt intrusion.
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Table 5.3: Simpson number per estuary class (Si, Eq. 5.9). Extended input space with
respect to Table 5.1 indicated in italics.

Class a [m] Q [m3s−1] RiE [–] Si [–]

Salt wedge 1.0 10,000 16.2 3.53

Partially mixed
1.0 200 0.325 0.489
2.0 500 0.101 0.244
4.0 10,000 0.254 0.364

Well-mixed 4.0 200 0.00507 0.0941

To further investigate this phenomenon, we extended the input space with two
additional sets of boundary conditions representing estuaries classified as “par-
tially mixed” (Tab. 5.3). Both added estuaries showed a similar response to the
salt wedge estuary; i.e., there is a weak reduction in the salt intrusion length for
increasing intertidal area (not shown).

These scaling relations with the Simpson number and the findings of this study
suggest the following: (1) for Si > 0.2 (permanently stratified), the addition of
tidal mixing by enlarging the intertidal area reduces the salt intrusion length;
(2) for Si < 0.2, the addition of tidal mixing enhances tidal dispersion causing the
salt intrusion to increase; and (3) the mitigating effect of intertidal areas on salt
intrusion increases the closer the Simpson number gets to its critical value, i.e.,
Si = 0.2—so long as it remains above this value.

5.5 Conclusion

The enhancement or reduction of salt intrusion as a function of intertidal area de-
pends on the estuary class (Fig. 5.2): the enlargement of intertidal area reduces the
salt intrusion in salt wedge and partially mixed estuaries; in well-mixed estuaries,
the effect is opposite.

The driving mechanisms of salt intrusion—i.e., the salt flux components (Eqs.
5.6a to 5.6d)—are similarly affected by intertidal area, independent of estuary
class. The estuarine circulation is damped by increasing intertidal area (Fig. 5.8).
As estuarine circulation is the dominant driver of landward salt transport in salt
wedge and partially mixed estuaries, suppressing this mechanism results in a reduc-
tion of the salt intrusion. However, in well-mixed estuaries, the landward tidal salt
flux is dominant, which is enhanced by enlarging the intertidal area. Therefore,
the salt intrusion grows with increasing intertidal area in well-mixed estuaries.

Differences between our study and existing literature can be explained by sev-
eral factors, including (1) the addition of a river discharge that influences both
the longitudinal salinity gradient and the barotropic circulation patterns, which
can dominate the system; and (2) the model design decisions, which may affect
the connectivity between the channel and intertidal area (e.g., the type of vertical
discretisation).
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Whether the enlargement of intertidal area increases or reduces salt intrusion
has been linked to the Simpson-number (Si, Eq. 5.9). For permanently stratified
estuaries (Si > 0.2), the increase of intertidal area has a negative effect on the salt
intrusion. This is because the introduced mixing due to the intertidal flats reduces
the dominant salt flux driven by the estuarine circulation. On the other hand, for
Si < 0.2, larger intertidal areas cause an increase in salt intrusion, as the additional
mixing contributes to the tidal dispersion. The closer the Simpson number is to
its critical value of Si = 0.2 (i.e., the tipping point in the stratification-mixing
balance), the stronger the influence of the intertidal area on the salt intrusion.
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III | EVALUATION

The aim of the evaluation-phase is to assess nature-
based solutions to mitigate salt intrusion on a multidisci-
plinary level. Thereby, the objective is to evaluate nature-
based solutions in a multidisciplinary context.

Two novel approaches to evaluate (nature-based) solu-
tions are presented: Chapter 6 addresses the socio-economic
trade-off between port logistics and freshwater availabil-
ity by means of modifying the estuarine water depth; and
Chapter 7 focuses on the socio-ecological balance by assess-
ing the implications of reopening a previously-closed estu-
ary.





6Trade-offs
Socio-economy

6.1 Introduction

Globally, deltas have been attractors of human activity and other forms of life
alike. This is because they provide fertile soils and access to freshwater, as well as
an open connection to the sea (Maul & Duedall, 2019; Pont et al., 2002). In addi-
tion, estuaries are also ecologically valuable systems due to their high biodiversity
(Tangelder et al., 2017), and their calm waters function as nurseries (Breine et al.,
2011; Tulp et al., 2008).

With their attractiveness, estuaries house many different stakeholders with of-
ten conflicting interests: (1) communities require fresh surface waters for drinking
water, agriculture, and industry, and low water levels for safety (e.g., Temmer-

This chapter is based on:

Bakker, F.P., Hendrickx, G.G., Keyzer, L.M., Iglesias, S.R., Aarninkhof, S.G.J.,
and van Koningsveld, M. (in review). Trading off dissimilar stakeholder interests:
Changing the bed level of the main shipping channel of the Rhine-Meuse Delta
while considering freshwater availability. Submitted to Environmental Challenges.
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man et al., 2013; Wada et al., 2011); (2) ports demand sufficient water depths
and low current velocities to facilitate safe operations for deep-draughted vessels
(van Koningsveld et al., 2023); and (3) ecological diversity facilitates estuarine
resilience (e.g., Folke et al., 2002; Loreau et al., 2003), which arises from a mul-
titude of gradients generally present in natural estuaries (e.g., Mestdagh et al.,
2020; Tangelder et al., 2017; Ysebaert et al., 2003).

Over time, humans have interfered in the estuarine system to optimise per-
formances considered important: e.g., (1) channel deepening to improve the ac-
cessibility of the port (e.g., Best, 2019; Johnson et al., 1987); (2) closing off of
estuaries for water safety (e.g., Figueroa et al., 2022; Orton et al., 2023); and
(3) the creation of freshwater buffers for freshwater availability (e.g., Morris, 2013;
Tönis et al., 2002). However, such large-scale interventions generally have negative
side-effects for other estuarine functions not considered in the assessments (e.g.,
de Vet et al., 2017; van Wesenbeeck et al., 2014; Yang et al., 2010).

With the ongoing urbanisation of estuaries and worldwide globalisation (Maul
& Duedall, 2019), conflicting stakeholder objectives become more stringent. Si-
multaneously, the changing climate pressures the estuarine functions supporting
these objectives; e.g., resulting in reduced freshwater availability (Alcamo et al.,
2007; Distefano & Kelly, 2017; Kumar et al., 2013). As a result, decisions and poli-
cies must be made regarding more sensitive trade-offs in a crowded, high-stakes
environment.

An example of a trade-off of conflicting stakeholder objectives is the increasing
interest in deeper waterways to limit vessel waiting times—i.e., improve port effi-
ciency (Almaz & Altiok, 2012)—, while there is increasing demand for freshwater
(Distefano & Kelly, 2017; Vörösmarty et al., 2000). Deeper estuaries are, however,
known to cause more salt intrusion (e.g., Hansen & Rattray Jr., 1965; Hendrickx
et al., 2023c; Veerapaga et al., 2020), pressuring freshwater availability. World-
wide, the economic advantages of port expansions push channels to be deepened
to facilitate further port development and growth; e.g., Bah́ıa Blanca, Argentina
(Zilio et al., 2013); Hudson River, NY, USA (Ralston & Geyer, 2019); Mekong
Delta, Vietnam (Nguyen & Le, 2023); Mississippi River, LA, USA (Johnson et
al., 1987); Niger Delta, Nigeria (Dada et al., 2016); Pearl River, China (Yuan &
Zhu, 2015); Rhine-Meuse Delta, the Netherlands (Cox et al., 2022); Yangtze River,
China (Chen et al., 2019).

During normal conditions, such deepening generally does not strain the fresh-
water availability. However, it is during droughts that the deepened channels may
cause freshwater shortages. Substantial efforts are made to limit the impact of
such channel deepening during threatening events: e.g., in the Lower Mississippi
River (LA, USA), a temporary earthen sill is placed during droughts to halt the
landward propagation of the salt wedge (Fagerburg & Alexander, 1994; Hendrickx
et al., 2024b; Johnson et al., 1987). Nevertheless, the freshwater reserves were
recently severely stressed (e.g., end of 2023; Miller & Hiatt, 2024); in the Rhine-
Meuse Delta (RMD), the Netherlands, a costly and complex freshwater distribution
network transports freshwater from upstream to downstream locations to comply
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with the freshwater demands during a drought in response to the deepening of the
main channel (HydroLogic, 2015, 2018).

Both these examples reflect rare, extreme events for the cases of the Mississippi
River (Miller & Hiatt, 2024) and the RMD (Toreti et al., 2022; Wegman et al.,
in review). However rare and extreme, such severe droughts fall within a trend of
increasing droughts worldwide (Zhao et al., 2024), and are projected to increase
in frequency and duration (Jones et al., 2024; Lee et al., 2024). Therefore, the
pressure on estuaries and their livability will increase with climate change as well.

The clear opposing objectives of stakeholders pose a challenge for decision- and
policy-makers. Not only are the effects of water depth on the port logistics and
accessibility as well as on the up-time of water intakes both highly nonlinear, their
performance metrics do not align and are not easily translated to monetary units.
As a result, decision- and policy-makers are forced to compare apples with oranges.

Therefore, this chapter presents a general method that enables decision- and
policy-makers to assess trade-offs of opposing socio-economic stakeholder objec-
tives. Thereby we address the research question of how to systematically quan-
tify trade-offs of multiple dissimilar, conflicting stakeholder interests in highly-
urbanised and intensely-utilised estuaries. The research is limited to the two stake-
holder interests of freshwater availability and cargo delays that are affected by the
design bed level of the estuary’s main channel. We implemented the method to the
case study of the severely dry year of 2022 in the RMD of which the main channel
has recently been deepened, but where shallowing is considered as an option to
improve freshwater availability.

The chapter is structured as follows. Section 6.2 provides a detailed overview
of the trade-off in the RMD. Section 6.3 describes the materials and methods used
to quantify the effects of a changing bed level on the objectives of the port and
freshwater intakes. Section 6.4 presents the obtained trade-off curve of the perfor-
mance indicators. Sections 6.5 and 6.6 provide a discussion and our conclusions
respectively.

6.2 Case study: lower Rhine-Meuse Delta

6.2.1 System description

The RMD is the delta of the confluence of the Rhine (Waal and Lek branches)
and Meuse rivers (Fig. 6.1). This delta consists of multiple branches with five
emissaries with the Nieuwe Waterweg (NWW) being the principal outlet under
average discharge conditions, with an open connection to the North Sea. The
main source of freshwater to the RMD is the snowmelt- and rain-fed Rhine river
with an average discharge of 2,160 m3s−1, compared to the on average 290 m3s−1

contributed by the rain-fed Meuse river (Sperna Weiland et al., 2015).
The magnitude and division of the incoming freshwater over the branches are

regulated by weirs and discharge sluices. This is based on the measured water level
of the Rhine at Lobith, where the river enters the Netherlands. The multi-objective
goal of this water management system is to jointly (1) guarantee water safety,
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Figure 6.1: Overview of the Rhine-Meuse Delta highlighting the branches it is
made off, including their discharge and the brackish water extent (a) during average condi-
tions, and (b) during a drought. The water intake stations that are affected by the brackish
water are highlighted. BMW: Beneden Merwede; DK: Dordtsche Kil; HD: Holllands Diep;
HIJ: Hollandse IJssel; HK: Hartel Kanaal; HV: Haringvliet; N: Noord; NM: Nieuwe Maas;
NMW: Nieuwe Merwede; NWW: Nieuwe Waterweg; OM: Oude Maas. (Discharges and salt
intrusion based on de Vries, 2014; HydroLogic, 2019b; van der Wijk, 2016.)
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(2) provide and store freshwater, (3) facilitate inland shipping, and (4) protect
ecological values (Rijkswaterstaat, 2019).

The NWW is designed to convey 1,500 m3s−1 to limit salt intrusion. This
design discharge is achieved by regulating the Haringvliet Sluices (Rijkswaterstaat,
2019), which are located at the mouth of the Haringvliet, south of the NWW (HV
in Fig. 6.1). Together with a meso-tidal amplitude of about 1.5 m at the mouth of
the NWW, this estuary is classified as a salt wedge estuary (de Nijs et al., 2011).
Under such average conditions, the salt intrusion reaches 24 km inland, near the
Botlek harbour (Fig. 6.1a; de Nijs et al., 2009).

When the discharge in the Rhine at Lobith drops below 1,700 m3s−1, the
design discharge of the NWW cannot be maintained due to which the saline water
intrudes beyond the Botlek far into the Nieuwe Maas (Fig. 6.1b). To convey as
much freshwater as possible through the NWW in this situation, the Haringvliet
Sluices remain almost entirely closed (Rijkswaterstaat, 2019). The further the
discharge at Lobith drops, the more salt water intrudes landward. Besides the
damage to inland shipping due to the shallow upstream water depths (Vinke et
al., 2022, 2024), freshwater availability along the northern branches of the RMD
becomes especially pressured, as the brackish water reaches the mouths of the
Hollandsche IJssel and the Lek (Fig. 6.1b)—two branches with many water inlets
and hardly any discharge, which is exacerbated during droughts (van den Brink et
al., 2019; Wegman et al., in review). The upstream end of the Hollandsche IJssel
becomes fully brackish within a few days due to continuing water extractions (van
Zaanen et al., 2022).

Most recently, such extreme drought events occurred in 2018 and 2022 in the
RMD (Toreti et al., 2022; Toreti et al., 2019; Wegman et al., in review). During
these droughts, the discharge at Lobith remained below 1000 m3s−1—with a min-
imum of 679 m3s−1 in 2022—for roughly four and two consecutive months in 2018
and 2022, respectively, causing significant damage (Rijkswaterstaat, 2023; Vinke
et al., 2022; Wegman et al., in review).

6.2.2 Port of Rotterdam

Located in the RMD is the Port of Rotterdam, which is the largest port in Europe.
It is a major stakeholder in the delta with high national and international inter-
ests. The port forms the gateway of many types of cargo and products through
intermodal transport to North-Western and Central Europe. In 2022, the Port of
Rotterdam transshipped 467.4 million tonnes of cargo (Port of Rotterdam, 2024).

The Port of Rotterdam can roughly be subdivided into a deepwater/offshore
part, and a shallower, inland part. The inland harbour basins are connected to
the sea through the open connection of the NWW and Scheur, which we jointly
refer to as NWW. The bed levels of the port basins and waterways are maintained
by dredging according to a maintained bed level (MBL) design (Fig. 6.2). This
design facilitates the access of the deepest-draughted vessels in each specific port
basin’s fleet.
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In the port, vessels are prone to tidal restrictions depending on their character-
istics: draught, length, type, destination, etc. Vertical tidal restrictions entail reg-
ulations for minimum under keel clearance with respect to the MBL. These result
in water level thresholds. Moreover, horizontal tidal restrictions prescribe specific
current velocities and set limits for exceeding them. These restrictions interact
with congestion of port infrastructure—i.e., terminals, turning basins, waterways,
and anchorage areas—, leading to delays in cargo transfers (Bakker et al., 2024).

In 2019, the NWW has been deepened from 14.5 to 16.2 m to facilitate sea-
going vessels of the New Panamax class with a maximum draught of 15.0 m. In
continuation of the NWW, the Nieuwe Maas has a MBL of 14.5 m decreasing to a
minimum of 11.5 m that is used by sea-going (cruise) vessels to moor in Rotterdam
(near intake station 4 in Fig. 6.2). More details on the Port of Rotterdam and its
nautical logistics can be found in Bakker et al. (2024).

6.2.3 Freshwater users

The water management in the Netherlands is regulated by water boards of which
four are located in the RMD (Fig. 6.2): (A) Hollandse Delta; (B) Delfland;
(C) Schieland & Krimpenerwaard; and (D) Rijnland. These four water boards
are responsible for approximately four million inhabitants (Unie van Waterschap-
pen, 2022), and require freshwater to fulfil three main requirements (Klijn et al.,
2012): (1) minimum (and maximum) water levels, (2) water quality, and (3) water
quantity for consumption, such as for drinking water and irrigation.

The water boards have several water intake locations throughout the RMD,
which are depicted in Figure 6.2. These predominantly consist of pumping sta-
tions that remove excess water from the polders to the river system during wet
conditions, and vice versa during dry conditions. In addition, the water boards re-
distribute water amongst themselves using pumping stations, creating alternative
routes for the freshwater. They are currently only used during severe droughts
when the brackish water reaches some of the upstream water intake stations
(Fig. 6.1b; van der Heijden et al., 2024).

Note that the demand for freshwater increases during droughts, in particular
for irrigation. A precipitation deficit of around 0.225 m will result in a shortage
of freshwater for the stakeholders. A further deficit will result in insufficient wa-
ter levels and flushing capacity (Klijn et al., 2012). This occurred in 2018 and
2022, during which the water boards had to make intensive use of the alternative
freshwater supply routes (Hesen, 2021; van der Heijden et al., 2024). However, the
operation of these systems leads to damage to the canal system due to increased
water levels and current velocities (HydroLogic, 2018). Improvements to the sys-
tems have been realised to increase its capacity with costs in the millions of euros.
This led to fewer problems during the drought of 2022 (van der Heijden et al.,
2024).
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Figure 6.2: Overview of the land-based and water-based functions in the Rhine-
Meuse Delta, including the design of maintained bed levels of the Port of Rotterdam and the
water intake stations. Labelled water boards: (A) Hollandse Delta; (B) Delfland; (C) Schieland
& Krimpernerwaard; and (D) Rijnland. The numbered water intake stations correspond with
Table 6.1. The water intake station labelled with a ∗ represents the water intake stations
upstream of the Hollandsche IJssel (5, 6, and 7). The lower case, Roman numerals represent
locations of data validation presented in Figure 6.4: (i) Spijkenisse-burg, (ii) Krimpen a/d
IJssel, and (iii) Kinderdijk.

6.2.4 Future challenges

The freshwater availability in the RMD is expected to become further pressured
due to recent climatological and socio-economic developments. These develop-
ments include (1) reduced freshwater supply due to more frequent and severe low
discharge events in the Rhine (Buitink et al., 2023; Sperna Weiland et al., 2015)
and increased water usage upstream (Klijn et al., 2012); (2) increased salt intru-
sion due to the lower discharges in the NWW and the increased offshore water
levels due to sea level rise (van Alphen et al., 2022); and (3) higher freshwater de-
mands due to more frequent and longer droughts and increased flushing discharge
requirements to combat the groundwater salt intrusion (Klijn et al., 2012).

Although the current water managerial solutions are claimed to be a robust
system (HydroLogic, 2019a), they may become inadequate with these develop-
ments. Extracting more freshwater from upstream to facilitate the downstream
needs, causes reversed discharges in the Hollandse IJssel and Lek branches, which
exposes them to further salinisation; a problem that arose during the droughts
of 2018 and 2022 (Fig. 6.1b; HydroLogic, 2019b; Wegman et al., in review). As
a result, freshwater was redirected from the major rivers to flush these branches,
which caused further damage to inland shipping activities (HydroLogic, 2019b;
Vinke et al., 2022, 2024). Moreover, the operation of the system leads to damage
to the water boards, and further extensive investments that are required to increase
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the capacity of the solution may not be cost-effective. Thus, not all stakeholder
objectives can be satisfied during a drought in the RMD in its current state.

6.3 Method

To test the effect of bed level change in intensively-utilised estuaries, we must quan-
tify the implications for the affected stakeholders. Therefore, we designed a general
method that enables weighing off dissimilar stakeholder interests (Fig. 6.3). Once
a problem has been registered—generally raised by one or more stakeholders—,
the following four steps set up the multidisciplinary trade-off method:

1. Select a minimal set of design parameters that quantify the main properties
of the area of interest or measure.

2. Determine stakeholders that are affected by this set of design parameters
and define a single performance indicator per stakeholder that reflects their
performance.

3. Define quantification methods that translate the environmental conditions
to the performance indicators.

4. Select models—or a pipeline of models—that are able to reflect the environ-
mental conditions based on the set of design parameters.

After the performance indicators are quantified, a trade-off method should be de-
ployed to weigh the two stakeholder interests, for which we selected multi-objective
or Pareto optimisation.

In this study, we apply above method to the RMD to the severely dry year of
2022. For this, we selected the MBL as the design parameter, considered as bed
level change, ∆z. A positive value (i.e., ∆z > 0) reflects an increase in MBL—i.e.,
increased water depth—and vice versa. To determine the affected environmental
conditions, we used a hydrodynamic model of the RMD that could determine the
effects of bed level change on the local hydrodynamics (Sec. 6.3.1). Its output
data was subsequently used in models that quantify the effects of hydrodynamic
changes on cargo delays (Sec. 6.3.2) and freshwater availability (Sec. 6.3.3). At
last, we translated these effects into performance indicators, which allowed for
the construction of a Pareto-front to provide insights into the relevant trade-off
between the stakeholder interests (Sec. 6.3.4).

6.3.1 Hydrodynamic model and scenarios

To quantify the stakeholder interests described in Sections 6.3.2 and 6.3.3, data
on water levels, flow velocities, and salinity are required throughout the RMD
domain. To simulate the effects of changing the MBL on the hydrodynamics and
salt intrusion, we used a coarser version of “Operationeel Stromingsmodel Rotter-
dam” (OSR). OSR is run operationally to provide information for the pilots in
the Port of Rotterdam and is well-calibrated for water levels and current velocities
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Figure 6.3: The conceptual model of the trade-off method of dissimilar stakeholder
objectives. Numbering follows the design flow as presented in the text. Note that the work
flow is reverse to the design flow ending with a Pareto-front.

(Kranenburg et al., 2015). The hydrodynamic model is used to hindcast the year
2022, in which a severe drought occurred (Toreti et al., 2022; Wegman et al., in
review). Such conditions are leading in the design and performance of especially
the freshwater availability.

Although not the main objective of the model, salinity predictions are good
(R2 = 0.9073; Fig. 6.4a), where the largest errors occur at higher salinity levels
(Fig. 6.4b). With the focus on breaching a threshold value (sc = 150 mg Cl− l−1),
it is most relevant whether the model predicts the exceedence of this threshold cor-
rectly, which it does for 91.1% of the time (Fig. 6.4a); when incorrect, it generally
underpredicts the salinity—i.e., the model predicts a higher freshwater availability.

The reference model run simulates the MBL of the NWW as the existing sit-
uation (16.2 m; ∆z = ±0.0 m). Based on the distribution of draughts of vessels
that navigate the NWW, we drew a total of five shallowed MBL designs ranging
from 11.2 m (∆z = −5.0 m) to 15.2 m (∆z = −1.0 m), with steps of 1.0 m.
Shallower MBL designs were not assessed, as these were expected to result in an
unreasonably poor port performance. Additionally to these runs, a scenario of a
deepening of 1.0 m to a MBL of 17.2 m was assessed to show the effect of a further
deepening (∆z = +1.0 m).
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Figure 6.4: Predictive power of hydrodynamic model regarding salinity. (a) Mea-
surements versus predictions with the salinity threshold (sc = 150 mg Cl− l−1) marked with
a black, dashed line; and (b) target plot displaying the root-mean-squared-error (RMSE) and
bias. Locations are shown in Figure 6.2: (i) Spijkenisse-brug, (ii) Krimpen a/d IJssel, and
(iii) Kinderdijk.

6.3.2 Quantifying cargo transfer delays

A port relies principally on its efficiency and throughput. An efficient port means
that cascading waiting times in cargo transfers due to downtime and congestion of
port infrastructure should be limited. Shallower MBLs can increase these waiting
times, since more vessels will be prone to tighter tidal windows, decreasing the
port’s accessibility. Moreover, shallower bed levels can decrease the throughput
to the inland port, as the deepest-draughted vessels of a fleet may be unable
to navigate the access channel. If these vessels are redirected to more offshore
terminals, this can further decrease the port’s efficiency due to congestion of these
terminals.

To quantify the effects of bed level change on this parameter, we deployed
the nautical traffic model OpenTNSim (Bakker & van Koningsveld, 2023). This
discrete-event model estimates the cascading waiting times of vessels due to the
interaction between tidal downtime and berth congestion. To apply the model
to the RMD, we schematised three main features based on hindcasted Automatic
Identification System (AIS) data for the year 2022, hydrodynamic model results,
and geospatial data: (1) the Port of Rotterdam’s wet infrastructure; (2) vessels of
call, including their properties, such as draught, laytimes and speed; and (3) tidal
hydrodynamics, namely water levels and current velocities. The tidal restriction
regulations are taken from the port authority’s policy. For simplicity, the model is
solely implemented on a selection of terminals in harbour basins that are connected
by the North Sea through the NWW. Hence, indirect effects on other terminals
are not taken into account. Based on the AIS data analysis, twelve terminals have
been selected over different harbour basins. These terminals are prone to tidal
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restrictions that change with bed level change and affect at least twenty vessels of
call. More details on the data preparation and processing as well as model set-up
can be found in Bakker et al. (2024).

As the shallower bed levels are expected to fully restrict the passage of the
deepest-draughted vessel through the NWW, the cargo throughput to the inland
terminals may drop. We assume that this is not acceptable for the port, and there-
fore this throughput will be maintained in the model using replacement coasters.
This means that arriving vessels with excess draughts are assumed to be redi-
rected to a feeder terminal in the offshore port. There they will be lightened and
the excess cargo will be transferred to and transshipped by coasters with a total
equivalent transport capacity to the inland terminal. Moreover, departing vessels
with the excess draughts are loaded with their excess cargo at the offshore feeder
terminal. Again, this cargo is transshipped by coasters from the inland terminal.

6.3.3 Quantifying freshwater availability

The interest of the inhabitants of a delta—or surrounding an estuary—were re-
flected by freshwater availability. Therefore, the water intake stations in the delta
are crucial in providing this commodity to them. Water intakes can only extract
water from the river system if salinity levels are below a certain threshold; in the
Netherlands, this threshold is 150 mg Cl− l−1 (or 0.27 psu). Furthermore, water
intakes can often only extract water using gravity, i.e., the water level in the river
system must exceed a critical water level threshold—this is generally around mean
water level. Therefore, water extraction—i.e., freshwater supply—only occurs if
the following two criteria are met:

η (t) > ηc (6.1a)

s (t) < sc (6.1b)

where η is the water level in the river system [m]; ηc the water level threshold of
the water intake [m]; s the salinity in the river system [psu]; and sc the salinity
threshold of the water intake [psu].

Both the supply and demand of freshwater fluctuate on different time scales:
daily, seasonally, etc. Therefore, water intake locations—or collections of water
intakes—generally have some form of storage capacity. These storage volumes
follow a basic volume balance:

dV

dt
= E (η, s)−D (t) (6.2)

where E is the supply of freshwater [m3s−1], which is a function of the water and
salinity levels (Eq. 6.4); and D the demand for freshwater [m3s−1].

The storage volume is bounded by a minimum volume of zero—i.e., V = 0—and
by a maximum capacity:

0 ≤ V ≤ Vc (6.3)

where Vc is the storage capacity associated with the (collection of) water intake(s)
[m3] (Tab. 6.1).
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The supply of freshwater in Equation (6.2) is a binary relation depending on
Equations (6.1a) and (6.1b):

E =

{
Emax if Eqs. 6.1a and 6.1b

0 else
(6.4)

where Emax is the maximum extraction rate of the water intake [m3s−1] (Tab. 6.1).
When both the demand exceeds the supply—or extraction rate—and the stor-

age is empty, water shortages occur. We defined water shortage as the demand
that cannot be provided by the combination of water supply and reserves:

S =

D − E −max

{
−dV

dt
; 0

}
if V < D − E

0 else
(6.5)

where D is the freshwater demand of the (collection of) water intake(s) [m3s−1]
(Tab. 6.1); E the extraction rate [m3s−1] (Eq. 6.4); and V the stored freshwater
volume of the (collection of) water intake(s) [m3]. The last term (i.e., the max-
function) reflects the use of the remainder of stored freshwater—if any.

To apply the above method to the situation in the RMD, we selected the
main water intakes and their collections based on van der Wijk (2020), which are
presented in Table 6.1. Since the hydrodynamic model was found to predict poorly
in the Hollandsche IJssel, the main water intakes in this branch—marked with
asterisks in Table 6.1—were evaluated based on the modelled hydrodynamic data
at Krimpen aan de IJssel (Fig. 6.2). Furthermore, Gemaal Winsemius and Inlaat
Bernisse used the same hydrodynamic data; and Krimpenerwaard was projected
on hydrodynamic data at the mouth of the Lek—i.e., at Kinderdijk (marked with
† in Fig. 6.2).

6.3.4 Performance indicators

Using the processing methods as described in Sections 6.3.2 and 6.3.3, we have
defined performance indicators reflecting port functioning and freshwater availabil-
ity. For the port, we made use of cargo delays, where a perfect port performance
(Pp = 1) would be achieved if no cargo has delays, i.e., vessel waiting times are
zero:

Pp = 1−
∑N

i Vc,iTw,i∑N
i Vc,iTt,i

(6.6)

where N is the number of vessels entering the port during the period of interest
[–]; Vc,i the cargo volume of the vessel i [m3]; Tw,i the waiting time of the vessel
i [s]; and Tt,i the transfer time of the cargo of the vessel i [s]. Note that Pp is
bounded by zero and, thus, cannot become negative: Pp ∈ [0, 1].

The transfer time of a vessel’s cargo is the total time a vessel would take to
unload its cargo after arriving at the port or departing at a previous terminal, and
to load new cargo and depart the port or arrive at a next terminal. This includes
additional waiting time.
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Table 6.1: Specifications of the main water intakes in the Rhine-Meuse Delta
without emergency water supply (derived from van der Wijk, 2020). Numbering of the water
intakes reflects the locations numbered in Figure 6.2. Numbers post-fixed with an asterisk
are collectively considered at Krimpen aan de IJssel, marked by an asterisk in Figure 6.2. Vc:
storage capacity; D: freshwater demand; Emax: maximum extraction rate.

Water board Intake station
Vc D Emax

[m3] [m3s−1] [m3s−1]

A. Hollandse Delta
1 Inlaatsluis Spijkenisse

4,000,000 9.1
23.0

2 Inlaatsluis Bernisse 23.0

B. Delfland
(2) Gemaal Winsemius

492,000 2.75
4.0

3 Schiegemaal 3.0

C.
Schieland &
Krimpenerwaard

4 Mr. U.G. Schilthuis
528,000 2.5

4.5
5* Snelle Sluis & Gemaal

Abraham Kroes
3.3

6* Gemaal Verdoold
3,408,000 5.6

1.5
† Krimpenerwaard 5.6

D. Rijnland 7* Gouda 2,086,400 12.0 21.0

The performance indicator related to the freshwater availability reflects the
shortage of freshwater. A perfect performance (Pw = 1) is achieved when the water
board can fulfil the freshwater demands at any time. Therefore, this performance
indicator is a function of the freshwater shortage versus the demand, integrated
over the period of interest:

Pw = 1−
∫
T
S dt∫

T
D dt

(6.7)

where T is the period of interest [s]; S the freshwater shortage (Eq. 6.5) [m3s−1];
and D the freshwater demand [m3s−1]. Note that Pw is also bounded by zero due
to which it cannot become negative: Pw ∈ [0, 1].

These two performance indicators can be weighed using a trade-off method
(Fig. 6.3). We assessed this trade-off using multi-objective optimisation, which
leads to the generation of Pareto-optimal solutions (e.g., Emmerich & Deutz,
2018). This results in a set of solutions that cannot be further improved upon
(e.g., Deb, 2001); a so-called a posteriori method to inform decision-makers about
the optimal alternatives without making a choice a priori (Miettinen, 1998). Note
that this approach results in a collection of optimal solutions, not a single “op-
timal solution.” Here, “optimal” refers to the best trade-off between the chosen
performance indicators, which is at best as good as the indicators themselves.

6.4 Results

6.4.1 Delayed throughput

The AIS data analysis revealed that 90.8% of the vessel voyages calling at the
selected terminals are not affected by a shallower NWW of 11.5 m (Fig. 6.5).
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Figure 6.5: Vessel draught and cargo volume distributions based on AIS data.
Vertical, coloured lines represent the maximum allowable draught for each bed level change
as considered in this study. These are based on the Port of Rotterdam’s accessibility policy.
Note that vessels with a draught greater than 12.0 m exist in the modelled fleet of call, with
draughts up to 15.0 m. However, they undertake less than 1.0% of the total voyages and are
therefore not clearly visible in the pdf.

However, since more cargo is transported by larger and deeper-draughted vessels,
we found for this situation that 22.9% of the cargo will have to be transferred to the
replacement coasters. The shallower the NWW, the more deeper-draughted vessels
are impeded from navigating this channel, and the more trips with replacement
vessels have to be made.

The nautical traffic model predicts that the inland part of the Port of Rotter-
dam is highly affected by a shallower NWW (Fig. 6.6): the average delivery time
increases with a shallower NWW. This is mainly caused by the additional delay
of transferring cargo to the replacement coasters, which increases with shallower
MBLs. Consequently, the average ratio between the delay and delivery time of
cargo increases. In addition, extra congestion arises as more vessels are required
to transship the same amount of cargo. Delays due to tidal restrictions are also
increasing, as with shallower depths more vessels are prone to tidal windows. How-
ever, this is only a marginal effect (Fig. 6.6).

Furthermore, we observed that a deeper NWW will not lead to a substantially
better operating port for the current fleet of call. Although the delays due to tidal
restrictions slightly decrease, the port remains subject to congestion of the berths.
Hence, congestion is the dominating delaying factor in the port.
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Figure 6.6: Contribution of the delay time to the total delivery time. Transfer
delays are caused by transferring cargo between vessels; congestion results from unavailable
berths; and delays due to tidal windows relate to the MBL level change.

6.4.2 Water shortages

The freshwater supply model predicts that freshwater availability generally im-
proves with shallower bed levels (Fig. 6.7). The freshwater shortage decreases, as
the water boards become more robust to a drop in the discharge of the NWW.
This improves the starting position at the beginning of the drought and postpones
and reduces the effects of the drought on the water intakes.

For the water boards in specific, the Delfland and Hollandse Delta water boards
are the least susceptible to the drought conditions in their freshwater availability
(Fig. 6.7b and c) despite being closest to the see (Fig. 6.2). The influence of
reducing the MBL is, therefore, also least profound in these water boards. The
other two water boards, however, show a greater dependence between freshwater
shortages and the MBL (Fig. 6.7d and e).

This is related to the source of freshwater extraction: the Delfland and Hol-
landse Delta water boards mainly extract from the man-made freshwater lake in
the southern RMD—the Haringvliet and the connected Brielse Meer—, which is
more robust to droughts (Fig. 6.1). The other two water boards are more reliant
on freshwater from the northern RMD, which is more strongly affected by droughts
and changes in the water depth of the NWW.

Furthermore, further deepening the NWW—i.e., ∆z = +1.0 m—barely affects
the freshwater availability with respect to the reference case—i.e., ∆z = ±0.0 m.
It is only at the Schieland & Krimpernerwaard water board, there is a minor
difference visible in the water shortages (Fig. 6.7e).

Note that the shortages in Figure 6.7 are expressed in volume per area, which
causes the summation of shortages of all four water boards to be less than the
sum of all water boards. In essence, the freshwater shortages in Figure 6.7 are
expressed in rainfall deficits, which range between virtually zero (Fig. 6.7c and d)
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Figure 6.7: The influence of the MBL on the water shortages. (a) Discharge at
Lobith; (b) temporal development of cumulative water shortages for all water boards; and cu-
mulative water shortages per water board: (c) Delfland, (d) Hollandse Delta, (e) Schieland &
Krimpernerwaard, and (f) Rijnland. Shortages are expressed as cumulative lack of freshwater
(i.e., volume; time-integration of S, Eq. 6.5) per area of the water board.

to shy of 0.2 m (Fig. 6.7e) with the current MBL (16.2 m). Generally, the rainfall
deficits—freshwater shortages—increase with increasing water depth.

6.4.3 Pareto-front

All water boards have a reduced freshwater availability performance with increas-
ing MBL (Fig. 6.8), although the freshwater availability of the Delfland and Hol-
landse Delta water boards is barely impacted. This is in line with the limited short-
ages arising during the drought in these water boards (Fig. 6.7c and d). Thus with
deeper waters—or increased MBL—comes a decreased freshwater performance,
Pw (Fig. 6.8). The exception being the deepening of the NWW compared to the
reference case—i.e., there is a negligible difference between ∆z = ±0.0 m and
∆z = +1.0 m.

On the other hand, the port accessibility improves with a deeper NWW. The
added value of deepening the NWW on the port performance is—in the current
fleet composition—limited beyond the MBL of 16.2 m (Fig. 6.8). This is in line with
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Figure 6.8: Pareto-front of performance indicators as a function of the water
depth. The collective is coloured with the water depth, and individual water boards are
presented in grey.

the expectations based on Figure 6.5, which show that less vessels are impacted
by the MBL for increasing values of MBL.

6.5 Discussion

The MBL in the NWW has a profound influence on both performance indica-
tors, although the sensitivity of the freshwater availability varies per water board
(Fig. 6.8). The resulting Pareto-front is illustrative but also subject to the im-
plemented assumptions in the models (Sec. 6.5.1). In addition to these assump-
tions, this section discusses two matters: (1) drought countermeasures other than
shallowing (Sec. 6.5.2); and (2) value-based transformation of the Pareto-front
(Sec. 6.5.3).

6.5.1 Model assumptions

As usual, the choice of models influences the results—in our case the shape of the
Pareto-front. This study has implemented the hydrodynamic model that is used
for port operations, where its main objective is the prediction of water levels and
flow velocities. Nevertheless, the model has a good predictive power regarding the
salinity (Fig. 6.4). However, inside smaller branches of the RMD its predictive
power regarding salinity reduces. Therefore, more accurate hydrodynamic models
might be useful to improve the predictive power in branches like the Hollandse
IJssel, where multiple water intakes are situated (Fig. 6.2; e.g., Geraeds et al., in
prep. Gerritsma et al., in review , describe detailed hydrodynamic models focused
on salt dynamics in the RMD). Note, however, that the implementation of more
detailed models comes at higher computational costs.
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In the nautical traffic model, we were highly dependent on AIS data as in-
put. Although generally of good quality, vessel laytimes and speeds were affected
by frequently occurring location errors. These had to be detected and manually
corrected—a procedure that likely affected the magnitude of the cargo transfer
delays. The same holds for the assumption that the cargo throughput to the in-
land terminal is maintained by smaller replacement vessels, as well as the choice
of replacement vessel type. Furthermore, OpenTNSim neglects tugs, pilots, back-
ground traffic, and terminal cargo flows (Bakker et al., 2024), which affects the
nautical traffic behaviour. Regarding the port performance indicator (Eq. 6.6),
we found a significant dependency with the cargo volumes that were calculated
from the vessel dimensions in the AIS data. As the vessel dimensions—especially
the draught, which was manually corrected—in the AIS data are known to be
susceptible to errors and uncertainties (Meyers et al., 2022), the volume-based
weighing of the waiting and transfer times, and hence the performance indicator
itself, includes errors. Moreover, the required number of replacement vessels may
be overestimated. Despite all these assumptions and possible errors, we believe
that the state-of-the-art, nautical model performed as intended, and the resulting
levels of port performance are trustworthy. However, further improvements to the
quality of the AIS data, the nautical traffic model, and formulation of the port
performance indicator are possible and preferable.

The freshwater availability and its related performance indicator (Eq. 6.7)
strongly rely on the hydrodynamic model predictions of water level and salin-
ity. Furthermore, the use of a basic (fresh)water balance comes with its limits,
such as the constant freshwater demand, a single salinity threshold, and exclusion
of precipitation input. Despite these simplifications, the results are in accordance
with experienced shortages (van der Wiel et al., 2021).

In this study, we have defined performance indicators according to our best
understanding of the problem. For example, we reasoned that port performance
based on cargo delays—i.e., port efficiency—would best describe the interest of
the port. This performance indicator is most relevant for the accessibility and
operability of the port infrastructure, given the interactions with the nautical
traffic and physical environment. However, other performance indicators could
have been used depending on the stakeholder interest; e.g., performance indicators
based on cargo throughput, nautical safety, or vessel emissions. The same applies
to the freshwater shortage, which focuses more on the instantaneous effects of the
drought and less on the cumulative effects. The presented trade-off method is
however flexible to support other sets of performance indicators. Note that the
performance indicators implemented remain metrics and, thereby, are inherently
incomplete. However, we purposefully used non-monetary metrics to describe the
interests of the stakeholders as closely as possible.

At last, we investigated the trade-off for the severely dry year 2022 only, as
we believe this year is most relevant for freshwater availability. A different (wet)
period or simulation duration could have led to different results and may require
differently formulated performance indicators.
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6.5.2 Drought countermeasures

The simulated year of 2022 contained a severe drought resulting in an “extremely
rare low flow” in the Rhine, especially during August (Toreti et al., 2022; Wegman
et al., in review). Although we observe that shallower bed levels can significantly
improve the resiliency of freshwater availability, a MBL of 11.2 m would not even
be sufficient to protect all water boards in the RMD from water shortages during
such a severe drought (∆z = −5.0 m in Fig. 6.7). Thus additional measures to
secure drinking water safety are required, even when the NWW would be relatively
shallow (i.e., MBL = 11.5 m). In other words, although important, shallowing
alone cannot ensure freshwater availability in a densely populated delta like the
RMD.

Currently, there is already a crisis plan with an alternative water supply system
in place in the Netherlands to cope with extreme drought conditions by relocat-
ing freshwater between water boards—a plan that was also employed during the
drought in 2022 (van der Heijden et al., 2024). As stated in Section 6.2, we have
not implemented this relocation plan, as it is a crisis plan that comes with serious
costs (HydroLogic, 2018).

Instead of—or in addition to—such a crisis plan, more robust and permanent
measures could be taken. Regarding the freshwater availability, there are four com-
ponents that can alleviate the pressure during droughts: (1) increase the freshwater
storage capacity (Vc); (2) increase the maximum extraction rate (Emax); (3) reduce
the freshwater demand (D); and/or (4) move water intakes away from salt sensi-
tive regions. Note that these components should not be considered in isolation,
but can be combined to establish a resilient freshwater management system.

The last component is also what makes the Delfland and Hollandse Delta water
boards relatively insensitive to the MBL of the NWW: these water boards extract
the majority of their freshwater from the southern RMD—namely the man-made,
freshwater lake Haringvliet. Current plans to reconnect the Haringvliet with the
North Sea by (partially) opening the Haringvliet sluices (Brevé et al., 2019; de la
Haye et al., 2022) can lead to increased salinisation (Kranenburg et al., 2023) and
should therefore be carefully assessed (Hendrickx et al., in prep. Ch. 7).

6.5.3 Performance valuation

The Pareto-front in Figure 6.8 clearly shows the trade-off between the port and
freshwater performances arising from modifying the MBL. On average—i.e., all
water boards collectively—, the port performance is affected more by the depth of
the NWW than the freshwater performance, shown by the angle of the Pareto-front
and the range of the values covered.

Given a Pareto-front, the mathematically optimal solution can be achieved
by maximising the square area below the Pareto-front (e.g., Emmerich & Deutz,
2018); this square is bound by the origin and the Pareto-front, i.e., (Pw,Pp).
However, the Pareto-front as presented in Figure 6.8 does not include the valuation
of the solution space. Such a valuation is subjective and part of the decision- and
policy-making process. The valuation of each individual performance indicator
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Figure 6.9: Valued Pareto-front based on arbitrary valuation functions. The unval-
ued Pareto-front is faded and presents the same data as in Figure 6.8. The valued Pareto-front
follows from the transformation of this unvalued front with the valuation functions on the left
and bottom of the figure using Equation (6.8).

is generally nonlinear, and can put limits on the allowable performance values.
To maintain the intuitive visualisation of the Pareto-front, the valuation can be
included by means of valuation functions:

Vi (x) = vi (Pi) · Pi (x) (6.8)

where Vi is the valued performance indicator i [–]; vi the valuation function of
performance indicator i [–]; Pi the (unvalued) performance indicator i [–]; and x
the design parameter(s).

The transformation of the Pareto-front as shown in Figure 6.8 due to arbitrary
valuation functions is presented in Figure 6.9. Note that these valuation functions
are arbitrarily defined and intended as examples of how they transform the Pareto-
front. A minimum performance can be enforced by setting a very low valuation
for performances below this minimum; e.g., in Figure 6.9, the port performance is
required to be Pp ≥ 0.6 (approximately).

Although the valuation functions in Figure 6.9 are both smooth, tipping points
that are relevant for stakeholders can be reflected by discontinuities. As the def-
inition of such a valuation function is subjective, political, and subject to the
zeitgeist, we have only included example valuation functions in Figure 6.9 and
refer to, e.g., Greco et al. (2016) and Keeney and Raiffa (1993) for methods to
define such functions, which are intended to reflect the stakeholder interests. Note
that the function can depend on the period of interest and simulation time.

Figures 6.8 and 6.9 illustrate how insightful and intuitive the use of Pareto-
fronts are in decision- and policy-making; they clearly show the trade-offs asso-
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ciated with the decisions and policies at stake. These features make such visu-
alisations also useful in communicating the decision- and policy-making process
with the public, who are generally not experts in the field but highly affected by
the decisions and policies being made. This is particularly useful in digital twins
(Wannasin et al., 2024), integrated assessment models (Pourteimouri et al., 2024),
and serious games (den Haan et al., 2020, 2024).

Although we have limited ourselves to two performance indicators and one
design parameter in this study, the presented approach—i.e., the use of design
parameters, performance indicators and a Pareto-front—can easily be upscaled to
multiple dimensions (e.g., Emmerich & Deutz, 2018). Note that with increasing
dimensionality, visualising the trade-offs might become harder due to the human
visual limit of three dimensions. Moreover, the construction of the complex mul-
tidimensional Pareto-front requires lots of Pareto-points, and hence lots of model
simulations. Therefore, an effective sampling method—e.g., an adaptive sampling
approach—could be used to limit the number of (expensive) model simulations
(Gramacy & Lee, 2009; Hendrickx et al., 2023a). Additionally, computationally
efficient hydrodynamic and stakeholder models can be employed, which may come
at the cost of precision and resolution. For example in this research, the ide-
alised and simplified saltwater intrusion model of Biemond et al. (in review) could
become useful in a fast prediction of the freshwater availability performance.

At last, we would like to highlight the general applicability and usefulness of
the trade-off method approach in other case studies. An example is the decision
on partially opening of the Haringvliet sluices in which freshwater availability
and ecology have to be weighed (Sec. 6.5.2; Hendrickx et al., in prep. Ch. 7).
Other examples may contain the future design and management of the highly-
urbanised and strongly pressured RMD and other world-wide deltas. Especially
here, we foresee that the presented system-scale and objective approach would be a
highly effective tool for decision- and policy-makers in obtaining the most effective
solutions given the most urgent of challenges.

6.6 Conclusion

In this study, we have assembled a systematic method to quantify trade-offs of
multiple dissimilar, conflicting stakeholder interests through Pareto-optimisation.
We applied this method to explore the socio-economic implications of MBL change
in the NWW, considering the severely dry year 2022. For this, we carefully selected
objective, non-monetary performance indicators representing two major stakehold-
ers in the area: (1) the Port of Rotterdam, and (2) the collection of governmental
organisations extracting freshwater from the delta, i.e., the water boards. These
indicators could be calculated based on two separate stakeholder models, namely
a nautical traffic model and freshwater supply model. The models were fed with
output of a hydrodynamic model of the RMD and other operational data, such
as AIS data and main freshwater intake locations. Thus by varying the MBL of
the NWW, we obtained the performances of the stakeholders. This resulted in
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a Pareto-front that shows that shallower bed levels deteriorate port performance,
while improving freshwater availability (Fig. 6.8).

We have shown that the obtained Pareto-fronts provide valuable insights in
the trade-offs of interventions in a multidisciplinary setting. Although this study
has limited it multidisciplinary assessment to two stakeholders, this approach can
easily be extended to multiple dimensions—i.e., stakeholders. The Pareto-front is
a visually intuitive way of showcasing the benefits and costs of various scenarios for
different stakeholders. With the use of valuation functions, the Pareto-front can
be transformed to represent performance values, maintaining the intuitive visual
representation of Pareto-fronts (Fig. 6.9). These characteristics make Pareto-fronts
useful tools for decision- and policy-makers as well as for communicating with the
public.
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7Trade-offs
Socio-ecology

7.1 Introduction

At the interface between freshwater river systems and the saline ocean waters,
estuaries are valuable regions, both socio-economically and ecologically. Estuaries
provide a multitude of natural and ecosystem services (Barbier et al., 2011; Worm
et al., 2006), such as low-dynamic regions within an estuary that are often used
as nurseries (Breine et al., 2011; Tulp et al., 2008). Due to the multitude of
gradients present in estuaries—e.g., salinity—, they experience a high biodiversity
(Mestdagh et al., 2020; Tangelder et al., 2017; Ysebaert et al., 2003) despite the
minimum in number of species thriving in brackish waters (Cloern et al., 2017;
Remane, 1934; Whitfield et al., 2012).

This chapter is based on:

Hendrickx, G.G., Fivash, G.S., Gerritsma, A., Geraeds, M.E.G., and Pearson,
S.G. (in prep.). Socio-ecological evaluation of estuary-scale interventions: Case
study of reopening the Haringvliet, the Netherlands. To be submitted to Ecological
Engineering.
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In addition, coastal and estuarine regions are densely populated by humans,
and these populations are expected to densify in the future (Maul & Duedall, 2019;
Neumann et al., 2015). In these regions, the natural dynamics largely dictate the
provision of crucial functions; examples include (1) freshwater availability, which is
susceptible to salt contamination due to the near-by saline seawater (e.g., Bakker et
al., in review ; Costa et al., 2023; Jones et al., 2023); and (2) safety against flooding
by natural sheltering and wave damping (e.g., Fairchild et al., 2021; Temmerman
et al., 2013).

In an attempt to control the provision of these crucial functions, human inter-
ventions have had major impacts on estuarine systems (e.g., van Wesenbeeck et
al., 2014; Yang et al., 2010). These interventions range from dredging activities to
maintain naval transportation routes (de Vriend et al., 2011; van Dijk et al., 2021)
to completely damming off estuaries for flood safety and/or freshwater availability
(Figueroa et al., 2022; Orton et al., 2023; Tönis et al., 2002). Human interventions
are the product of weighing a multitude of—often conflicting—objectives, such as
freshwater availability versus port accessibility (Bakker et al., in review , Ch. 6).

However, the ecological consequences of such interventions are rarely considered
in a similar manner (e.g., Bice et al., 2023; van Wesenbeeck et al., 2014), weighing
the costs and benefits against each other. This is in part due to the conflicting
interests within the ecological system itself (Bice et al., 2023): The displacement
of one habitat generally results in the creation of another. Therefore, weighing
various ecological states inherently requires a subjective value judgement. Never-
theless, large-scale interventions—such as (partially) closing off an estuary—have
tremendous implications for the ecological system (Smaal & Nienhuis, 1992; Yang
et al., 2010), and the ecosystem services provided by the area of interest.

One such closed-off estuary is the Haringvliet, located in the south-west of the
Netherlands (Fig. 7.1). Since 1970, the Haringvliet is a semi-closed, freshwater
system due to the construction of the Haringvliet sluices, which are part of the
Delta Works. Prior to construction, the Haringvliet was an estuary in which the
tidal range and salinity reached 50 kilometres landward (Bol & Kraak, 1998; Tönis
et al., 2002). Closing off the Haringvliet estuary with sluices that are opened only
to release excess river discharge has improved flood safety as well as freshwater
availability. However, this has been at the expense of removing a rare brackish,
estuarine ecosystem (Tangelder et al., 2017). In addition, the Haringvliet sluices
also removed the connectivity between the North Sea and the Rhine-Meuse river
system, limiting fish migration between the river system and the sea (Beeldman
et al., 2018; Hop & Vriese, 2011).

Recently, experiments with partially opening the gates during flood have been
initiated to restore fish migration in this area with the so-called “Kierbesluit”
(trans.: “Ajar policy”; Brevé et al., 2019; de la Haye et al., 2022). To ensure fresh-
water availability, a line was drawn between Middelharnis and Spui beyond which
no saline influence was allowed, as all water intakes in the Haringvliet are east
of this “Middelharnis-Spui line” (Fig. 7.1). As the bathymetry of the Haringvliet
still resembles that of an active estuary with deep pits, opening the Haringvliet
sluices—albeit slightly—can threaten the availability of freshwater in the region by
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Figure 7.1: Haringvliet in the south west of the Netherlands, including the Har-
ingvliet sluices and water intake locations (Tab. 7.3 for abbreviations). The white, dashed line
indicates the “Middelharnis-Spui line”.

up-stirring of saline water that accumulates in these deep pits (Kranenburg et al.,
2023).

The case of the Haringvliet is a prime example of a trade-off between ecologi-
cal impacts and natural resource availability: how to find a balance between these
opposing goals? In past decades, much emphasis has been placed on the quan-
tification and valuation of ecosystem services (e.g., Barbier et al., 2011; Granek
et al., 2010; Heimhuber et al., 2024; Worm et al., 2006). However, the valuation
of ecosystem services requires know-how about the ecosystems and how they will
develop (Liquete et al., 2013), which is by no means trivial. Furthermore, assess-
ments using ecosystem services strongly focus on economic gains (Barbier et al.,
2011; Liquete et al., 2013), such as the fishing industry (Heimhuber et al., 2024).
This leads to other values of ecosystem services to be underrepresented, such as
ecologically valuable habitats.

Hence, the aim of this chapter is to provide a method to compare socio-
ecological objectives in an estuarine system in which ecological objectives are fully
accounted for, aiding decision- and policy-makers. In this way, we address the
research question of how the ecological “stakeholder” could be incorporated in
decision- and policy-making. As a case study, we use the Haringvliet in which
current policy-making is concerned with such a socio-ecological trade-off. Note
that making the ecological impacts of interventions insightful for decision- and
policy-makers constitutes for a large part of the aim of this chapter.

7.2 Method

In this study, we used the Haringvliet as a case study in which the gates of the
Haringvliet sluices were opened at different heights. At the basis, we used a hy-



120 7. Trade-offs: Socio-ecology

7

drodynamic model of the Rhine-Meuse Delta, which is presented in Section 7.2.1.
The implications of opening the gates were assessed by means of (1) ecological
diversity (Sec. 7.2.2), and (2) freshwater availability (Sec. 7.2.3).

7.2.1 Hydrodynamic model

This study executed model simulations using the hydrodynamic modelling software
Delft3D Flexible Mesh (Kernkamp et al., 2011). This software is used to solve the
Reynolds-averaged Navier-Stokes equations, assuming hydrostatic pressure and
implementing the k-ε turbulence closure model.

The “RMD model” is a hydrodynamic model of the Rhine-Meuse Delta (Ger-
aeds et al., in prep. Gerritsma et al., in review), which includes the Haringvliet.
The model domain extends 35 km offshore of the Dutch coastline, where the grid
resolution is 600× 1, 200 m, and refines towards the coastline to become 170× 290
m. The river branches laterally span at least eight grid cells (20 m each), and
depending on the river branch have a length of 60–100 m. In the Haringvliet, the
cell size is approximately 135 × 75 m, and the Haringvliet sluices are included as
operable structures.

We implemented a combined Z, σ-layering for the vertical discretisation: the
top layers were defined as σ-layers that follow the temporal fluctuations of the
water level, and the bottom layers maintain a constant cell thickness—so-called
Z-layers—to better represent salt dynamics (Stelling & van Kester, 1994). There
are nine σ-layers atop the Z-layers, which have a constant thickness of ∆z = 0.75
m down to z = −15 m below which the thickness of the Z-layers grows by a factor
of 1.15. A more detailed description of the RMD model can be found in Gerritsma
et al. (in review).

The RMD model is executed for the year 2019, which has been calibrated and
validated by Geraeds et al. (in prep.). In the reference simulation, the opening
and closing of the Haringvliet sluices were based on water levels at both sides
of the structure and represent the implementation of the “Kierbesluit.” For the
other simulations, we applied a fixed level of the gates, i.e., a fixed flow area
between the North Sea and the Haringvliet. All gates are completely closed when
reaching z = −5.50 m NAP, and are 58.5 m wide—except for the outermost gates,
which are 57.5 m wide—totalling to an opening width of Wg = 992.5 m. In
addition to completely closing and opening of the Haringvliet sluices, we have also
included intermediate opening of the gates; the height of the gates is notated as
zg, which is taken with respect to the bottom of the gates—i.e., zg = 0.00 m for
z = −5.50 m NAP. In all simulations, we have implemented a constant height
of the gates, except for the reference case representing the “Kierbesluit,” which
implements a time-varying height—i.e., zg = zg(t). An overview of the simulations
is presented in Table 7.1.

7.2.2 Ecological metric

In order to evaluate the ecological implications of opening/closing the Haringvliet
sluices, we used EMMA (Ecotope-Map Maker based on Abiotics; Brunink & Hen-
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Table 7.1: Overview of simulations. zg is the height of the gates with respect to the
bottom (i.e., z = −5.50 m NAP); and Ag is the flow area through the sluices, i.e., Ag = zgWg

with Wg = 992.5 m. The simulation “reference” represents the time-dependent opening regime
as applied in 2019, which includes the “Kierbesluit” adaptation; and “open” represents the
situation as if the gates have been removed from the Haringvliet sluices entirely.

Description
Opening/gate height Flow area

zg [m] Ag [m2]

reference (“Kierbesluit”) zg (t) Ag (t)

closed 0.00 0

partial

0.50 496
1.50 1489
2.10 2084
2.75 2729

open ∞ ∞

drickx, 2024). EMMA determines which ecotope is most likely to occupy an area
based on the prevailing abiotic characteristics (based on Bouma et al., 2005; Pa-
ree, 2021); these include three hydrodynamic variables that can readily be ex-
tracted from most hydrodynamic models: (1) water depth; (2) flow velocity; and
(3) salinity. EMMA translates these three hydrodynamic variables to ecotope
codes (Tab. 7.2), where we only consider soft substratum and limit the level of
detail until which EMMA performs well (performance of 73.5% for listed classes
in Tab. 7.2; Brunink & Hendrickx, 2024).

For this study, we implemented a small change to EMMA compared to Brunink
and Hendrickx (2024) regarding the freshwater ecotopes: Areas with the yearly av-
erage of the tidal maximum salinity levels below 0.27 psu were labelled as freshwa-
ter ecotopes, regardless of the variability in the tidal maximum salinity levels. This
threshold follows from the drinking water criteria in the Netherlands (Sec. 7.2.3).
This small adaptation corrects the sensitivity to negligible fluctuations in salinity
when the mean salinity is near zero.

The ecotope maps generated with EMMAwere assessed in two manners: (1) the
diversity of ecotopes; and (2) the change in ecotope area. In the first assessment,
we used a simplified diversity metric—the Shannon index (Shannon, 1948)—to
quantify the ecological richness of various model scenarios. The latter provided a
more holistic view of the ecological impact, reflecting on three ecological aspects:
(1) which ecotopes are present in the Haringvliet; (2) how much (relative) area
do these ecotopes cover; and (3) how would the distribution of ecotopes transition
between alternatives.

The Shannon index is originally a quantification of information (Shannon, 1948)
and has often been used as a metric to quantify the biodiveristy of an ecosystem
(e.g., Kubicek et al., 2019; Medeiros et al., 2012; Smith et al., 2023). Here, we used
the index to quantify the diversity of the ecotopes, i.e., ecotope diversity (based
on Shannon, 1948):

H ′ = −
N∑
i

pi ln pi (7.1)
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Table 7.2: Meaning of ecotope-codes as used in EMMA. The ecotope-code is built-
up as ab.cd with a the salinity label, b the substratum label, c the depth label, and d the
hydrodynamics label. µs and σs are the annual mean and standard deviation of the depth-
averaged, tidal salinity maxima [psu]; zb is the bed level [m]; MLWS is mean-low-water-spring
[m]; MHWN is mean-high-water-neap [m]; and µu is the annual mean of the tidal flow velocity
maxima [ms−1].

Class Label Meaning Definition

a salinity

Z marine µs > 18 psua

B brackish 5.4 ≤ µs ≤ 18 psua

F freshwater µs < 5.4 psua

V variable µs < 4σs

b substratum
1 hard substratumb

2 soft substratum

c depth
1 sub-littoral zb < MLWS
2 littoral MLWS ≤ zb ≤ MHWN
3 supra-littoral zb > MHWN

d hydrodynamics
1 high-energy µu > 0.7 ms−1

2 low-energy µu ≤ 0.7 ms−1

3 stagnant µu = 0.0 ms−1

a These thresholds are overruled when the variable classification applies (i.e.,
µs < 4σs), except for µs ≤ 0.27 psu being freshwater (see text).

b The hard substratum is included here for completeness, as this study only con-
siders the soft substratum.

where N is the number of ecotopes [–]; and pi the area fraction of ecotope i [–],

such that
∑N

i pi = 1.
From Equation (7.1), we can derive the evenness-index (Pielou, 1966), which

we used as ecological performance indicator:

Pe =
H ′

lnN
∈ [0, 1] (7.2)

Note that at the level of detail considered, there are 36 possible ecotopes (i.e.,
N = 36), which follows from the number of combinations possible with the labels
in Table 7.2 with only soft substratum (i.e., b = 2).

The diversity in the form of the Shannon index (Eq. 7.1) was used as the basis of
a single-value metric due to its close relation to ecosystem services (Hooper et al.,
2005; Loreau et al., 2001; Worm et al., 2006), which are frequently used in assessing
nature-based solutions (e.g., Barbier et al., 2011; Granek et al., 2010; Heimhuber
et al., 2024). Furthermore, diversity is linked to ecological functioning, ecosystem
resilience, and adaptability to changing environmental conditions (e.g., Elmqvist
et al., 2003; Limberger et al., 2023; Loreau et al., 2001; Yachi & Loreau, 1999).
Diversity at the landscape-level—i.e., ecotope diversity—especially contributes to
the resilience of an ecosystem (Folke et al., 2002; Loreau et al., 2003; Vasiliev,
2022). Hence, ecotope diversity enhances ecosystem resilience. Note, however,
that such a single-value metric may facilitate “metric fixation” (Muller, 2021): the
undesired single-minded focus on a metric without consideration of the complexity
left-out.
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Therefore, the ecotope maps were also presented as a barcode, showing the
areal distribution of ecotopes in the area of interest, i.e., the pi-values of a given
system-state (e.g., Fig. 7.5). This ecotope barcode representation is similar to
Timmerman et al. (2021), except that our barcode represents the whole area of
interest instead of a single transect.

7.2.3 Socio-economic metric

The socio-economic metric was related to the freshwater availability in a similar
fashion as in Bakker et al. (in review , Ch. 6): The operations of the water intakes
reflect the interests of the inhabitants, agricultural sector, and industry. The water
intakes withdraw freshwater based on free-flow, i.e., the water level outside must
exceed a threshold water level for the water to flow into the intake by gravity.
In the Netherlands, the salinity of the water is not allowed to exceed the critical
threshold of sc = 150 mg Cl− l−1 (or 0.27 psu). Thus, water extraction only occurs
if the following two criteria are met:

η(t) > ηc (7.3a)

s(t) < sc (7.3b)

where η is the water level [m]; s the salinity [psu]; and the subscript c reflects the
critical threshold.

Due to fluctuations in supply and demand of freshwater, freshwater storage
volumes are present in the water board’s water systems, and so were incorporated
in this study. Such storage functioned as the control volume in the freshwater mass
balance:

dV

dt
= E (η, s)−D (t) (7.4)

where V is the freshwater storage volume [m3]; E the extraction rate (Eq. 7.5)
[m3s−1]; and D the freshwater demand [m3s−1].

The supply of freshwater followed a binary signal, based on whether the ex-
traction criteria were met (i.e., Eqs. 7.3a and 7.3b):

E =

{
Emax if Eqs. 7.3a and 7.3b

0 else
(7.5)

where Emax is the maximum extraction rate of a water intake [m3s−1].

The freshwater storage in Equation (7.4) cannot become negative, and is capped
by a storage capacity:

0 ≤ V ≤ Vc (7.6)

where Vc is the freshwater storage capacity [m3].

From this mass balance, we defined water shortage as the demand that cannot
be met. This means that the demand exceeds the extraction rate (D > E), while
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Table 7.3: Water intake specifications in the Haringvliet. Vc: freshwater storage
capacity; D: freshwater demand; Emax: maximum extraction rate. Data provided by the
water board Hollandse Delta.

Intake station Vc [m3] D [m3s−1] Emax [m3s−1]

GK: Gemaal Koert 37,000 0.70 1.39
GDBP: Gemaal de Bommelse Polders 60,000 1.33 2.65

IVP: Inlaat van Pallandt 300,000 4.50 8.96
HBZ: Hevel Beningerwaard Zuidland 75,000 1.21 2.41
IDH: Inlaat den Hitsert 15,000 0.36 0.72
GW: Gemaal Westersepolder 12,000 0.10 0.20

the freshwater storage cannot cover the deficit (V < D − E):

S =

D − E −max

{
−dV

dt
; 0

}
if V < D − E

0 else

(7.7)

Thus the freshwater shortage is defined as the freshwater demand that cannot
be met, neither by the extraction rate, nor by the freshwater reserves. The max-
term in Equation (7.7) represents the contribution of whatever is left in the storage
to limit the shortage.

These shortages form the basis of the freshwater performance indicator:

Pw = 1−
∫
T
S dt∫

T
D dt

∈ [0, 1] (7.8)

where T is the period of interest [s]; S the freshwater shortage [m3s−1]; and D
the freshwater demand [m3s−1]. Note that Pw ∈ [0, 1] follows from the freshwater
shortage being bounded by null and the demand, i.e., 0 ≤ S ≤ D. In essence,
Equation (7.8) quantifies how much of the freshwater demand has been met over
the period of interest, T .

The Haringvliet and its water intakes are managed under the jurisdiction of
the Hollandse Delta water board, which covers 100,000s of people—including part
of Rotterdam—, substantial agricultural land, and the majority of the Port of
Rotterdam. There are six water intakes withdrawing from the Haringvliet and
its surroundings, which are listed in Table 7.3, and their locations are shown in
Figure 7.1.

7.3 Results

The impact of opening the Haringvliet sluices on the freshwater availability is non-
existent for zg ≤ 0.50 m (Fig. 7.2)—including the reference case, zg = zg(t). It
is for zg ≥ 1.50 m that the capacity of the existing water intakes cannot keep up
with the demand year-round, although the impact is very limited for zg = 1.50 m,
which only shows the occurrence of freshwater shortages at the end of the summer.
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Figure 7.2: Freshwater shortages due to opening the Haringvliet sluices. The bars
on the bottom display the moments of freshwater shortage, i.e., S > 0 (Eq. 7.7).

For zg ≥ 1.50 m, freshwater shortage increases with increasing the opening
(Fig. 7.2). This relation is strongest between zg = 1.50 m and zg = 2.75 m, and
becomes less for zg > 2.75 m. Thus, there are phases in increased cumulative
shortage due to the opening of the gates.

The minor dip in freshwater availability for zg = 1.50 m arises from near-
perfect performance of the western intakes (Fig. 7.3d), which are located near the
“Middelharnis-Spui line.” Figure 7.3 shows that the “Middelharnis-Spui line” is
a good indicator of performance loss of the western water intakes, illustrated by
the loss of performance as soon as the 0.27-psu isohaline crosses this line. Further
opening the gates results in threatening the freshwater availability, eventually also
affecting water intakes farther upstream (i.e., GDBP; Fig. 7.1). The two eastern
most water intakes are located outside the zone of impact (i.e., IDH and GW;
Fig. 7.1), even when the gates are completely opened (Fig. 7.3g).

The increasing influence of salinity is also clearly reflected in the ecotope maps
(Fig. 7.4): from a completely freshwater-based ecotope map for a closed Har-
ingvliet (zg = 0.00 m) to an almost completely variable-salinity ecotope map for
an open Haringvliet (zg = ∞). However, brackish ecotopes are barely returning to
the Haringvliet, despite the salinity reaching levels above the freshwater-brackish
threshold of s∗ = 5.4 psu near the mouth (Fig. 7.3). This is caused by the variabil-
ity in salinity that dominates these otherwise brackish regions, which causes the
downstream region of the Haringvliet to be mainly classified as variable-salinity
(Vx.xx). Note that also large patches of the otherwise freshwater regions are clas-
sified as such due to the high variability in salinity.

In addition to the change from freshwater to variable-salinity ecotopes, the
hydrodynamic energy in the Haringvliet also increases with increasing opening of
the gates as well as increased littoral zones. The increased hydrodynamic activity
is concentrated in the channels reminant of the estuary before the closure. Thus,
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Figure 7.3: Annual mean of depth-averaged, tidal salinity maxima and up-time
of water intakes. (a) zg = zg(t) (reference), (b) zg = 0.00 m (closed), (c) zg = 0.50 m,
(d) zg = 1.50 m, (e) zg = 2.10 m, (f) zg = 2.75 m, and (g) zg = ∞ (open). The drinking
water salinity threshold of sc = 0.27 psu is marked by the black, dotted contour line; and the
freshwater-brackish threshold of s∗ = 5.4 psu is marked by the black, solid contour line. The
black, dashed line indicates the “Middelharnis-Spui line.”

opening the Haringvliet sluices reintroduces the tidal dynamics into the system—or
at least partially.

These changes in ecotope area between the various model simulations are clari-
fied in Figure 7.5 by means of a Sankey diagram, which contains the system-states
as ecotope barcodes: stacked colours whose height represent the relative area oc-
cupied by the ecotope with respect to the total area of the area of interest—i.e.,
the Haringvliet. Such a Sankey diagram shows where ecotopes transition to due
to changing conditions, and thus what ecotopes they replace and are replaced by.

As a result of opening the Haringvliet sluices, the Haringvliet transitions from
a low-dynamic, freshwater ecosystem to a more diverse system with a highly vari-
able salinity and hydrodynamically active area near the mouth complementary to a
low-dynamic, freshwater compartment near the back (Figs. 7.4 and 7.5). The level
of opening determines the contribution of the variable salinity ecotopes (Fig. 7.5),
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Figure 7.4: Ecotope-maps of the Haringvliet. (a) zg = zg(t) (reference), (b) zg =
0.00 m (closed), (c) zg = 0.50 m, (d) zg = 1.50 m, (e) zg = 2.10 m, (f) zg = 2.75 m, and (g)
zg = ∞ (open). Note that brackish ecotopes appear near the mouth of the Haringvliet with
(partially) opened gates, but their contribution is very minimal, i.e., hard to see in the figure.

and how far these penetrate landward (Fig. 7.4). Nevertheless, even when the gates
are completely opened, a substantial area remains suitable for freshwater ecotopes.
Where for zg ≤ 0.50 m—including zg(t)—the Haringvliet is dominated by freshwa-
ter, low-energy environments (F2.12), variable salinity, high-energy environments
(V2.11) become dominant for zg ≥ 2.75 m with substantial contributions of other
ecotopes—the sub-littoral dominance remains for all levels of opening. This tran-
sition is an expected trend arising from further opening the gates: a transition
from freshwater to variable salinity in combination with a transition from low to
high energy hydrodynamics.

Opening the Haringvliet sluices clearly affects the freshwater availability neg-
atively, and the ecological diversity positively. This trade-off is presented in Fig-
ure 7.6 as a Pareto-front: the two performance indicators are plotted against each
other to illustrate what the effects are on both perspectives.

In line with the results presented in Figure 7.2, Figure 7.6 shows that the
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Figure 7.5: Sankey diagram of the ecotopes in the Haringvliet. Every ecotope
barcode (stacked bar) represents the system’s ecological state by means of the relative areal
contribution of every ecotope in the Haringvliet. The ecotope barcodes are connected by how
the ecotopes transition between model simulations, i.e., ecological states.

freshwater availability remains unaffected up to zg = 0.50 m—and is only barely
impacted at zg = 1.50 m. Meanwhile, the ecological performance increases,
illustrated by the (almost) vertical line in Figure 7.6. Noteworthy is the en-
hanced ecological diversity in the Haringvliet as a result of the “Kierbesluit”—i.e.,
zg = zg(t)—without compromising on the freshwater availability (compared to
a closed Haringvliet, i.e., zg = 0.00 m). It is not until the western-most water
intakes get affected by the increasing salinity in the Haringvliet that the socio-
economic performance indicator starts to drop: from a (near) perfect performance
for zg ≤ 1.50 m to Pw = 0.70 for a completely open connection—i.e., zg = ∞.

Interestingly, there is a limit to the added value of the ecological diversity for
further opening the gates. At the upper end of the opening heights, the ecotope
diversity reduces with increasing opening, reaching an “optimum” at zg = 2.75 m
with Pe = 0.53 (Fig. 7.6). This response follows from the definition of the area
of interest: when freshwater ecotopes dominate the Haringvliet, increased opening
reduces this dominance causing a more even ecotope distribution. However, when
the variable-salinity ecotopes are dominant, further opening the sluices enhances
this dominance due to which the evenness index—i.e., the ecological performance
indicator (Eq. 7.2)—reduces. This change in dominant salinity class is also clearly
visible in Figures 7.4 and 7.5. Note that this dip would not be visible if the area
of interest would have been extended farther upstream.
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Figure 7.6: Pareto-front of socio-ecological performance indicators. The reference
case is marked with a grey square; and the completely opened gates are coloured black.

7.4 Discussion

The Haringvliet sluices and their opening regime have a significant effect on the
ecotope diversity as well as the freshwater availability. However, opening the gates
only slightly—i.e., zg ≤ 0.50 m—improves the diversity without compromising on
the freshwater availability (Fig. 7.6). Thus aside from re-establishing the connec-
tivity between the Haringvliet and the North Sea for fish migration (Baas et al.,
2020; Bice et al., 2023), the “Kierbesluit” also supports the development of a more
diverse set of ecotopes in the Haringvliet (Fig. 7.4a and b).

Note, however, that the rare brackish, estuarine ecosystem present in the Har-
ingvliet before its closure (Tangelder et al., 2017) barely returns—if at all—, even
with the gates completely opened (Fig. 7.4g). Although salinity levels are suffi-
ciently high near the Haringvliet sluices to support a brackish ecosystem (Fig. 7.3e–
g), the variability in salinity is such that this area is classified as variable-salinity
(i.e., Vx.xx). This is related to the dominance and variability in freshwater input
from the rivers. As a result, regions in the Haringvliet can become completely
fresh and exceed well beyond the marine salinity threshold of 18 psu within a
single year.

Variable conditions have been found to promote biodiversity, according to the
intermediate disturbance hypothesis (e.g., Chesson, 1994; Connell, 1978; Dial &
Roughgarden, 1998). In brief, this hypothesis states that at intermediate levels of
disturbance, the ecosystem cannot be dominated by a specific (set of) species due
to the changing conditions, resulting in an increased biodiversity (e.g., Hall et al.,
2012; Letten et al., 2018). However, it is debatable whether this hypothesis holds
for salinity fluctuations, especially for the salinity variability found in this study
(Van Diggelen & Montagna, 2016): salinity levels of s = 0 psu and s > 18 psu
within one year.

For the determination of the ecotopes, we simulated the year 2019, which was
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a representative year regarding river discharges and storm surges (Geraeds et al.,
in prep. taken over the last 120 years). Such long-term representative conditions
are preferred for the use of EMMA (Bouma et al., 2005; Brunink & Hendrickx,
2024). However, the functioning of the freshwater intakes is most stressed during
droughts and storms, when there is limited freshwater inflow into the Haringvliet
to mitigate salt intrusion. Therefore, the impact of (partially) opening the gates
is expected to be more detrimental during droughts and storms than the results
shown in this study (Fig. 7.2), likely hampering the freshwater performance—i.e.,
moving the front in Figure 7.6 leftward.

During such dry and stormy periods, a crisis policy of closing the gates tem-
porarily to secure the freshwater availability could be adopted. Note, however,
that a closed Haringvliet is not completely safe from saline influences, as saline
water can still enter via the Spui—the northern branch connected to the North
Sea (Fig. 7.1)—, causing saline contamination (Gerritsma et al., in review). An
additional measure could include a larger capacity of the eastern water intakes, i.e.,
increase their maximum extraction capacity and/or their storage capacity. Such
an enlarged capacity of the eastern water intakes would also allow for opening the
gates to zg ≥ 1.50 m during “normal” conditions.

In addition to the increased saline influence in the Haringvliet due to opening
the sluices, this opening also reintroduces the tidal fluctuations in the system. The
(partial) removal of the tidal breathing in an estuary is a common side-effect of
large-scale interventions such as storm surge barriers (e.g., Nienhuis & Smaal, 1994;
Ralston, 2022). However, the ecological benefits and water quality improvements
achieved by reintroducing tidal dynamics are often stressed by nature restoration
projects (e.g., Abbott et al., 2020; Glamore et al., 2021; Heimhuber et al., 2024).
The intertidal areas arising from tidal dynamics are ecologically valuable, providing
several crucial ecosystem services (e.g., Barbier et al., 2011; Costanza et al., 1997),
and have been found to reduce methane emissions of wetlands (Kroeger et al., 2017;
Rosentreter et al., 2021).

For (partial) reintroduction of the tidal dynamics in the Haringvliet, the gates
need to be opened to zg ≥ 1.50 m, which would more than double the littoral
zone compared to a closed system (from 3.4% to 9.8% of the area; Fig. 7.7),
while the supra-littoral zone remains similar (around 9–12%). Note that even
when the Haringvliet sluices are completely closed, there is still some intertidal
area (Fig. 7.7b)—i.e., tidal dynamics—due to its connectivity to the North Sea
via the many branches of the Rhine-Meuse Delta. The “Kierbesluit” opening
regime does little to enhance the littoral zone in the Haringvliet, while a permanent
opening of zg = 0.50 m—which is comparable to the time-averaged opening of the
“Kierbesluit”—would almost double the littoral zone.

The aforementioned ecological value of intertidal areas can also be used as a goal
with the implemented assessment method: The ecotope barcodes (i.e., Fig. 7.5)
allow us to focus on specific, desired ecotopes that are considered (very) valuable
and ecologically desirable. An example of such a focused assessment is presented in
Figure 7.8 in which we highlight the presence of intertidal areas (i.e., xx.2x). The
presence of this valuable collection of ecotopes clearly increases with increasing
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Figure 7.7: Littoral zoning in the Haringvliet. (a) zg = zg(t) (reference), (b) zg =
0.00 m (closed), (c) zg = 0.50 m, (d) zg = 1.50 m, (e) zg = 2.10 m, (f) zg = 2.75 m, and
(g) zg = ∞ (open). The bar-charts in the upper-right corners present the areal percentage of
the intertidal area in the Haringvliet. Intertidal areas represent the littoral zone, which ranges
between mean-low-water-spring (MLWS) and mean-high-water-neap (MHWN) according to
EMMA (Bouma et al., 2005; Brunink & Hendrickx, 2024).

opening of the Haringvliet sluices (Fig. 7.8), with the steepest increase for zg ≤
1.50 m.

Although inherently incomplete, the performance indicators as defined in this
study are illustrative of the socio-ecological trade-offs associated with the opening
regime of the Haringvliet sluices. The resulting Pareto-front as presented in Fig-
ure 7.6 is an intuitive visualisation of the trade-offs between—in our case—socio-
ecological interests. The overall performance of the collection of performance in-
dicators can be determined by the square area under the curve (e.g., Emmerich
& Deutz, 2018), i.e., the square consisting of the origin and (Pw,Pe). There-
fore, the Pareto-front is a useful tool for decision- and policy-makers, and aids in
communicating the trade-offs between different measures to the general public.

Note that the performance indicators as presented in Figure 7.6 purposefully
exclude any valuation, which is a subjective and political matter affected by the
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Figure 7.8: Sankey-diagram focused on littoral zoning. Every ecotope barcode repre-
sents the relative areal contribution to the Haringvliet.

zeitgeist. However, this is a key-step in decision- and policy-making, and can be
achieved by the definition of valuation functions (Greco et al., 2016; Keeney &
Raiffa, 1993, for approaches to define such valuation functions). These valuation
functions can be embedded in the intuitive visualisation of Pareto-fronts, main-
taining their benefits in decision- and policy-making as well as communication to
the public (Bakker et al., in review , for the embedding of valuation functions).

The use of Pareto-fronts requires the quantification of performance indicators,
which is where the contribution of EMMA to explore the potential ecological im-
pact of different interventions is crucial. In addition to the subsequently derived
diversity- and evenness-indices (Eqs. 7.1 and 7.2), the ecotope barcodes allow us to
focus on specific, desired ecotopes. Goals could be set to ensure a minimum area
for a specific ecotope—or set of ecotopes—that is considered of great ecological
value, e.g., intertidal areas (Fig. 7.8). This method allows ecological interests to
be set on equal footing with other stakeholders’ interests, and a quantification of
the ecological costs and benefits of large-scale, estuarine interventions.

7.5 Conclusion

In this study, we have implemented a hydrodynamic model to explore the effects of
reopening the Haringvliet sluices on a socio-ecological trade-off: freshwater avail-
ability versus ecological diversity. The presented socio-ecological evaluation has
shown that the ecological potential of the Haringvliet could substantially increase
by opening the Haringvliet sluices—at least partially. The impact on the fresh-
water availability is expected to be limited up to an opening of zg = 1.50 m.
However, we did so for a representative year regarding river discharges and storm
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surges—required for the ecological assessment—, while freshwater availability is
more seriously threatened during drought and storm conditions.

The use of representative (non-monetary) performance indicators for the con-
sidered stakeholders allowed us to demonstrate the trade-offs in a clear fashion:
the Pareto-front resulting from these performance indicators is an intuitive visu-
alisation of the costs and benefits between stakeholders. In particular, the use of
EMMA allowed us to explore and quantify the ecological implications of estuary-
scale interventions, such as (partially) opening the Haringvliet sluices. We have
thereby presented an approach in which ecological interests can be set on equal
footing with other stakeholders’ interests allowing for a similar incorporation of
ecological implications in decision- and policy-making.
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IV | REFLECTION

The aim of the reflection-phase is to critically deliber-
ate the role of nature-based solutions in an uncertain future,
with a special focus on this thesis’ topic: nature-based so-
lutions to mitigate salt intrusion. Thus, the objective is
to reflect on the role of nature-based solutions with future
uncertainties.

First, the role of nature-based solutions is considered at
a more general level in Chapter 8 with a special focus on un-
known uncertainties inherent to the future. Subsequently,
Chapter 9 reflects on this thesis and the implications it may
have on future estuarine salt intrusion mitigation.





8Synthesis

8.1 Introduction

In recent years, the consequences of rapid changes in the climate and the challenges
that they present for engineers have become apparent in extreme events (e.g., Pört-
ner et al., 2023; Wetz & Yoskowitz, 2013). Examples include the recent drought
in northwestern Europe due to extremely low river discharges (Toreti et al., 2022);
the devastating frequency of ocean heat waves causing mass coral bleaching events
(Hughes et al., 2018); and exceptionally large forest fires during the summer of
2019/2020 in Australia, aptly nicknamed the Black Summer (Collins et al., 2021).
Further climate change is expected to increase the gap between “normal” and “ex-
treme” conditions (e.g., Gründemann et al., 2022; Knutson et al., 2010). These

This chapter is based on:

Hendrickx, G.G., Pearson, S.G., Antoĺınez, J.A.A., and Aarninkhof, S.G.J. (in
review). DARE to proactively react to unknown uncertainties in the Anthropocene.
Submitted to Earth’s Future.
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extreme events require (hydraulic) engineers to prepare for the unknown: New,
unseen extremes will be—and are being—added to the records.

However, we live in a world in which optimal (engineering) designs are made
while relying on future projections either by extrapolation of the present, or antic-
ipating plausible future scenarios. Therefore, such unknown, extreme events are
challenging to confront using current (hydraulic) engineering design and manage-
ment practices. Questioning the extrapolation of present-day climate has inspired
a wealth of research on creating plausible future scenarios of the climate system
(e.g., Dingley et al., 2023) and decision-making under deep uncertainty (e.g., Haas-
noot et al., 2024; Kwakkel et al., 2016; Marchau et al., 2019). Deep uncertainty
represents the inability to know (1) which conceptual model to use, (2) which
probabilities represent the uncertainty, and/or (3) which valuation functions to
use, i.e., how to value the outcomes (Lempert et al., 2003). Rather than trying to
quantify deep uncertainty (e.g., Abadie et al., 2017; Herman et al., 2020; McIn-
erney et al., 2012; Reis & Shortridge, 2020), we propose to focus on designing
systems such that the uncertain “input” has less influence on the “output”—i.e.,
the performance.

The main challenge for today’s engineers is in part related to the difficulty that
arises when inferring the small probabilities associated with these extreme events
(e.g., Abadie et al., 2017; Klijn et al., 2004): smaller probabilities require larger
sample sizes and come with higher relative errors in their probabilities (Taleb,
2007). In practice, there is still widespread use among hydraulic engineers today
of return periods to make design decisions and future protections (e.g., Hu et al.,
2024; Onchi-Ramos et al., 2024; Wing et al., 2024). However, this assumption is
violated by the non-stationarity of a changing climate (e.g., Milly et al., 2008),
creating a need for more robust approaches.

Meanwhile, natural systems have been able to cope with changing climates
without being designed to meet specific goals. Instead, these natural systems sur-
vive by containing diverse sets of species that thrive under different conditions (e.g.,
Elmqvist et al., 2003; Folke et al., 2002; Loreau et al., 2001). As these conditions
are constantly changing, species—and the natural systems they inhabit—adapt to
these changes (e.g., Borsje et al., 2011; Todd, 2008). At the same time, natural
systems are robust to short-term fluctuations in the environmental conditions (e.g.,
Equihua et al., 2020; Holling, 1973; Logan et al., 2014). Even to such an extent that
“pre-stressing” reduces the damage of a subsequent stress event (Ainsworth et al.,
2016; Berry & Gasch, 2008), which can be considered an “antifragile” component
of natural systems (Taleb & Douady, 2013, more on the meaning of “antifragile”
in Sec. 8.2.3). This approach of nature provides a plausible blueprint that could
be emulated to help engineers face the challenges ahead.

In this chapter, we argue that we should implement nature’s own approach
to dealing with uncertainties in engineering practice. In this light, we propose
a conceptual framework that examines how we can reduce our dependency on
knowing what the future holds by focusing on the output space. This concept
is subsequently translated to practice in which we focus on physical aspects of
hydraulic engineering. Over the past decades, this field has transitioned from
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Figure 8.1: The three engineering dimensions and their corresponding axes in
DARE: (a) forcing-dimension to diversity-axis; (b) time-dimension to adaptability-axis; and
(c) performance-dimension to robustness-axis. The distributions in (a) and (b) both dis-
play performance-distributions, and in (c) they represent probability of performance with the
dashed horizontal line being the expected performance. In all, the colours highlight the change
along the DARE-axes.

“fighting against nature” to “building with nature” (de Vriend et al., 2015; van
Slobbe et al., 2013) or “engineering with nature” (Bridges et al., 2018). Here, we
propose the next step in this transition: “building like nature.”

We first discuss how we, engineers, could learn from natural systems in deal-
ing with unknown uncertainties in Section 8.2. In Section 8.3, we translate the
introduced concept to practice, i.e., how to “build like nature” when faced with
engineering challenges. We conclude this chapter with a brief reflection on what
this design approach implies for engineering practices in Section 8.4.

8.2 DARE

Given certain forcing conditions and a time horizon, engineers are challenged to
maximise performance of a system. In other words, there are three dimensions to
the engineering challenge: (1) forcing, (2) time, and (3) performance. In an ide-
alised world, all these three dimensions are fully understood and known. However,
we do not live in such a world and every dimension contains (unknown) uncer-
tainties. In addressing these uncertainties, we “build like nature” by following the
principles of biomimetics (mimicking the natural system for engineering purposes;
i.a., Bar-Cohen, 2006; Fayemi et al., 2017; Hwang et al., 2015). In doing so, we pro-
pose to project the aforementioned engineering dimensions on the following three
axes in the solution space (Fig. 8.1): (1) diversity, (2) adaptability, and (3) ro-
bustness—hence, diverse, adaptive, and robust engineering (DARE). These axes
are complementary but not exclusive, i.e., their implications are interconnected.

Here, we explain how these axes represent nature’s own approach, and how
they translate to engineering challenges.
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8.2.1 Diversity

In ecosystems, it has become clear that diversity facilitates resilience (e.g., Elmqvist
et al., 2003; Folke et al., 2004; Limberger et al., 2023; Loreau et al., 2001; Vasiliev,
2022). In this respect, both diversity in system response and functionality are
considered important for ecosystem resilience (Elmqvist et al., 2003; Limberger
et al., 2023), which is essential for ecosystem survival in an uncertain environment
(Elmqvist et al., 2003; Folke et al., 2002; Holling, 1973). Response diversity re-
flects the provision of the same ecosystem function by different species (Elmqvist
et al., 2003). This is a form of redundancy that allows for an ecosystem function
to persist over a wide(r) range of forcing conditions; e.g., diversity in plankton
species with different tolerances to pH maintained a high biomass of plankton
during acidic conditions (Frost et al., 1995).

Thus, the diversity-axis reflects the requirement for diversity in the engineering
solution space. A diverse set of solutions to an engineering task results in a resilient
approach—also in face of unknown uncertainties—by employing redundancy in
the set(s) of solutions (e.g., Folke et al., 2002; Loreau et al., 2001). This axis is
visualised in Figure 8.1a by the narrow, singular distribution (left) versus the wide,
collective distribution (right).

8.2.2 Adaptability

The resilience of an ecosystem—hence the provision of its functions—depends on
its ability to adapt to environmental changes and disturbances (Carpenter et al.,
2001; Folke et al., 2004). This adaptability can be within species—e.g., different
thermal tolerances of the same coral species due to different historical temperature
exposure (Howells et al., 2013)—as well as between species—e.g., changes in plant
composition in the Himalaya due to a warming climate (Telwala et al., 2013).

Also in engineering, the ability of adapting to changing conditions is essential in
face of (unknown) uncertainties, which includes both self-accommodating solutions
(e.g., Borsje et al., 2011) and adaptive strategies (e.g., Haasnoot et al., 2013).
Adaptive measures can be considered upfront in combination with monitoring
programs (e.g., Haasnoot et al., 2013; Kwakkel et al., 2015; Zandvoort et al.,
2018). The adaptability-axis implies an adaptive approach in which there is ample
room to change course when new information arises (e.g., new knowledge or data)
and/or when forcing conditions change on both the long- and short-term.

Long-term changes in forcing conditions are generally well-covered by self-
accommodating solutions and/or adaptive strategies. In the short-term, such
changes can be considered disturbances or extreme events. In such cases, solu-
tions might work during exceptional, extreme conditions, but can cause undesired
side-effects during “normal” conditions (e.g., estuarine storm surge barriers; Or-
ton et al., 2023; Ralston, 2022)—or vice versa (e.g., floodplains of rivers; Klijn
et al., 2004; Opperman et al., 2009). An adaptive approach on such an event-
timescale constitutes to the adaptability-axis. This is visualised in Figure 8.1b
by a rigid, straight line approach (left) versus a flexible, curved line approach
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(right). Note that the time-axis both reflects long-term changes—e.g., due to
climate change—and short-term changes, such as extreme storm events.

8.2.3 Robustness

Natural systems are able to absorb—or dampen—environmental changes without
dramatically altering their functions (e.g., Holling, 1973). Due to its living compo-
nents, an ecosystem can recover from extreme events that damaged the ecosystem
as long as the frequency and intensity of such events does not surpass the recov-
ering potential of the ecosystem (e.g., Borsje et al., 2011; Hooper et al., 2005;
Johnston et al., 2019). Note that this recovery potential is strongly linked to the
biodiversity of the ecosystem (e.g., Worm et al., 2006). Thus the robustness of
ecosystems is visible in limited fluctuations of its functions despite larger fluctua-
tions in environmental conditions—up to a certain limit.

Therefore, we propose to aim for robustness in engineering designs instead
of designs perfectly suited to a specific prediction of climate forcing, which is
unattainable (Dessai et al., 2009). Here, robustness is defined as reducing the
variability in the output space given a certain condition or state (sometimes also
referred to as “stability” and “resilience”; Herrera et al., 2016; Holling, 1973;
Taleb & Douady, 2013). In other words, the (unknown) uncertainties in future
climate forcing (input) are only partially translated to the functioning—or perfor-
mance—of the engineering design (output). Note that the aim of achieving robust
solutions should focus on insensitivity to undesired outcomes (i.e., risks); sensitiv-
ity to desired outcomes (i.e., opportunities) is only beneficial (i.e., an antifragile
system; Taleb & Douady, 2013). However, there is generally an upper limit to the
performance (i.e., limited opportunities), due to which non-fragile (i.e., robust)
systems are the highest attainable outcome.

Thus, the robustness-axis reflects the design of solutions that are insensitive
towards undesired states (i.e., risks). Figure 8.1c visualises the robustness by
reducing the variability of the lower-performance (left), and visualises antifragility
by increasing the variability of the upper-performance (right).

8.3 Examples

In this section, we present two examples of DARE from the field of hydraulic
engineering: (1) coastal flooding (Sec. 8.3.1), and (2) estuarine salt intrusion (Sec.
8.3.2). In the examples, we first introduce the challenge considered after which we
reflect on how DARE could aid (hydraulic) engineers with that challenge.

8.3.1 Coastal flooding

Coastlines across the world are densely populated, with 40% of the world popu-
lation living within 100 km from the coastline (Maul & Duedall, 2019) and this
number is rising (Jongman et al., 2012; Swain et al., 2020). However, coastal
regions are also highly susceptible to flooding (Neumann et al., 2015; Paprotny
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et al., 2018). Such flooding events have high social and economic costs (Hinkel
et al., 2014; Nicholls et al., 2011), and thus are considered undesirable.

Coastal flooding is generally driven by extreme events such as storms and
tropical cyclones (Almar et al., 2021; Bevacqua et al., 2020). Furthermore, climate
change is driving changes in the frequency and intensity of such events (Emanuel,
2005; Knutson et al., 2010; Lowe & Gregory, 2005), and thus in coastal flooding
(Vitousek et al., 2017). Next to the environmental uncertainties, modelling of
(coastal) flooding is despite the many efforts still a challenging exercise (Bates
et al., 2005; Jafarzadegan et al., 2023; Leijnse et al., 2021), which adds to the
complexity and thereby also to the uncertainty of coastal flooding.

The many uncertainties related to coastal flooding fuel the already present
challenges when designing coastal flood protection measures. DARE can provide
help with this engineering challenge, which is described below per axis of DARE
and visualised for tropical reef-lined coasts in Figure 8.2:

Diversity There are a multitude of ways to protect the coastline from flooding
that are located at different sections of the cross-shore profile: (1) at the
coastline itself, dikes and dunes provide a barrier to protect the hinterland
from high waters and wave impact (Mulder et al., 2011); and (2) in the
nearshore zone, vegetated foreshores—e.g., mangroves and marshes—, liv-
ing breakwaters as well as wide beaches dampen the wave energy before it
reaches the dune or dike (Temmerman et al., 2023; Toimil et al., 2023). All
these components can be combined to create a diverse set of flood mitigation
measures. In Figure 8.2a-c, the components of a fringing reef on the wave
runup are presented. This showcases that a (coral) reef by itself provides
the option for a diverse solution set. The reef width, forereef slope, and reef
friction all impact the wave runup. For example, a long reef flat and a high
reef friction reduces the wave runup.

Adaptability Allowing for dynamics of the flood protection measures facilitates
their adaptation to changing environmental conditions. In case of dunes,
they partially erode during extreme conditions but this sediment is returned
during calm conditions (Dodet et al., 2019; Houser et al., 2015; Suanez et al.,
2012). Dunes can even grow with sea level rise as long as there is sufficient
sediment available (van IJzendoorn et al., 2021). Similarly, vegetated fore-
shores consist of natural ecosystems, which make them inherently adaptive
to, e.g., sea level rise and environmental changes (Best et al., 2018; Gijón
Mancheño et al., 2024; Reed et al., 2018). This also holds for living break-
waters such as coral reefs, which can also grow with sea level rise (Perry et
al., 2018; van Woesik et al., 2015) and acclimatise to changing environmen-
tal conditions (e.g., Gibbin et al., 2018; Howells et al., 2013; Hughes et al.,
2003; Logan et al., 2014). The susceptibility of corals to a thermal stress
event is shown in Figure 8.2d, where native corals show much less bleaching
compared to transplanted corals adapted to a different thermal environment
(Howells et al., 2013).
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Figure 8.2: Conceptual implementation of the three axes of DARE on coastal
flooding: (a-c) diversity-axis, likelihood of large wave runup (upper 25%-quantile); (d)
adaptability-axis, coral susceptibility to a (thermal) stress event due to thermal acclimation;
(e) robustness-axis, wave runup at the beach as function of the coral reef width. (Data sources
used: Howells et al., 2013; Pearson et al., 2017a, see App. D for a description on the data
processing for this figure.)

Robustness Robustness can be incorporated along the sections of the cross-shore
profile, resulting in an overall robust coastline. Foredune blow-outs—i.e.,
gaps in the dunefront—contribute to the robustness of the beach-dune system
(Laporte-Fauret et al., 2022) by enhancing the interaction between beach
and dune (Schwarz et al., 2018), which increases the back-dune resilience
in face of sea level rise (Arens et al., 2013; Pye & Blott, 2017; Rangel-
Buitrago et al., 2023). Both (vegetated) foreshores and (living) breakwaters
are robust measures in that they dampen the wave energy before it reaches
the coastline: e.g., the vegetation density provides increased drag, resulting
in wave damping (Mendez & Losada, 2004; Vuik et al., 2016); and the width
of coral reefs has a limiting effect on the wave height (Baldock et al., 2020)
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and runup (Pearson et al., 2017b). Figure 8.2e shows that for increasing coral
reef width, the wave runup becomes smaller and also shows less variability.

Reflecting on how DARE could be used to mitigate coastal flooding, different
types of coastlines show different sets of solutions to consider. The sandy coastline
with its crucial beach-dune system compromises large parts of the world’s coast-
lines (Luijendijk et al., 2018). The beach-dune system provides flood protection in
various ways such as submerged sandbars, the beach, and dune(s) (Hanley et al.,
2014). Diversity can be built-in to the beach-dune system by combining different
maintenance approaches, e.g., sand nourishments (Hanson et al., 2002; Hoonhout
& de Vries, 2017), vegetation (Feagin et al., 2015, 2023; van Wiechen et al., 2023),
and allowing space for dune dynamics (Robin et al., 2023; Ruessink et al., 2018).
Such dune dynamics as well as vegetation provides adaptive capacity via dune
growth (van IJzendoorn et al., 2021). Allowing for foredune blow-outs contribute
to the robustness of the beach-dune system (Laporte-Fauret et al., 2022) despite
forming gaps in the front-line of a primary sea-defence: The added value of an
increased resilience of the back-dune to sea level rise (Arens et al., 2013; Pye &
Blott, 2017; Rangel-Buitrago et al., 2023) makes dunes with blow-outs more robust
to changes in hydrodynamic forcing.

Another important contributor to coastal safety around the equator is a coral
reef (Storlazzi et al., 2019), which also provides substantial contributions to the
local economy (Spalding et al., 2017). Coral reefs have been found to work nicely
in unison with two other ecosystems to protect against flooding, namely seagrasses
and mangroves (Guannel et al., 2016). As Figure 8.2a-c shows, there are various
ways coral reefs can reduce wave runup—hence reduce flood risk. Furthermore,
coral reefs can recover after storm damage (Fig. 8.2d; Mulla et al., 2024) and grow
with sea level rise (Perry et al., 2018; van Woesik et al., 2015). The robustness of
coral reefs—and other living foreshores alike—shows in their suppressing effect on
the wave height and runup, which becomes more prominent with, e.g., the width
of the reef (Fig. 8.2e; Baldock et al., 2020; Ferrario et al., 2014; Pearson et al.,
2017b).

8.3.2 Estuarine salt intrusion

Estuaries form the interface between the rivers and the sea, which makes them eco-
nomically attractive areas for human settlement. However, the supply of freshwater
by the rivers to these settlements is under constant threat of saline contamination
because they are close to the sea (Costall et al., 2018; Nicholls & Cazenave, 2010;
Wada et al., 2011). As substantial estuarine salt intrusion results in contamination
of freshwater, salt intrusion is considered socio-economically undesirable.

Estuarine salt intrusion is the result of an intricate interplay of several environ-
mental forces (most notably the tide and river discharge; e.g., Geyer & MacCready,
2014), where the estuarine geomorphology sets the playground for these compet-
ing forces (Hendrickx et al., 2023c; Veerapaga et al., 2020). These environmental
forces are shaped by uncertainties; e.g., the frequency and intensity of storms and
droughts are expected to change due to climate change (Knutson et al., 2010; Lee
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Figure 8.3: Conceptual implementation of the three axes of DARE on estuarine
salt intrusion: (a-c) diversity-axis, likelihood of large salt intrusion length (upper 25%-
quantile); (d,e) adaptability-axis, salt intrusion reduction due to placement of a temporary
sill; (f) robustness-axis, salt intrusion variability as function of the water depth. (Data sources
used: Hendrickx, 2022, 2023a; Hendrickx et al., 2024a, see App. D for a description on the
data processing for this figure.)

et al., 2024; Lowe & Gregory, 2005), which both have a significant influence on salt
intrusion (Wegman et al., in review ; Yang & Zhang, 2024). In addition to these
climatic uncertainties, (numerical) modelling of estuarine salt intrusion remains
challenging (e.g., Fringer et al., 2019), adding additional levels of uncertainty.

These sources of uncertainties—and other sources unmentioned and/or un-
known—complicate the design of salt intrusion mitigation measures. Below we
present how DARE can aid this engineering challenge considering the individual
axes of DARE supported by data presented in Figure 8.3:

Diversity Figure 8.3a–c shows the likelihoods for substantial salt intrusion as
function of three estuarine characteristics: river discharge, cross-sectional
area, and tidal damping/amplification (Hendrickx et al., 2023c). A low like-
lihood of salt intrusion can be achieved via different routes; aiming for a
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multitude of them reduces the reliability on the efficacy of a single approach.
Reflecting on Figure 8.3a–c, this means combining a large river discharge,
small cross-section, and a damping or amplifying tidal signal. For example,
maintaining a relatively small cross-section during high river discharges also
ensures limited salt intrusion while experiencing droughts—i.e., during low
discharge events.

Adaptability Figure 8.3d and e illustrate the effect of a sill in halting the salt
wedge to propagate landward, i.e., reducing the salt intrusion. Here, a sill
refers to a submerged dam made out of local sediments. Such a sill can be
implemented as a temporary solution during (extremely) disadvantageous
conditions—such as a drought (Fagerburg & Alexander, 1994; Johnson et al.,
1987)—, as it may cause a hindrance during “normal” conditions (Hendrickx
et al., 2024b). The implementation of a temporary sill during a drought is
a perfect example of an adaptive contingency approach: In times of need,
there is a plan of action ready to react to extreme conditions.

Robustness Figure 8.3f presents the salt intrusion as function of the water depth,
where for lower depths the variability in the salt intrusion reduces due to
which the estuary becomes more robust to environmental changes (Hendrickx
et al., 2023c). In other words, the salt intrusion is depth-limited. Note
that in the case of estuarine salt intrusion, there is inherently a limit to the
“performance” of zero salt intrusion. Therefore, it is impossible to attain an
antifragile system (as proposed in Sec. 8.2.3).

As illustration of how DARE could translate to practice, let us consider a
human-controlled delta such as the Ebro Delta (Spain; e.g., Alcaraz et al., 2011;
Ibáñez et al., 2012), the Pearl River Delta (China; e.g., Yan et al., 2016; Zhang
et al., 2012), or the Rhine-Meuse Delta (the Netherlands; e.g., Cox et al., 2022;
Ysebaert et al., 2016). In such a system, the river discharge is somewhat controlled,
enabling water managers to steer away from low discharge levels when possible (i.e.,
towards the right-hand side in Fig. 8.3a). However, droughts can make this goal
unattainable, necessitating a diverse set of measures; e.g., enforcing a minimum
channel depth. Setting a minimum channel depth adds a robust mitigation measure
to the solution set (Fig. 8.3f). As there are generally limits to how shallow an
estuary can be due to port accessibility demands, an adaptive measure can be
included to construct a temporary sill during extreme conditions (Fig. 8.3d and
e). The solution set can be further expanded by including other (robust) measures,
such as placing water intakes farther away from the estuary mouth, and/or increase
withdrawal/storage capacities of water intakes (Bakker et al., in review ; Hendrickx
et al., in prep. Chs. 6 and 7).

8.4 Implications

What does DARE mean for engineers in practice? Designing for extreme events—
which are generally the leading design conditions—by means of a return period
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is not future-proof. The concept of the “return period” is not only challenging
to communicate, but it invalidly assumes climatic stationarity (Gründemann et
al., 2022; Knutson et al., 2010; Milly et al., 2008). In response, more complex,
non-stationary statistical analyses to deal with an uncertain and changing climate
have been developed (e.g., Méndez et al., 2006; Radfar et al., 2023; Ragno et al.,
2019). Instead of this focus on the input space, we propose that engineers shift
in focus towards the output space: What are the desired regions in the output
space—or solution space—and how can we achieve those? Following nature’s own
approach and build like nature, we advocate DARE: diverse, adaptive, and robust
engineering.
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9Concluding remarks

Nature-based solutions to mitigate salt intrusion.

It is a concise title entailing a multitude of fascinating aspects of active fields
of research. It combines the multidisciplinary, system-oriented development of
nature-based solutions with the highly non-linear character of salt intrusion in
estuaries. Implicitly, the title calls for new assessment tools due to its multi-
disciplinary nature, and begs a critical reflection on nature-based solutions more
generally.

Chapter 1 posed a few possible questions that may have arisen after reading
the title. These—and many other—questions have been addressed in this disserta-
tion. This chapter summarises the search undertaken for nature-based solutions to
mitigate salt intrusion, and provides suggestions on how to continue on this topic.

9.1 Conclusions

The research objective of this dissertation implicitly asked: Are there viable nature-
based solutions to mitigate salt intrusion? The short answer is “yes.” Where in
the parameter space to search for these nature-based solutions has been explored

149
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in Chapter 3. Therefore, Chapter 3 forms the backbone of this dissertation as well
as any subsequent studies on the same topic.

The method as described in Chapter 2 enabled the execution of this extensive
sensitivity analysis; the adaptive sampling approach aims to use the information
available in the output space to inform the region of interest in the input space.

Three (nature-based) solutions have been addressed in detail: (1) placement
of a temporary sill (Ch. 4); (2) reclamation or (re)introduction of intertidal areas
(Ch. 5); and (3) reducing the water depth (Ch. 6). The latter is subsequently scru-
tinised to a multidisciplinary assessment, as part of the evaluation-phase (Pt. III).
In addition to this socio-economic assessment, Chapter 7 includes the ecological
perspective by which all three pillars of the Building with Nature-approach have
been addressed.

At last, this dissertation contains a critical reflection on the concept of nature-
based solutions, providing suggestions for a future-proof view on hydraulic engi-
neering (Ch. 8).

9.1.1 Exploration

Explore the potential impact of estuary-scale modifications on salt in-
trusion.

As estuarine salt intrusion requires three-dimensional models, exploration is a com-
putationally expensive exercise. Therefore, a novel sampling method has been
introduced in Chapter 2; the use of statistical and machine learning techniques en-
abled us to cut computational costs by a factor of 1,250. The hybrid downscaling
employed in this method puts enlightening sensitivity analyses within computa-
tional reach.

With the methodology as described in Chapter 2, the response of the estuarine
salt intrusion to estuary-scale interventions is explored in Chapter 3. The ex-
tensive sensitivity analysis enabled a systematic cross-comparison of estuary-scale
interventions. This resulted in a comprehensive overview of potential nature-based
solutions. In Chapter 3, a ranking of estuary-scale modifications is presented based
on the sensitivity of the salt intrusion to these modifications (Tab. 3.2, p. 57).

Most effective mitigation measures include the reduction of the conveyance
cross-section and the increase in river discharge. Both the cross-sectional area and
the river discharge determine the river flow velocity, which is the main driving
force pushing the saline water out of the estuary. Therefore, it is reasonable that
measures causing an increase in river flow have a profound effect on the estuarine
salt intrusion, which can both be achieved via an increased river discharge and a
reduced cross-sectional area—i.e., reduced depth and/or width.

Next are the modifications that impact the tidal signal; the tidal oscillatory
movement introduces mixing in the estuary breaking up the stratification that pro-
motes the estuarine circulation. Such modifications include changing the balance
between bottom friction and width-convergence, as well as remodelling the inter-
tidal area. Note, however, that tidal mixing reduces salt intrusion in a stratified
estuary but may enhance salt intrusion in a well-mixed system (Ch. 5).
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Other estuary-scale modifications included in the sensitivity analysis turn out
to have at best a limited effect on the salt intrusion; these include varying the
lateral depth in the channel or meandering of the estuary.

Due to the non-linear nature of estuarine salt intrusion, different measures are
suitable under different circumstances. For example, Figure 3.8 (p. 50) shows the
opposing effects of tidal damping on the salt intrusion: increasing the tidal damp-
ing in a tide-amplifying system enhances the salt intrusion, while in a damped
system it reduces the salt intrusion. Thus, to determine which estuary-scale inter-
ventions are most promising under which conditions in mitigating estuarine salt
intrusion, the extensive sensitivity analysis presented in Chapter 3 can be used
as a starting point after which in-depth studies are required to further distil the
efficacy of the measure in a given setting.

9.1.2 Conceptualisation

Conceptualise various nature-based solutions to mitigate salt intrusion.

Contrary to the general focus of most nature-based solutions, vegetation does
not play a significant role in mitigating salt intrusion. This is reflected by the
negligible effect of bottom friction on the intertidal flats on the salt intrusion
(Ch. 3). Instead, system-oriented and estuary-scale modifications are key in the
design and implementation of mitigation measures.

The findings of Chapter 3 prioritise which estuary-scale modifications are most
promising in influencing the salt intrusion (Fig. 3.4 and Tab. 3.2, pp. 43 and 57).
In general, there are two approaches to modifying the estuarine salt intrusion:
(1) modify the forcing conditions; and/or (2) modify the estuarine geomorphol-
ogy. Modification of the forcing conditions would generally be very effective; e.g.,
there is a very strong correlation between the river discharge and the salt in-
trusion length. However, this requires substantial infrastructural interventions
often beyond the scope of feasibility—be it economically, physically, or environ-
mentally—as well as sufficient upstream freshwater supply, which is generally the
cause of (temporal) water shortages. Therefore, modifications to the morphology
of the estuary constitutes a generally more feasibly approach; e.g., modifying the
cross-sectional area of the estuary has substantial effects on the salt intrusion.

The mitigation of estuarine salt intrusion can be achieved via two types of mod-
ification: (1) advection-based, whereby the landward advection of saline water is
reduced; and (2) mixing-based, whereby the stratification-mixing balance is altered
to limit salt intrusion. These two types are not exclusive, as any modification has
implications in both.

Chapter 4 introduced a (temporary) sill to mitigate salt intrusion—a sill being a
submerged dam. This mitigation measure aims to halt the advection of saline water
in the lower part of the water column by means of an obstruction. In essence, the
aim of the sill is to halt the saline bottom layer to move landward due to estuarine
circulation. For strongly stratified systems with a minor tidal component, the salt
wedge is clearly halted by the sill (Fig. 4.3, p. 69). However, the sill becomes less
effective in mitigating salt intrusion for increasing tidal influence.
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Chapter 5 showcases how the (re)introduction of intertidal areas modifies the
salt intrusion. This estuary-scale modification alters the salt intrusion by affect-
ing the balance between stratification and mixing. This balance is expressed by
the Simpson number (Eq. 5.9, p. 89), which determines whether intertidal areas
enhance or reduce the salt intrusion. Thus, the effect of increasing (or reducing)
the mixing in an estuary is dictated by the current stratification-mixing balance
in the estuary—i.e., the Simpson number.

The modification of the water depth—as discussed in Chapter 6—mainly ad-
dresses the squeezing of the cross-sectional area due to which the river flow in-
creases (for the same discharge). In other words, the seaward advection of salin-
ity increases with decreasing depth. However, modifying the water depth also
changes the stratification-mixing balance: the balance moves in favour of the mix-
ing. From a physical perspective, the strong correlation between the water depth
and salt intrusion has long been known (see Ch. 3 for an overview). However,
from a multidisciplinary perspective, reducing the water depth to mitigate salt in-
trusion worsens port accessibility; hence, there is an economic incentive to deepen
estuaries. Because the estuarine water depth is generally an economic decision,
Chapter 6 is encapsulated in the evaluation-phase (i.e., Pt. III).

9.1.3 Evaluation

Evaluate nature-based solutions in a multidisciplinary context.

The evaluation of nature-based solutions requires a multidisciplinary approach.
This multidisciplinary nature results in multi-unitary comparisons, which compli-
cate matters by comparing apples to oranges. However, systematically determining
the consequences of interventions for multiple stakeholders allows the definition of
trade-off curves (Chs. 6 and 7). Such trade-off curves do not aim to decide what the
best solution is; the goal of such a curve is to visualise the benefits and drawbacks of
interventions for all included stakeholders. The multi-unitary comparison would
often be simplified by expressing all quantities in monetary units. This would,
however, require (many) additional assumptions—which are potentially politically
laden—and remove the nature of the trade-offs at play.

Chapter 6 addressed the trade-off between port logistics and accessibility ver-
sus freshwater availability during a severe drought—namely the summer of 2022 in
the Netherlands. The case study presented in Chapter 6 included the Port of Rot-
terdam and four water boards in the Rhine-Meuse Delta. In this study, we focused
on the maintained bed level of the estuary because of its opposing effects on the
chosen stakeholders: Increased water depth is beneficial for port logistics, as larger,
more efficient vessels can enter; however, this comes at the cost of increased salt
intrusion, which hampers freshwater availability. These stakeholders have been
reflected by two performance indicators based on (1) vessel waiting time for the
port performance; and (2) freshwater shortages for the water intake performance.
Analysis of these indicators by means of a Pareto-front puts the most recent deep-
ening of the New Waterway into question, as the benefits for port accessibility are
limited while the freshwater availability is further threatened.
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In Chapter 7, another trade-off has been addressed, namely between ecological
diversity and freshwater availability. Here, we focused on the closed-off Haringvliet
in the Rhine-Meuse Delta, from which the Hollandse Delta water board extracts
its freshwater. Since the (partial) closure of the Haringvliet as part of the Delta
Works, this former estuary has become a freshwater lake. However, the ecological
costs of this closure are high, due to which (partially) reopening the Haringvliet
sluices is currently considered—the so-called “Kierbesluit” (trans.: “Ajar policy”).
Chapter 7 presents a methodology to quantify the ecological impact of various in-
terventions based on hydrodynamic model simulations. This is achieved by gener-
ating ecotope maps using EMMA (Ecotope-Map Maker based on Abiotics), which
are subsequently used to determine the ecotope-diversity and generate ecotope
bar-codes of the area of interest. The freshwater availability has been assessed
similarly as in Chapter 6, i.e., based on freshwater shortages.

Although Chapters 6 and 7 both present two-dimensional trade-offs, the as-
sessments methods can be scaled-up to multi-dimensional trade-offs. Key is that
the dimensions are expressed by representative performance indicators, which are
generally based on non-monetary units.

9.1.4 Reflection

Reflect on the role of nature-based solutions with future uncertainties.

The reflection on the role of nature-based solutions in light of future uncertain-
ties—a result of the rapidly changing climate and socio-economics in general—
requires a rethinking of the concept “nature-based solutions.” As nature-based
solutions intend to draw solutions from natural processes, Chapter 8 argues to get
inspiration from how natural systems deal with changing climates. Instead of fo-
cusing on meeting predetermined goals, natural systems survive—and thrive—due
to diversity in species accustomed to various conditions. Every one of these species
adapts to changes in the environment in a (slightly) different manner. Simulta-
neously, natural systems are robust to changes in the environment occurring on
short time scales, and can even benefit from regular non-destructive stresses.

Along the lines of biomimicry, Chapter 8 proposes an (engineering) design phi-
losophy based on nature’s own approach in dealing with (unknown) uncertainties:
diverse, adaptive, and robust engineering (DARE). With DARE, the three dimen-
sions of engineering challenges are translated to three axes in the solution space to
better address the uncertainties related to them: (1) the forcing dimension to the
diversity-axis; (2) the time dimension to the adaptability-axis; and (3) the perfor-
mance dimension to the robustness-axis. Essentially, DARE is shifting the focus
from the input space to the output space: What regions in the output space—or
solution space—are desirable, and how to get there?



154 9. Concluding remarks

9

9.2 Advancements

This dissertation has provided advancements in both fields of research that it
brings together: (1) Building with Nature, and (2) estuarine salt dynamics. In
addition, the merging of these fields of research in itself is also a scientific—as well
as a practical—advancement.

9.2.1 From output to input

The first step in the Building with Nature-approach is to understand the system
(e.g., de Vriend et al., 2015; van Koningsveld & Mulder, 2004; van Slobbe et al.,
2013). Chapter 2 advocates for the use of sensitivity analyses to increase this
system understanding, and provides an adaptive approach in doing so. A focus
on the variability in the output is more relevant for understanding the system at
hand. Such an exploration of the output space—instead of exploring the input
space—provides valuable insights into the reach of possibilities.

The sensitivity of the output to the input is also key in developing nature-based
solutions: the robustness-axis of DARE (diverse, adaptive, and robust engineering;
Ch. 8) is a direct derivation of the variation in the output space (App. D).

9.2.2 Salt intrusion modifiers

Estuarine salt intrusion is the result of the non-linear interplay between forcing
conditions, largely influenced by the playground set by the estuarine morphology.
Certain estuary-scale parameters have long been known to be of substantial in-
fluence on the salt intrusion—e.g., the water depth (e.g., Hansen & Rattray Jr.,
1965). Over the decades that followed, additional relevant parameters have been
investigated—e.g., intertidal area (e.g., Geyer et al., 2020; Lyu & Zhu, 2019; Zhou
et al., 2020a). However, a cross-comparison of all these different factors was miss-
ing.

Chapter 3 provides such a cross-comparison for the influence of estuary-scale
parameters on salt intrusion. The extensive sensitivity analysis executed confirms
the dominance of the water depth and river discharge on the salt intrusion length.
Some other parameters are shown to be of limited—or no—influence on the salt
intrusion, which enabled us to rank the measures based on their effectiveness in
mitigating estuarine salt intrusion (Tab. 3.2, p. 57). Therefore, the findings pre-
sented in Chapter 3 should be considered as a starting point for further research
(Sec. 9.5), steered by Table 3.2 (p. 57).

Further investigations of a selected set of nature-based solutions—as presented
in Chapters 4 and 5 and Section 9.5—show the relevance of system understanding
on the salt intrusion mitigation ability of implementations. Most importantly, the
same measure might reduce or enhance the salt intrusion based on (1) its imple-
mentation—e.g., the distance between the sill and the estuarine mouth (Ch. 4)—,
and (2) the estuary—e.g., intertidal areas promote salt intrusion in well-mixed
estuaries but reduce the intrusion for partially mixed and salt wedge estuaries
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(Ch. 5). Note that not all mitigation measures have such a dual response: reduc-
ing the water depth will only reduce the salt intrusion (Ch. 6).

9.2.3 Multidisciplinary assessment

Chapters 6 and 7 present multidisciplinary assessment methods. Both methods
promote and propose non-monetary evaluation metrics, supporting sustainable
future policy-trajectories (IPBES, 2022; Pörtner et al., 2023). These assessments
are based on performance indicators per stakeholder (in line with de Vries et al.,
2021; van Koningsveld & Mulder, 2004), where we applied a novel port logistics
model (OpenTNSim; Bakker & van Koningsveld, 2023, in Ch. 6), and a newly
developed ecotope potential model (EMMA; Brunink & Hendrickx, 2024, in Ch. 7).
Both these models build on hydrodynamic model data, which has also been used
to determine the freshwater shortages in both Chapters 6 and 7. This enables the
exploration of the multidisciplinary impacts of various interventions, as has been
done in Chapters 6 and 7.

With the assessment methods presented in Chapters 6 and 7, all three compo-
nents of the Building with Nature-approach can be included in decision- and policy-
making: physics, ecology, and socio-economy (van Slobbe et al., 2013). Especially
a quantitative assessment method for ecological implications of interventions was
missing, or fully focused on economic ecosystem services (e.g., Barbier et al., 2011;
Granek et al., 2010; Heimhuber et al., 2024; Liquete et al., 2013; Worm et al.,
2006). However, the focus on the potential occurrence of ecotopes and subsequent
translation to ecotope-diversity—i.e., diversity at the landscape level—functions
as an indicator of the resilience of the (estuarine) ecosystem (e.g., Elmqvist et al.,
2003; Folke et al., 2002; Limberger et al., 2023; Loreau et al., 2001; Loreau et al.,
2003; Vasiliev, 2022; Yachi & Loreau, 1999).

Thus, Chapters 6 and 7 propose—and provide proof of concept of—the use of
non-monetary performance indicators for decision- and policy-making.

9.2.4 Building like nature

The Building with Nature-approach (e.g., de Vriend et al., 2015) and similar de-
sign approaches (e.g., Engineering with Nature; Bridges et al., 2018) aim to develop
nature-based solutions. Although nature-based solutions have adopted many def-
initions (e.g., Hanson et al., 2020; Seddon et al., 2021), all include the inclusion
of nature into engineering challenges and co-develop natural development (e.g., de
Vriend et al., 2015; Herrmann-Pillath et al., 2022; Temmerman et al., 2023). These
developments have brought engineers from “fighting against nature” to “building
with nature” (and alike; van Slobbe et al., 2013).

In Chapter 8, the next step for (hydraulic) engineers is proposed: “building
like nature.” Instead of focusing on better predictions—an idealistic approach
(Dessai et al., 2009)—we propose to focus on reducing our reliability on such
predictions. Chapter 8 introduces the concept of DARE: diverse, adaptive, and
robust engineering. DARE describes an engineering approach based on nature’s
own approach in dealing with (unknown) uncertainties: (1) a diverse solution set



156 9. Concluding remarks

9

deals with the uncertainty in forcing conditions; (2) an adaptive approach tackles
uncertainties along the temporal dimension; and (3) a robust solution limits the
uncertainty of its performance.

9.3 Outcomes

This section provides an overview on how this dissertation influenced—or will
influence—academic developments, practical applications, and societal challenges.
This includes concrete translations from the research findings to follow-up studies
and implementations as well as undertaken efforts to facilitate the uptake of these
findings.

9.3.1 Implementations

The hybrid downscaling as described in Chapter 2 has proven effective in reducing
computational costs. This has resulted in interest in the method (e.g., Wu & Wan,
2024) and how it can be applied on other topics. An example is the exploration
of compound flooding in Charleston (SC, USA) in which this approach has been
applied to gain insights into the non-linear interactions of the multivariate flooding
drivers on flood damage (Terlinden-Ruhl et al., in review).

The sensitivity analysis enabled by Chapter 2—i.e., Chapter 3—has been an
inspiration for further research on the effects of various modifications of the estuary
on the salt intrusion. Examples other than chapters in this dissertation include
the effects of sand waves (Geerts et al., in review), intertidal flats (Siemes et al.,
in review), freshwater pulses (Huismans et al., 2024), width-convergence (Mart́ın-
Llanes & López-Ruiz, 2024), and tidal damping (Zhong et al., 2024). In addition,
this extensive sensitivity analysis has informed in-situ studies as well, such as in
Vietnam (Pham et al., 2024), and Chile (Soto-Rivas et al., 2024).

Furthermore, the sensitivity analysis provides a starting point for policy- and
decision-makers tasked with assessing the implications of estuarine modifications.
In combination with the evaluation of trade-offs as presented in Chapters 6 and 7
in which socio-economic and -ecological assessment tools are used (Bakker & van
Koningsveld, 2023; Brunink & Hendrickx, 2024), the findings of this dissertation
support policy- and decision-makers concerned with estuarine salt intrusion.

9.3.2 Open science

Everything that has been created as part of this research project has been made
openly accessible, in line with the FAIR data principles (Wilkinson et al., 2016).
Considerable amounts of model simulations have been executed as part of this
dissertation and all their input files have been shared via online repositories (Hen-
drickx, 2023a; Hendrickx & Pearson, 2024a; Hendrickx et al., 2024a). The NEESI-
dataset that supports Chapters 2, 3 and 8 also includes the core post-processed
data (Hendrickx, 2023a). In addition, the trained neural network as used in
Chapters 2, 3 and 8 is published as ANNESI (Hendrickx, 2022). To enhance
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the accessibility of ANNESI, it has been coupled to a web-API: https://annesi-
web.netlify.app.

The post-processing toolbox EMMA that has been developed by Brunink and
Hendrickx (2024)—and which has been used in Chapter 7—is also freely accessible
(Hendrickx & Brunink, 2023). We have put great effort in making EMMA as user-
friendly as possible, and by making it open access, we invite others to contribute.

Also other developed modules are openly accessible, such as processing code for
the salt flux decomposition as used in Chapters 4 and 5 (Hendrickx, 2023b). An
overview of all developed modules as part of this dissertation have been collected on
a dedicated GitHub-repository: https://github.com/ghendrickx/SALTISolutions.

At last, all chapters in this dissertation that have also been published as pa-
pers—or are still in the review process—are freely and openly accessible (upon
publication). This also holds for this dissertation itself.

9.4 Impact

As the previous sections have shown, the potential impact of this dissertation is
twofold: (1) scientific, and (2) societal.

The potential scientific impact derives from the multiple scientific contribu-
tions that are collectively the main body of this dissertation—i.e., Chapters 2 to 8.
In addition, parts of this dissertation have informed subsequent studies of which
examples are presented in Section 9.3.1. Especially Chapter 3 has shown to be
useful to the scientific community due to its cross-comparison of estuarine bound-
ary conditions and morphological features and their impact on the salt intrusion
length.

The potential societal impact mainly relates to Chapters 3 to 6, which present
concrete salt intrusion mitigation measures. These suggested measures have in-
formed Rijkswaterstaat—the governmental body responsible for the Dutch pri-
mary infrastructure—as well as others working on the topic of salt intrusion (e.g.,
Deltares). Further potential societal impact follows from contributions to ongoing
debates regarding the Dutch vision on her relation with water. Chapter 6 ques-
tioned the general tendency to enhance water depths in port areas, and even con-
sidered doing the opposite—i.e., shallowing. Chapter 7 stepped in on the debate
that inspired the “Kierbesluit” (trans.: “Ajar policy”) by providing a quantita-
tive method for a socio-ecological assessment. At last, Chapter 8 provided a way
forward for (hydraulic) engineers—and non-engineers alike—to think differently
about (Knightian) uncertainty: less focus on predicting the unpredictable, and
more focus on resilience towards “the unknown.”

9.5 Outlook

This dissertation includes the conceptualisation of three (nature-based) solutions
to mitigate salt intrusion: (1) a (temporary) sill (Ch. 4); (2) enhancement of in-
tertidal area (Ch. 5); and (3) reducing the water depth (Ch. 6). However, this

https://annesi-web.netlify.app
https://annesi-web.netlify.app
https://github.com/ghendrickx/SALTISolutions
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list is not exhaustive. For example, Chapter 3 concludes with a longer list of
potential (nature-based) solutions (Tab. 3.2, p. 57). This section provides rec-
ommendations for potential nature-based solutions to mitigate salt intrusion, and
proposes research questions reflecting these recommendations for future studies.
These recommendations include opportunities not touched upon in detail earlier
in this dissertation.

9.5.1 Discharge management

The strong correlation between the river discharge and the estuarine salt intrusion
is apparent from Figure 3.4 (p. 43), and has also been analysed extensively in
literature (e.g., Geyer & MacCready, 2014; Lee et al., 2024; Monismith et al., 2002;
Ralston & Geyer, 2019; Savenije, 1993). This makes droughts also threatening for
freshwater availability, as in addition to the reduced supply of freshwater, the
available freshwater is simultaneously contaminated by intruding saline water.

However, the salt intrusion length does not respond similarly to an increase
versus a decrease in river discharge (e.g., Biemond et al., 2022; Chen, 2015; Gong
& Shen, 2011; Hetland & Geyer, 2004; Kranenburg, 1986; MacCready, 1999; Moni-
smith, 2017): The estuary responds faster to an increase in river discharge com-
pared to a decrease. This asymmetric response forms the backbone of a potential
salt intrusion mitigation measure that can be applied in intensely controlled sys-
tems, such as the Rhine-Meuse Delta (e.g., Cox et al., 2021; Ysebaert et al., 2016),
the Pearl River Delta (e.g., Yan et al., 2016; Zhang et al., 2012), and the Ebro
River (e.g., Alcaraz et al., 2011; Ibáñez et al., 2012). However, how this asymmet-
ric response can be used to reduce salt intrusion remains an open question:

How can the river discharge signal be modified such that the salt intru-
sion is reduced with the same average river discharge?

Although Monismith (2017) concluded based on a simplified model that this
asymmetric response cannot be exploited to reduce salt intrusion—it is even more
likely to enhance salt intrusion—, exploratory model simulations with a 3D hydro-
dynamic model show a more nuanced story (App. E). Therefore, further develop-
ing our understanding on how salt intrusion responds to changes in river discharge
might result in drought-management plans for discharge-controlled systems.

9.5.2 Tidal mixing energy

In Chapter 3, the tidal range on itself did not stand out as a key characteristic
determining the estuarine salt intrusion length (Fig. 3.4, p. 43). However, when
presented as the tidal damping—or amplification—as in Figure 3.8 (p. 50), the
dual influence of the tide becomes apparent: both tidal damping and amplification
reduce the salt intrusion length.

This dual influence of the tide has also been shown in estuaries around the world
by means of different responses of the salt intrusion to the spring-neap fluctuations.
In some estuaries, the salt intrusion reduces during spring tide—i.e., increased tidal
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range—together with a reduced stratification. Examples of this response include
Delaware Bay (NJ, USA; Geyer et al., 2020), Hudson estuary (NY, USA; Lerczak
et al., 2009; Wang et al., 2017), Johor Estuary (Malaysia; Hasan et al., 2013),
and Madoamen Estuary (China; Gong & Shen, 2011). In other estuaries, the
salt intrusion increases during spring tide—i.e., showing the opposite response to
changes in tidal range. Examples showing this response include Changjiang River
(China; Xue et al., 2009), and Maipo River (Chile; Soto-Rivas et al., 2024).

A similar dual response in salt intrusion has been found as a result of modifying
the intertidal area (Ch. 5). This similarity in response is motivated by the enhanced
mixing induced by both an increased tidal range and enhanced intertidal area.
Appendix F hypothesises that a regime shift based on the stratification-mixing
balance is at play; as in Chapter 5, such a regime change is expected to be marked
by the Simpson number (Eq. 5.9, p. 89).

As estuary-scale interventions are bound to modify the tidal signal, such modi-
fications will have implications on the salt intrusion as well. For example, reducing
the width-convergence due to port development in a tide-amplifying estuary is ex-
pected to enhance the salt intrusion (Fig. 3.8, p. 50). If this increased salt intrusion
is indeed the result of reduced vertical mixing—as hypothesised in Appendix F—,
countermeasures could focus on reintroducing the vertical mixing to limit the salt
intrusion.

How does the stratification-mixing balance influence the effect of the
tide on salt intrusion?

Note that the above question implicitly assumes that the stratification-mixing
balance has a (significant) effect on how the tidal signal affects the salt intrusion.

9.5.3 Estuarine meandering

Although Chapter 3 shows no correlation between the meandering of the estuary
and the salt intrusion (Fig. 3.10, p. 53), there are suggestions in literature that
state the difference: e.g., Pein et al. (2018) presented a reduction in salt intrusion
due to the introduction of local meanders, and Bo and Ralston (2022) also found a
minimal reduction in salt intrusion by introducing sharp bends—no influence was
found for smooth bends. However, the definition of the salt intrusion used by Pein
et al. (2018) is unclear, and might have influenced their conclusions (Sec. 3.5.2.3,
p. 52): it is not fully clear from Pein et al. (2018) whether they defined the salt
intrusion length along the meandering thalweg of the estuary, or if they projected
it on the axis perpendicular to the coastline. Nevertheless, Bo and Ralston (2022)
showed a very small reduction in salt intrusion due to the introduction of (sharp)
bends. However, the NEESI-dataset (i.e., Ch. 3) consists of mainly (very) smooth
bends (not shown).

Thus the potential of meanders as salt intrusion mitigation measure remains
an open-end; or stated differently, the potential increase in salt intrusion due to
the removal of meanders, e.g., by straightening the estuary for navigability. The
findings by Bo and Ralston (2022) and Pein et al. (2018) as well as Chapter 3
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are not conclusive, but they open the door for further analyses on the effect of
meanders on estuarine salt intrusion:

How can meanders in an estuary reduce the salt intrusion length?

Note that the above question implicitly asks whether meanders can (significantly)
reduce the estuarine salt intrusion, which is by no means trivial (as previous studies
have shown: Bo & Ralston, 2022; Pein et al., 2018, as well as Ch. 3).

9.5.4 Tidal phase difference

Estuaries with side channels are prone to enhanced salt intrusion in the main
channel due to a phenomenon called “tidal trapping” (e.g., Garcia et al., 2022;
MacVean & Stacey, 2011; Okubo, 1973; Schijf & Schönfled, 1953). This mechanism
is also related to the enhanced salt intrusion due to intertidal areas (Dronkers,
1978; Schijf & Schönfled, 1953)—at least for well-mixed estuaries (Ch. 5).

Tidal phase differences occurring at the junction influence the salinity pattern
in both the main and the side channels (e.g., Garcia et al., 2022; Warner et al.,
2002; Wegman et al., in review). This can even result in the side channel remaining
fresh despite saline water passing by its mouth (Laan et al., 2023; Wegman et al.,
in review). Such behaviour is interesting in face of freshwater availability, and
it has sparked a preliminary study (de Wilde, 2024); this study investigated the
effects of the geometries of the main and side channels on the tidal phase difference.

Data has shown that the tidal phase difference between the main and side
channels can keep the side channel (largely) fresh (Laan et al., 2023; Wegman
et al., in review). However, the interplay of the main and side channels and how
this influences the salinity patterns in both remains an open question:

How can the tidal phase difference between main and side channel min-
imise the salt intrusion in the side channel?

Sections 9.5.1 to 9.5.4 provide technical, physics-based suggestions on potential
nature-based solutions to mitigate salt intrusion. However, as this dissertation
has shown, the non-technical perspectives are just as relevant. The non-monetary
assessments of Chapters 6 and 7 promote a different approach for decision- and
policy-making, in which the relevant trade-offs present take centre stage. Sub-
sequently, the DARE-concept presented in Chapter 8—which proposes a new
paradigm of building like nature—is only the start of a debate on how engineers
should approach societal needs. Therefore, this dissertation facilitates a more
holistic discussion on the bigger picture of engineering and decision- and policy-
making, pointing the way to more diverse, adaptive, and robust solutions for the
challenges that lie ahead in an uncertain future.



Epilogue

This dissertation addressed nature-based solutions to mitigate salt intrusion. This
is an increasingly relevant topic with growth of coastal communities due to eco-
nomic opportunities in these regions (Maul & Duedall, 2019; Neumann et al.,
2015), where salt intrusion poses a significant threat to the freshwater availability
of these coastal communities (Costall et al., 2018; Wada et al., 2011). In addition
to the growing coastal communities, the climate is changing in unfavourable direc-
tions regarding freshwater availability: sea level rise as well as increased drought
frequency and duration promote increased salt intrusion (e.g., Jones et al., 2024;
Lee et al., 2024; Yang & Zhang, 2024). Mitigating salt intrusion can relieve part
of the pressure on the freshwater reserves.

However, only focusing on mitigation of salt intrusion from a physical perspec-
tive is insufficient. There is only so much that can be done to mitigate salt intrusion
before it collides with the interests of other stakeholders, as extensively covered in
Chapters 6 and 7. Instead, a diverse set of approaches should be considered—in
line with the diversity-axis of DARE (Ch. 8).

Note that this does not mean that salt intrusion mitigation cannot be useful
in securing freshwater availability; there are, however, other complementary op-
tions available as well. Chapters 6 and 7 already implicitly or explicitly touched
upon these options, which include—but are not limited to—(1) enlarging fresh-
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water reserves from which can be drawn during times of need, such as a drought;
(2) reducing freshwater demands (during a drought), e.g., by not cultivating salt-
sensitive crops in (or near) coastal regions; and (3) moving water extraction points
away from water bodies susceptible to salt contamination. These options—in com-
bination with mitigation measures listed in this dissertation—provide a robust way
forward regarding freshwater availability now and for generations to come.

However relevant and important, the aforementioned approaches to secure
freshwater availability do not address the elephant in the room: The increasing
strains on freshwater availability—i.e., increasing water stress—are the result of
(anthropogenic) climate change (e.g., Jones et al., 2024; Lee et al., 2024)—next
to the growing human population. Both these pressing developments are largely
driven by economic growth.

This same economic growth is the main determinant on which decisions and
policies are made, wherein more economic growth is regarded as a good thing—or
even considered the sole goal. In doing so, decision- and policy-makers heavily rely
on economic growth projections, which generally use Integrated Assessment Models
(IAMs) such as the popular DICE (Dynamic Integrated model of Climate and the
Economy; Nordhaus, 2018, for the latest version). In studies implementing DICE
and similar models, the “optimal strategy” follows from economic optimisation
alone—i.e., which strategy has the lowest monetary costs. Although earlier studies
using DICE concluded an “optimal” global warming of 3–3.5◦C by 2100 (Nordhaus,
1992), others have concluded recently that the well-below 2◦C limit of the Paris
Agreement “passes the cost-benefit test” (e.g., Glanemann et al., 2020; Kotz et al.,
2024; Moore & Diaz, 2015; Yumashev et al., 2019, of which some also use DICE).

On the other hand, economists using DICE and similar models have also con-
cluded that (1) economic damages for 6◦C global warming by 2100 would only be
1.4% of GDP (Dietz et al., 2021); (2) the loss of the Atlantic Meridional Overturn-
ing Circulation (AMOC) would be economically beneficial (Anthoff et al., 2016);
(3) the disintegration of the Greenland ice sheet will have virtually no impact on
The Economy (Nordhaus, 2019); and (4) the optimal strategy co-occurs with a
high likelihood of disintegration of the West-Antarctic ice sheet (approx. 70%;
Diaz & Keller, 2016).

Besides the questionable physical (and economic) soundness of such climate-
economy assessments (e.g., Keen et al., 2022; Pindyck, 2017), the wide spreading
in the results and subsequent conclusions disfavours the use of such global, climate-
economy IAMs (Keen, 2021). Essentially, these models are able to produce almost
any result one desires (Pindyck, 2017) due to which they cannot be qualified as
“useful” models (Box, 1976, 1979).

With the economic side of the story generally untested and unvalidated (Millner
& McDermott, 2016), it would make sense to focus on the biophysical realm. This
is not to say that all is known in climate—and other biophysical—models, but
they have been tested and validated against real-world data and are grounded in
the laws of physics. Thereby, climate models have proven their “usefulness.”

According to such climate models, every 0.1◦C of global warming puts the
Earth closer to its climate tipping points (Lenton et al., 2019; Rockström et al.,
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2023), which have the potential to put the Earth on a “Hothouse Earth” pathway
with temperatures increasing irreversibly 4–5◦C compared to pre-industrial levels
(Steffen et al., 2018). With economic growth considered the most important driver
of climate change (e.g., Millner & McDermott, 2016) and threat to one of life’s
most essential resources (i.e., [fresh]water; Alcamo et al., 2007; Distefano & Kelly,
2017), economic growth as the “holy grail” for decision- and policy-makers is worth
reconsidering.

This leaves the question whether it would be possible to inform decision- and
policy-making using non-monetary instead of monetary units, and focus on the
boundaries of the environmental system at hand? The approach advocated for in
Chapters 6 to 8: Chapters 6 and 7 presented the trade-offs associated with estuary-
scale interventions without the need of monetary units; and Chapter 8 advocates
for Building like Nature (Sec. 9.2.4) in which the natural system and its physical
boundaries form the basis.

Recent developments in spatial planning in the Netherlands show that such an
approach is possible with the adopted policy “water en bodem sturend” (trans.:
“guided by water and soil”; Baptist et al., 2019; Ministry of Infrastructure and
Water Management, 2022). This policy states that we should start from the envi-
ronmental system at hand and determine its possibilities, instead of stating (un-
realistic) desires that are subsequently enforced on an environmental system.

Thus, instead of making (important) decisions and policies solely on economic
grounds, what if we set monetary units aside as decisive metrics for decision-
and policy-making and focus on the possibilities within the boundaries of the
environment instead? What if we stopped “optimising” in an environment that we
cannot even model correctly? What if we DARE to proactively react to unknown
uncertainties?





When the money ain’t the means
but the means is the money.

You start to compromise ideals
for dollars, morals, get bloody.

Ren
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C., López-Corona, O., Mungúıa, M., Pérez-
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mont, N., Karunarathna, H., & Griffin, J. N.
(2021). Coastal wetlands mitigate storm
flooding and associated costs in estuar-
ies. Environmental Research Letters, 16 (7),
074034. https : / / doi . org / 10 . 1088 / 1748 -
9326/ac0c45

Fayemi, P. E., Wanieck, K., Zollfrank, C.,
Maranzana, N., & Aoussat, A. (2017).

Biomimetics: Process, tools and prac-
tice. Bioinspiration & Biomimetics, 12 (1),
011002. https : / / doi . org / 10 . 1088 / 1748 -
3190/12/1/011002

Feagin, R. A., Figlus, J., Zinnert, J. C., Si-
gren, J., Mart́ınez, M. L., Silva, R., Smith,
W. K., Cox, D., Young, D. R., & Carter, G.
(2015). Going with the flow or against the
grain? The promise of vegetation for protect-
ing beaches, dunes, and barrier islands from
erosion. Frontiers in Ecology and the Envi-
ronment, 13 (4), 203–210. https://doi.org/
10.1890/140218

Feagin, R. A., Innocenti, R. A., Bond, H., Wen-
grove, M., Huff, T. P., Lomonaco, P., Tsai,
B., Puleo, J., Pontiki, M., Figlus, J., Chavez,
V., & Silva, R. (2023). Does vegetation ac-
celerate coastal dune erosion during extreme
events? Science Advances, 9 (24). https ://
doi.org/10.1126/sciadv.adg7135

Ferrario, F., Beck, M. W., Storlazzi, C. D.,
Micheli, F., Shepard, C. C., & Airoldi, L.
(2014). The effectiveness of coral reefs for
coastal hazard risk reduction and adapta-
tion. Nature Communications, 5 (1), 3794.
https://doi.org/10.1038/ncomms4794

Figueroa, S. M., Lee, G.-h., Chang, J., & Jung,
N. W. (2022). Impact of estuarine dams
on the estuarine parameter space and sed-
iment flux decomposition: Idealized numer-
ical modeling study. Journal of Geophysi-
cal Research: Oceans, 127, e2021JC017829.
https://doi.org/10.1029/2021JC017829

Fischer, H. B., List, E. J., Koh, R. C. Y., Im-
berger, J., & Brooks, N. H. (1979). Mixing in
Inland and Coastal Waters. Academic Press.
https://doi.org/https://doi.org/10.1016/
C2009-0-22051-4

Fischer, H. (1972). Mass transport mechanisms
in partially stratified estuaries. Journal of
Fluid Mechanics, 53 (4), 671–687. https://
doi.org/10.1017/S0022112072000412

Folke, C., Carpenter, S., Elmqvist, T., Gun-
derson, L., Holling, C. S., & Walker, B.
(2002). Resilience and sustainable develop-
ment: Building adaptive capacity in a world
of transformations. AMBIO: A Journal of
the Human Environment, 31 (5), 437–440.
https://doi.org/10.1579/0044-7447-31.5.437

Folke, C., Carpenter, S., Walker, B., Scheffer,
M., Elmqvist, T., Gunderson, L., & Holling,
C. S. (2004). Regime shifts, resilience, and
biodiversity in ecosystem management. An-
nual Review of Ecology, Evolution, and Sys-
tematics, 35 (1), 557–581. https://doi.org/
10.1146/annurev.ecolsys.35.021103.105711

https://doi.org/10.1061/9780872621909.171
https://doi.org/10.1061/9780872621909.171
https://doi.org/10.1016/0077-7579(86)90056-6
https://doi.org/10.1016/0077-7579(86)90056-6
https://doi.org/10.1016/j.csr.2017.06.012
https://doi.org/10.1016/j.csr.2017.06.012
https://doi.org/10.1029/2023JC020498
https://doi.org/10.1890/1540-9295(2003)001[0488:RDECAR]2.0.CO;2
https://doi.org/10.1890/1540-9295(2003)001[0488:RDECAR]2.0.CO;2
https://doi.org/10.1038/nature03906
https://doi.org/10.1038/nature03906
https://doi.org/10.1007/s11047-018-9685-y
https://doi.org/10.1007/s11047-018-9685-y
https://doi.org/10.7717/peerj.8533
https://doi.org/10.7717/peerj.8533
https://doi.org/10.1088/1748-9326/ac0c45
https://doi.org/10.1088/1748-9326/ac0c45
https://doi.org/10.1088/1748-3190/12/1/011002
https://doi.org/10.1088/1748-3190/12/1/011002
https://doi.org/10.1890/140218
https://doi.org/10.1890/140218
https://doi.org/10.1126/sciadv.adg7135
https://doi.org/10.1126/sciadv.adg7135
https://doi.org/10.1038/ncomms4794
https://doi.org/10.1029/2021JC017829
https://doi.org/https://doi.org/10.1016/C2009-0-22051-4
https://doi.org/https://doi.org/10.1016/C2009-0-22051-4
https://doi.org/10.1017/S0022112072000412
https://doi.org/10.1017/S0022112072000412
https://doi.org/10.1579/0044-7447-31.5.437
https://doi.org/10.1146/annurev.ecolsys.35.021103.105711
https://doi.org/10.1146/annurev.ecolsys.35.021103.105711


174 References

R

Friedrichs, C. T., & Aubrey, D. G. (1988). Non-
linear tidal distortion in shallow well-mixed
estuaries: a synthesis. Estuarine, Coastal
and Shelf Science, 27 (5), 521–545. https://
doi.org/10.1016/0272-7714(88)90082-0

Friedrichs, C. T., & Aubrey, D. G. (1994).
Tidal propagation in strongly convergent
channels. Journal of Geophysical Research,
99 (C2), 3321–3336. https : / / doi . org / 10 .
1029/93JC03219

Friedrichs, C. T., & Madsen, O. S. (1992). Non-
linear diffusion of the tidal signal in fric-
tionally dominated embayments. Journal of
Geophysical Research, 97 (C4), 5637. https:
//doi.org/10.1029/92jc00354

Fringer, O. B., Dawson, C. N., He, R., Ral-
ston, D. K., & Zhang, Y. J. (2019). The
future of coastal and estuarine modeling:
Findings from a workshop. Ocean Modelling,
143 (August), 101458. https://doi.org/10.
1016/j.ocemod.2019.101458

Frost, T. M., Carpenter, S. R., Ives, A. R., &
Kratz, T. K. (1995). Species Compensation
and Complementarity in Ecosystem Func-
tion. In C. G. Jones & J. H. Lawton (Eds.),
Linking species & ecosystems (pp. 224–239).
Springer US. https://doi.org/10.1007/978-
1-4615-1773-3{\ }22

Galván, C., Puente, A., & Juanes, J. A.
(2021). Nested socio-ecological maps as a
spatial planning instrument for estuary con-
servation and ecosystem-based management.
Frontiers in Marine Science, 8, 730762.
https://doi.org/10.3389/fmars.2021.730762

Garcia, A. M. P., & Geyer, W. R. (2023).
Tidal dispersion in short estuaries. Jour-
nal of Geophysical Research: Oceans, 128,
e2022JC018883. https://doi.org/10.1029/
2022JC018883

Garcia, A. M. P., Geyer, W. R., & Randall, N.
(2022). Exchange flows in tributary creeks
enhance dispersion by tidal trapping. Estu-
aries and Coasts, 45 (2), 363–381. https://
doi.org/10.1007/s12237-021-00969-4

Geerts, S. J., van der Sande, W. M., Geurts,
B. J., Roos, P. C., M., T. T., & Hulscher,
S. J. M. H. (in review). Estuarine sand dunes
as a nature-based solution against salt in-
trusion. Journal of Geophysical Research:
Oceans.

Geraeds, M. E. G., Pietrzak, J. D., Gerritsma,
A., Verlaan, M., & Katsman, C. A. (in
prep.). The wind-driven response of salt in-
trusion in a salt wedge estuary. Journal of
Physical Oceanography.

Gerritsma, A., Verlaan, M., Geraeds, M. E. G.,
Huismans, Y., & Pietrzak, J. D. (in review).

The effects of a storm surge event on salt in-
trusion: Insights from the rhine-meuse delta.
Journal of Geophysical Research: Oceans.

Geyer, W. R. (1997). Influence of wind on dy-
namics and flushing of shallow estuaries. Es-
tuarine, Coastal and Shelf Science, 44 (6),
713–722. https://doi.org/10.1006/ecss.1996.
0140

Geyer, W. R., & MacCready, P. (2014). The es-
tuarine circulation. Annual Review of Fluid
Mechanics, 46 (1), 175–197. https://doi.org/
10.1146/annurev-fluid-010313-141302

Geyer, W. R., Ralston, D. K., & Chen, J.-L.
(2020). Mechanisms of exchange flow in an
estuary with a narrow, deep channel and
wide, shallow shoals. Journal of Geophysical
Research: Oceans, 125 (12), e2020JC016092.
https://doi.org/10.1029/2020JC016092

Gibbin, E. M., Krueger, T., Putnam, H. M.,
Barott, K. L., Bodin, J., Gates, R. D., &
Meibom, A. (2018). Short-term thermal ac-
climation modifies the metabolic condition
of the coral holobiont. Frontiers in Marine
Science, 5, 10. https ://doi . org/10 .3389/
fmars.2018.00010

Gijón Mancheño, A., Vuik, V., vanWesenbeeck,
B. K., Jonkman, S. N., van Hespen, R., Moll,
J. R., Kazi, S., Urrutia, I., & van Ledden,
M. (2024). Integrating mangrove growth and
failure in coastal flood protection designs.
Scientific Reports, 14 (1), 7951. https://doi.
org/10.1038/s41598-024-58705-4

Glamore, W., Rayner, D., Ruprecht, J., Sadat-
Noori, M., & Khojasteh, D. (2021). Eco-
hydrology as a driver for tidal restoration:
Observations from a Ramsar wetland in east-
ern Australia (J. M. Dias, Ed.). PLOS ONE,
16 (8), e0254701. https://doi.org/10.1371/
journal.pone.0254701

Glanemann, N., Willner, S. N., & Levermann,
A. (2020). Paris Climate Agreement passes
the cost-benefit test. Nature Communica-
tions, 11 (1), 110. https://doi.org/10.1038/
s41467-019-13961-1

Gong, W., Lin, Z., Chen, Y., Chen, Z., &
Zhang, H. (2018). Effect of winds and waves
on salt intrusion in the Pearl River estuary.
Ocean Science, 14 (1), 139–159. https://doi.
org/10.5194/os-14-139-2018

Gong, W., & Shen, J. (2011). The response of
salt intrusion to changes in river discharge
and tidal mixing during the dry season in
the Modaomen Estuary, China. Continen-
tal Shelf Research, 31 (7-8), 769–788. https:
//doi.org/10.1016/j.csr.2011.01.011

Gramacy, R. B., & Lee, H. K. H. (2009). Adap-
tive eesign and analysis of supercomputer ex-

https://doi.org/10.1016/0272-7714(88)90082-0
https://doi.org/10.1016/0272-7714(88)90082-0
https://doi.org/10.1029/93JC03219
https://doi.org/10.1029/93JC03219
https://doi.org/10.1029/92jc00354
https://doi.org/10.1029/92jc00354
https://doi.org/10.1016/j.ocemod.2019.101458
https://doi.org/10.1016/j.ocemod.2019.101458
https://doi.org/10.1007/978-1-4615-1773-3{\_}22
https://doi.org/10.1007/978-1-4615-1773-3{\_}22
https://doi.org/10.3389/fmars.2021.730762
https://doi.org/10.1029/2022JC018883
https://doi.org/10.1029/2022JC018883
https://doi.org/10.1007/s12237-021-00969-4
https://doi.org/10.1007/s12237-021-00969-4
https://doi.org/10.1006/ecss.1996.0140
https://doi.org/10.1006/ecss.1996.0140
https://doi.org/10.1146/annurev-fluid-010313-141302
https://doi.org/10.1146/annurev-fluid-010313-141302
https://doi.org/10.1029/2020JC016092
https://doi.org/10.3389/fmars.2018.00010
https://doi.org/10.3389/fmars.2018.00010
https://doi.org/10.1038/s41598-024-58705-4
https://doi.org/10.1038/s41598-024-58705-4
https://doi.org/10.1371/journal.pone.0254701
https://doi.org/10.1371/journal.pone.0254701
https://doi.org/10.1038/s41467-019-13961-1
https://doi.org/10.1038/s41467-019-13961-1
https://doi.org/10.5194/os-14-139-2018
https://doi.org/10.5194/os-14-139-2018
https://doi.org/10.1016/j.csr.2011.01.011
https://doi.org/10.1016/j.csr.2011.01.011


References

R

175

periments. Technometrics, 51 (2), 130–145.
https://doi.org/10.1198/TECH.2009.0015

Granek, E. F., Polasky, S., Kappel, C. V., Reed,
D. J., Stoms, D. M., Koch, E. W., Kennedy,
C. J., Cramer, L. A., Hacker, S. D., Bar-
bier, E. B., Aswani, S., Ruckelshaus, M.,
Perillo, G. M. E., Silliman, B. R., Muthiga,
N., Bael, D., & Wolanski, E. (2010). Ecosys-
tem services as a common language for
coastal ecosystem-based management. Con-
servation Biology, 24 (1), 207–216. https://
doi.org/10.1111/j.1523-1739.2009.01355.x

Greco, S., Figueira, J. R., & Ehrgott, M. (Eds.).
(2016). Multiple Criteria Decision Analysis:
State of the Art Surveys (2nd ed.). Springer.

Gründemann, G. J., van de Giesen, N., Brun-
ner, L., & van der Ent, R. (2022). Rarest
rainfall events will see the greatest relative
increase in magnitude under future climate
change. Communications Earth & Environ-
ment, 3 (1), 235. https://doi.org/10.1038/
s43247-022-00558-8

Guannel, G., Arkema, K., Ruggiero, P., &
Verutes, G. (2016). The power of three:
Coral reefs, seagrasses and mangroves pro-
tect coastal regions and increase their re-
silience (C. N. Bianchi, Ed.). PLoS ONE,
11 (7), e0158094. https://doi.org/10.1371/
journal.pone.0158094

Guha, A., & Lawrence, G. A. (2013). Estuary
classification revisited. Journal of Physical
Oceanography, 43 (8), 1566–1571. https : / /
doi.org/10.1175/JPO-D-12-0129.1

Haasnoot, M., van Deursen, W. P. A., Guil-
laume, J. H. A., Kwakkel, J. H., van Beek,
E., & Middelkoop, H. (2014). Fit for pur-
pose? Building and evaluating a fast, in-
tegrated model for exploring water pol-
icy pathways. Environmental Modelling and
Software, 60, 99–120. https://doi .org/10.
1016/j.envsoft.2014.05.020

Haasnoot, M., Di Fant, V., Kwakkel, J., &
Lawrence, J. (2024). Lessons from a decade
of adaptive pathways studies for climate
adaptation. Global Environmental Change,
88, 102907. https : / / doi . org / 10 . 1016 / j .
gloenvcha.2024.102907

Haasnoot, M., Kwakkel, J. H., Walker, W. E.,
& ter Maat, J. (2013). Dynamic adaptive
policy pathways: A method for crafting ro-
bust decisions for a deeply uncertain world.
Global Environmental Change, 23 (2), 485–
498. https://doi.org/10.1016/j.gloenvcha.
2012.12.006

Hall, A. R., Miller, A. D., Leggett, H. C.,
Roxburgh, S. H., Buckling, A., & Shea, K.
(2012). Diversity-disturbance relationships:

Frequency and intensity interact. Biology
Letters, 8 (5), 768–771. https://doi.org/10.
1098/rsbl.2012.0282

Haney, R. L. (1991). On the pressure gradi-
ent force over steep topography in sigma co-
ordinate ocean models. Journal of Physical
Oceanography, 21 (4), 610–619. https://doi.
org / 10 . 1175 / 1520 - 0485(1991 ) 021⟨0610 :
OTPGFO⟩2.0.CO;2

Hanley, M. E., Hoggart, S. P. G., Simmonds,
D. J., Bichot, A., Colangelo, M. A., Bozzeda,
F., Heurtefeux, H., Ondiviela, B., Ostrowski,
R., Recio, M., Trude, R., Zawadzka-Kahlau,
E., & Thompson, R. C. (2014). Shifting
sands? Coastal protection by sand banks,
beaches and dunes. Coastal Engineering, 87,
136–146. https : / / doi . org / 10 . 1016 / j .
coastaleng.2013.10.020

Hansen, D. V., & Rattray Jr., M. (1965). Grav-
itational circulation in straits and estuaries.
Journal of Marine Research, 23, 104–122.

Hansen, D. V., & Rattray Jr., M. (1966). New
dimensions in estuary classification. Lim-
nology and Oceanography, 11 (3), 319–326.
https://doi.org/10.4319/lo.1966.11.3.0319

Hanson, H., Brampton, A., Capobianco, M.,
Dette, H. H., Hamm, L., Laustrup, C.,
Lechuga, A., & Spanhoff, R. (2002). Beach
nourishment projects, practices, and objec-
tives—a European overview. Coastal Engi-
neering, 47 (2), 81–111. https://doi.org/10.
1016/S0378-3839(02)00122-9

Hanson, H. I., Wickenberg, B., & Alkan Olsson,
J. (2020). Working on the boundaries—How
do science use and interpret the nature-
based solution concept? Land Use Policy,
90, 104302. https : / / doi . org / 10 . 1016 / j .
landusepol.2019.104302

Harley, C. D. G., Hughes, A. R., Hultgren,
K. M., Miner, B. G., Sorte, C. J. B., Thorn-
ber, C. S., Rodriguez, L. F., Tomanek, L.,
& Williams, S. L. (2006). The impacts of
climate change in coastal marine systems.
Ecology Letters, 9 (2), 228–241. https://doi.
org/10.1111/j.1461-0248.2005.00871.x

Hasan, G. M. J., van Maren, D. S., & Fatt,
C. H. (2013). Numerical study on mixing
and stratification in the ebb-dominant Jo-
hor estuary. Journal of Coastal Research,
29 (1), 201–215. https://doi.org/10.2112/
JCOASTRES-D-12-00053.1

He, C., Yin, Z.-Y., Stocchino, A., & Wai,
O. W. H. (2023). Generation of macro-
vortices in estuarine compound channels.
Frontiers in Marine Science, 10, 1082506.
https : / / doi . org / 10 . 3389 / fmars . 2023 .
1082506

https://doi.org/10.1198/TECH.2009.0015
https://doi.org/10.1111/j.1523-1739.2009.01355.x
https://doi.org/10.1111/j.1523-1739.2009.01355.x
https://doi.org/10.1038/s43247-022-00558-8
https://doi.org/10.1038/s43247-022-00558-8
https://doi.org/10.1371/journal.pone.0158094
https://doi.org/10.1371/journal.pone.0158094
https://doi.org/10.1175/JPO-D-12-0129.1
https://doi.org/10.1175/JPO-D-12-0129.1
https://doi.org/10.1016/j.envsoft.2014.05.020
https://doi.org/10.1016/j.envsoft.2014.05.020
https://doi.org/10.1016/j.gloenvcha.2024.102907
https://doi.org/10.1016/j.gloenvcha.2024.102907
https://doi.org/10.1016/j.gloenvcha.2012.12.006
https://doi.org/10.1016/j.gloenvcha.2012.12.006
https://doi.org/10.1098/rsbl.2012.0282
https://doi.org/10.1098/rsbl.2012.0282
https://doi.org/10.1175/1520-0485(1991)021<0610:OTPGFO>2.0.CO;2
https://doi.org/10.1175/1520-0485(1991)021<0610:OTPGFO>2.0.CO;2
https://doi.org/10.1175/1520-0485(1991)021<0610:OTPGFO>2.0.CO;2
https://doi.org/10.1016/j.coastaleng.2013.10.020
https://doi.org/10.1016/j.coastaleng.2013.10.020
https://doi.org/10.4319/lo.1966.11.3.0319
https://doi.org/10.1016/S0378-3839(02)00122-9
https://doi.org/10.1016/S0378-3839(02)00122-9
https://doi.org/10.1016/j.landusepol.2019.104302
https://doi.org/10.1016/j.landusepol.2019.104302
https://doi.org/10.1111/j.1461-0248.2005.00871.x
https://doi.org/10.1111/j.1461-0248.2005.00871.x
https://doi.org/10.2112/JCOASTRES-D-12-00053.1
https://doi.org/10.2112/JCOASTRES-D-12-00053.1
https://doi.org/10.3389/fmars.2023.1082506
https://doi.org/10.3389/fmars.2023.1082506


176 References

R

Heimhuber, V., Raoult, V., Glamore, W. C.,
Taylor, M. D., & Gaston, T. F. (2024).
Restoring blue carbon ecosystems unlocks
fisheries’ potential. Restoration Ecology,
32 (1), e14052. https : //doi . org/10 . 1111/
rec.14052

Hendrickx, G. G. (2022). ANNESI: An open-
source artificial neural network for estuarine
salt intrusion. https : / / doi . org / 10 . 4121 /
19307693

Hendrickx, G. G. (2023a). NEESI: Numeri-
cal Experiments of Estuarine Salt Intrusion
dataset. https://doi.org/10.4121/22272247

Hendrickx, G. G. (2023b). NumPy-based Salt
Flux Decomposition. https : / / doi . org /
10 . 4121 / bccbe767 - 667b - 40ba - a4d1 -
d8fcad900772

Hendrickx, G. G., Antoĺınez, J. A. A., & Her-
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P. J., Munné, A., & Prat, N. (2012). Regime
shift from phytoplankton to macrophyte
dominance in a large river: Top-down versus
bottom-up effects. Science of The Total En-
vironment, 416, 314–322. https://doi.org/
10.1016/j.scitotenv.2011.11.059

IPBES. (2022). Methodological Assessment Re-
port on the Diverse Values and Valuation
of Nature of the Intergovernmental Science-
Policy Platform on Biodiversity and Ecosys-
tem Services (P. Balvanera, U. Pascual,
M. Christie, B. Baptiste, & D. González-
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AANNESI

Chapters 2 and 3 employ the use of a neural network. This neural network has been named
ANNESI: Artificial Neural Network for Estuarine Salt Intrusion (Hendrickx, 2022). It
has been trained on the dataset used for the sensitivity analysis, as described in Chap-
ters 2 and 3, the NEESI dataset (Numerical Experiments of Estuarine Salt Intrusion;
Hendrickx, 2023a). ANNESI is open-source, and has been incorporated as the backend
model of a web-API: https://annesi-web.netlify.app/.

A.1 Architecture

The neural network is a multilayer perceptron, which is a feedforward artifical neural
network where every node of a layer communicates with every node in an adjacent layer.
The neural network used for this study contains three hidden layers with 50 nodes each
between the input layer of thirteen nodes and the output layer with two nodes. The
activation function used between all layers is the rectifing—or ReLU—function.

This appendix is based on the supplementary material of:

Hendrickx, G.G., Antoĺınez, J.A.A., and Herman, P.M.J. (2023). Predicting
the response of complex systems for coastal management. Coastal Engineering,
182:104289.
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Figure A.1: Training progress of neural network. Until 475 epochs, the neural network
is improving; after 475 epochs, the neural network is being over-fitted.

A.2 Training

The neural network is trained and validated by randomly splitting the dataset in two
separate datasets: (1) a training dataset (80%), and (2) a testing (or validation) dataset
(20%). The training dataset is used to train the neural network, and the testing dataset
is used to test—or validate—the neural network. The neural network never “sees” the
latter to prevent over-fitting of the network.

Because the training is resolved throughout with backpropagation, increasing the
number of epochs—i.e., updating the many fitting coefficients—makes the neural network
better predict the output: The root-mean-squared-error (RMSE) of both the training and
the testing datasets decrease. However, there is a tipping point after which the RMSE
of the testing dataset increases; this is the moment the neural network is being over-fit.
This behaviour is visualised in Figure A.1.



BSupplementary material
Chapters 2 and 3

B.1 Parameter definitions

The thirteen input parameters are further clarified in Appendices B.1.1 and B.1.2, for
respectively the forcing conditions and the geometric features.

This appendix is based on the supplementary material of:

Hendrickx, G.G., Antoĺınez, J.A.A., and Herman, P.M.J. (2023). Predicting
the response of complex systems for coastal management. Coastal Engineering,
182:104289.

Hendrickx, G.G., Kranenburg, W.M., Antoĺınez, J.A.A., Huismans, Y.,
Aarninkhof, S.G.J., and Herman, P.M.J. (2023). Sensitivity of salt intrusion to
estuary-scale changes: A systematic modelling study towards nature-based mitiga-
tion measures Estuarine, Coastal and Shelf Science, 295:108564.
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B

B.1.1 Forcing

The tidal boundary condition is represented by the S2-tide—i.e., a wave period of 43,200
s is used, which equals 12 hours. This boundary condition is imposed at the uppermost
offshore boundary, which is 30 km from the coast.

The storm surge level is imposed as a rise in water level, which increases for one half
of the day after which is fades away again. Thus, following a triangular shape in time
(based on Perk et al., 2019).

The river discharge is imposed as a constant input of freshwater, i.e. not varying over
time and a salinity of s = 0 psu.

B.1.2 Geometry

Some of the geometric features change in longitudinal direction due to the convergence
of the estuary; these are the channel depth, channel width, and flat width. The channel
depth and channel width at the upstream boundary are a function of the river discharge
(modified from Hey & Thorne, 1986; Leuven et al., 2018b):1

dc(x = L) = dc(Q) = 0.33 · (3.5Q)0.35 (B.1a)

Wc(x = L) = Wc(Q) = 3.67 · (3.5Q)0.45 (B.1b)

where dc is the channel depth [m]; Q the river discharge [m3s−1]; and Wc the channel
width [m].

The channel depth linearly reduces from its definition at the mouth (Tabs. 2.1 and
3.1, pp. 18 and 37) towards this minimum depth as a function of the river discharge;
while the channel width follows an exponential decay (Figs. 2.2 and 3.1, pp. 20 and 38):

dc(x) = − d0c − dc(Q)

L
· x+ d0c (B.2a)

Wc(x) = Wc(Q) +
(
W 0

c −Wc(Q)
)
exp [−γx] (B.2b)

where dc is the channel depth [m]; L the length of the estuarine domain [m]; x the
longitudinal coordinate [m]; Wc the channel width [m]; and γ the convergence [m−1].

In all the above statements, the channel depth represents the lateral averaged channel
depth. However, due to the bottom curvature, κc, the channel depth varies is lateral
direction:

d̃c(x, y) = dc(x) + κc

(
1

12
Wc(x)

2 − y2

)
(B.3)

where d̃c is the lateral varying channel depth [m]; dc the lateral averaged channel depth
[m]; κc the bottom curvature [m−1]; Wc the channel width; and x and y are the longitu-
dinal and lateral coordinates, respectively [m].

B.2 Physical restrictions input space

To ensure the parameter combinations to be physically sound, some restrictions are en-
forced on the input space. These restrictions are listed below:

1The expressions by Leuven et al. (2018b) are related to Q instead of 3.5Q. This factor of 3.5
is added to translate from gravel beds to sand beds for which the Shields stability parameter has
been used.
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Channel depth The channel depth at the mouth of the estuary has to be larger than,
or equal to, the channel depth at the upstream boundary. This results in a relation
between the channel depth at the mouth and the river discharge (Eq. B.1a):

dc(x = 0) ≥ dc(x = L) = 0.33 · (3.5Q)0.35 (B.4)

where dc is the channel depth [m]; x the longitudinal axis, with x = 0 the mouth and
x = L the upstream boundary; and Q the river discharge [m3s−1].

Channel width The channel width at the mouth of the estuary has to be larger than,
or equal to, the channel width at the upstream boundary. This results in a relation
between the channel width at the mouth and the river discharge (Eq. B.1b):

Wc(x = 0) ≥ Wc(x = L) = 3.67 · (3.5Q)0.45 (B.5)

where Wc is the channel width [m]; x the longitudinal axis, with x = 0 the mouth and
x = L the upstream boundary; and Q the river discharge [m3s−1].

Flat depth The flat depth is described as the product of the flat depth ratio, rd, and
the tidal range, a. The flat depth has to be smaller than the channel depth:

1

2
rda = df < dc (B.6)

where rd is the flat depth ratio [–]; a the tidal range [m]; df the flat depth [m]; and dc
the channel depth [m].

Flat width The flat width is limited to the channel width; the flat width has to be
smaller than, or equal to, the channel width:

Wf ≤ Wc (B.7)

where Wf is the flat width [m]; and Wc the channel width [m].

Bottom curvature The bottom curvature is capped such that the boundaries of the
channel—which are shallower due to the bottom curvature—do not rise above the flat
depth. Because the channel depth is defined as the average water depth in the channel
of the estuary, a slightly more strict maximum bottom curvature is imposed, related to
the channel depth instead of the flat depth (and the channel width):

κc ≤ 3

5

dc
W 2

c

(B.8)

where κc is the bottom curvature [m−1]; dc the channel depth [m]; and Wc the channel
width [m]. Note that this restriction is valid as long as df ≤ 1

10
dc, with df being the flat

depth (df = 1
2
rda) [m]. This holds for all value combinations possible.

Meander amplitude The meander amplitude is capped by the total width of the
estuary, based on empirical findings by Leuven et al. (2018a):

Am ≤ 2.5(Wc +Wf )
1.1 (B.9)

where Am is the meander amplitude [m]; Wc the channel width [m]; and Wf the flat
width [m].
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Meander length The meander length is related to the meander amplitude and should
be within a range based on this parameter—again based on empirical findings by Leuven
et al. (2018a):

27.044A0.786
m ≤ Lm ≤ 71.429A0.833

m (B.10)

where Am is the meander amplitude [m]; and Lm the meander length [m].

Flow velocity A first-order estimate of the flow velocity in the estuary is considered to
verify if the parameter combinations do not result in unrealistically large velocities. Flow
velocities above 2 ms−1 are considered unrealistic. The first-order estimates are based
on the combination of river flow and tidal flow, where the latter is determined using the
tidal prism (based on van Rijn, 2011):

P =
1

2
a

(
Wmin

c

δ
(1− exp [−δL]) +

Wc −Wmin
c

γ + δ
(1− exp [− (γ + δ)L])

)
(B.11a)

with

Wmin
c = 3.67 · (3.5Q)0.45 (B.11b)

δ = − 1

2
γ + µ (B.11c)

µ =
k√
2

√
ξ +

√
ξ2 + (mT )2 (B.11d)

ξ = − 1 +
( γ

2k

)2

(B.11e)

k =
1

T
√
gdc

(B.11f)

m =
8

3π

ncut

dc
(B.11g)

ut =
a

2
√
2

√
g

dc
(B.11h)

where P is the tidal prism [m3]; a the tidal range [m]; Wmin
c the minimum channel

width [m]; δ the tidal damping coefficient [m−1]; L the length of the estuary [m]; Wc

the channel width [m]; γ the convergence [m−1]; Q the river discharge [m3s−1]; µ the
damping parameter [m−1]; k the wave number [m−1]; m the friction parameter [s−1]; T
the tidal wave period [s]; dc the channel depth [m]; and ut the estimation of the tidal
flow velocity [ms−1].

The representative flow velocity in the estuary is defined as:

u =
Q

Wcdc
+

2P

TWcdc
(B.12)

where u is the representative flow velocity [ms−1]; and all other symbols are provided
above. This representative flow velocity is subjected to an upper bound:

u ≤ 2.0 [ms−1] (B.13)
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B.3 Input and output spaces

The restrictions on the input space—and thereby potential correlations between input
parameters—are clearly visible in the matrix-plot presented in Figure B.1. This figure
also includes the relations between the input and output data, including the mixing
parameter, M , and the freshwater Froude number, Frf (Eqs. 2.1/3.1 and 2.2/3.2, pp. 18
and 35). The input parameters are presented in gray and the output variables in blue to
create a visual distinction between the two.

B.4 Relative salt intrusion gradients

In Chapter 3, a total overview of the variability of the relative gradient to the river
discharge (pQ) is presented in Figure 5. Supplementary to this single figure, the sim-
ilar figures for all the thirteen input parameters except the discharge are presented in
Figure B.2 (pp. 203–206)—for the discharge, see Figure 3.5 (p. 46).
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Figure B.1: Sampled input and output spaces, including the non-dimensional parame-
ters making up the M,Frf -space as proposed by Geyer and MacCready (2014) (cq. Eqs. nput
and output data, including the mixing parameter, M , and the freshwater Froude number, Frf
(Eqs. 2.1/3.1 and 2.2/3.2).
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Figure B.2: The relative gradient in salt intrusion with respect to (a,b) tidal range,
a; (c,d) surge level, ηs; (e,f) channel depth, dc. Left column: pi as function of variable; right
column: pi displayed on the M,Frf -space. SW: salt wedge; TDSW: time-dependent salt
wedge; SS: strongly stratified; PM: partially mixed; F: fjord; B: bay; SIPS: strain-induced
periodic straining; WM: well-mixed
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Figure B.2: (cont.) The relative gradient in salt intrusion with respect to (g,h)
channel width, Wc; (i,j) channel friction, nc; (k,l) convergence, γ. Left column: pi as function
of variable; right column: pi displayed on the M,Frf -space. SW: salt wedge; TDSW: time-
dependent salt wedge; SS: strongly stratified; PM: partially mixed; F: fjord; B: bay; SIPS:
strain-induced periodic straining; WM: well-mixed
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Figure B.2: (cont.) The relative gradient in salt intrusion with respect to (m,n) flat
depth ratio, rd; (o,p) flat width, Wf ; (q,r) flat friction, nf . Left column: pi as function of
variable; right column: pi displayed on the M,Frf -space. SW: salt wedge; TDSW: time-
dependent salt wedge; SS: strongly stratified; PM: partially mixed; F: fjord; B: bay; SIPS:
strain-induced periodic straining; WM: well-mixed
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Figure B.2: (cont.) The relative gradient in salt intrusion with respect to (s,t) bottom
curvature, κc; (u,v) meander amplitude, Am; (w,x) meander length, Lm. Left column: pi
as function of variable; right column: pi displayed on the M,Frf -space. SW: salt wedge;
TDSW: time-dependent salt wedge; SS: strongly stratified; PM: partially mixed; F: fjord;
B: bay; SIPS: strain-induced periodic straining; WM: well-mixed



CSupplementary material
Chapter 5

Two overviews of the full along-channel spatial distributions of all salt flux decompositions
(Sec. 5.2.3, p. 81) performed are included in this supplementary material:

1. Salt flux decomposition collapsing the whole estuarine width—i.e., channel and
intertidal area—on the x-axis: Figure C.1 (p. 209).

2. Salt flux decomposition collapsing the channel cross-section and intertidal area
separately on the x-axis: Figure C.2 (p. 210).

Salt flux components are all normalised by the maximum (absolute) salt flux related
to the net flow in a given estuary:

|Fmax
1 | = max |F1| (C.1)

where |Fmax
1 | is the maximum seaward salt flux [psu m3s−1]; and F1 the salt flux related

to the net flow (Eq. 5.6a, p. 82) [psu m3s−1].

This appendix is based on the supplementary material of:

Hendrickx, G.G., and Pearson, S.G. (2024). On the effects of intertidal
area on estuarine salt intrusion. Journal of Geophysical Research: Oceans,
29(9):e2023JC020750.
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The total salt flux is the sum of the four salt flux components, and is normalised sim-
ilarly—i.e., |Fmax

1 | (Eq. C.1). The same holds for the salt flux components distinguishing
between the channel and intertidal area (Fig. C.2). This normalisation—which enables
cross-comparison—allows the separated salt flux components to reach values larger than
one—or smaller than negative one. This is, e.g., the case for the salt flux related to
the net flow for well-mixed estuaries (Fig. C.2c), as well as the total salt fluxes in the
well-mixed estuaries (Fig. C.2o). This implies that there are opposing flux directions,
which cancel out when aggregated over the width.
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Figure C.1: Salt flux decomposition for three estuary classes: salt flux related to
(a–c) the net flow (F1), (d–f) the tidal oscillation (F2), (g–i) the estuarine circulation (F3),
(j–l) the time-dependent shear (F4), and (m–o) the sum of the salt flux components (

∑
Fi).

The estuary classes are (a,d,g,j,n) salt wedge, (b,e,h,k,n) partially mixed, and (c,f,i,l,o)
well-mixed. Positive values reflect landward fluxes, and vice versa.
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Figure C.2: Salt flux decomposition for three estuary classes distinguishing be-
tween channel and intertidal area: salt flux related to (a–c) the net flow (F1), (d–f) the
tidal oscillation (F2), (g–i) the estuarine circulation (F3), (j–l) the time-dependent shear (F4),
and (m–o) the sum of the salt flux components (

∑
Fi). The estuary classes are (a,d,g,j,n)

salt wedge, (b,e,h,k,n) partially mixed, and (c,f,i,l,o) well-mixed. Positive values reflect
landward fluxes, and vice versa.



DSupplementary material
Chapter 8

The three axes of DARE—diversity, robustness, and adaptability—have been imple-
mented on coastal flooding and estuarine salt intrusion mitigation measures. Here, the
definitions and processing behind Figures 8.2 and 8.3 (pp. 143 and 145) are provided.

Diversity The diversity-axis in both figures (i.e., Figs. 8.2a-c and 8.3a-c) have been
similarly processed. For Figure 8.2a-c, we used the BEWARE-dataset (Pearson et al.,
2017a); and for Figure 8.3a-c, we used the NEESI-dataset (Hendrickx, 2023a, labelled
as “modelled data”, ), which has been augmented with a neural network that has been
trained using this dataset: ANNESI (labelled as “augmented data”; Hendrickx, 2022).

The BEWARE-dataset includes seven input variables, and four output variables that
have been subdivided into frequency-components, such as infragravity contribution (for
more details, see Pearson et al., 2017b). In the displayed plots, we included (coral) reef
characteristics that display a clear effect on the wave runup. All three displayed variables
are drawn from the seven input variables.

This appendix is based on the supplementary material of:

Hendrickx, G.G., Pearson, S.G., Antoĺınez, J.A.A., and Aarninkhof, S.G.J. (in
review). DARE to proactively react to unknown uncertainties in the Anthropocene.
Submitted to Earth’s Future.
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The NEESI-dataset includes thirteen input parameters, and two output variables (for
more details, see Hendrickx et al., 2023a, 2023c, i.e., Chs. 2 and 3). In the displayed
plots, we included the most relevant estuarine characteristics with respect to the salt
intrusion (for a sensitivity analysis, see Hendrickx et al., 2023c). The river discharge
(Fig. 8.3a) is one of the thirteen input parameters; the channel cross-section (Fig. 8.3b)
is the product of the channel depth and width; and the tidal damping follows from the
description by van Rijn (2011), which is similarly determined in Hendrickx et al. (2023c):

δ =
1

2

(
f

ct
− γ

)
(D.1)

with

f =
8

3π

gn2
cut

d
4/3
c

ct =
√

gdc

ut =
a

2
√
2

√
g

dc

where δ is the tidal damping coefficient [m−1]; f a friction coefficient [s−1]; ct the fric-
tionless tidal wave celerity [ms−1]; γ the (width) convergence [m−1]; g the gravitational
acceleration [g = 9.81 ms−2]; nc the channel friction, expressed as Manning’s n [sm−1/3];
ut the tidal velocity [ms−1]; dc the channel depth [m]; and a the tidal range [m].

On the vertical axis, we display the likelihood of the wave runup (Fig. 8.2a-c) or salt
intrusion length (Fig. 8.3a-c) to be in the upper 25%-quartile (i.e., P (y > q0.75)). This
has been calculated by binning the x-variable (n = 50) and determining per bin what the
likelihood—i.e., what percentage of the data—is within this upper 25%-quartile:

Pi (yi > q0.75) =
N (yi > q0.75)

N (yi)
(D.2)

where Pi is the likelihood/probability in bin i; yi are the values of salt intrusion in bin i;
and q0.75 the values of the full set of y that are in the upper 25% of the data.

As factorial sampling has been used to define the input space of the BEWARE-dataset,
the bins follow the included values per input variable.

Adaptability The adaptability-axis in Figure 8.2d presents data from Howells et al.
(2013). The plot shows the effect of a thermal stress event on the healthy coral cover on
a reef at Miall Island (southern Great Barrier Reef, Australia) from April 2008 to March
2009. The effect of thermal history—i.e., thermal acclimatisation—has been studied by
transplanting corals from Magnetic Island (central GBR) to Miall island. The southern
corals (“transplants”) are used to cooler temperatures and are more affected by a heat
event than the central corals (“natives”), which are more accustomed to warmer waters
and thus less susceptible to heat events. The difference does not originate from different
coral species, as all studied colonies in Howells et al. (2013) are of the same coral species:
Acropora millepora.

The adaptability-axis in Figure 8.3d and e includes data from Hendrickx et al. (2024b),
which is open access (Hendrickx et al., 2024a). The plots show the effect of placing a
(temporary) sill in a micro-tidal system on the salt intrusion length. Figure 8.3d and e
are visualisations of hydrodynamic model output.
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Robustness The robustness-axis in both Figures (i.e., Fig. 8.2e and Fig. 8.3f) are
similarly processed. For Figure 8.2e, we used the BEWARE-dataset (Pearson et al.,
2017a); and for Figure 8.3f, we used the NEESI-dataset (Hendrickx, 2023a). Figure 8.2e
displays the (reef) width against the wave runup, and Figure 8.3f the (channel) depth
against the salt intrusion length.

The robustness is determined by binning the width (n = 12) and depth (n = 50), and
determining the standard deviation of the output variable per bin—i.e., the conditional
standard deviation of y given x. Subsequently, the robustness increases with decreasing
variation in the output (e.g., Taleb & Douady, 2013):

R (xi) = −σ (yi|xi) (D.3)

where R is the robustness; xi the (representative) value of width/depth for bin i; yi the
(representative) value of wave runup/salt intrusion length for bin i; and σ the standard
deviation.





ENature-based solution
Discharge management

E.1 Introduction

A multitude of studies have shown the strong (negative) correlation between the salt in-
trusion and river discharge (e.g., Hendrickx et al., 2023c; Monismith et al., 2002; Ralston
& Geyer, 2019; Savenije, 1993): salt intrusion reduces with increasing discharge, and vice
versa. With projections of reduced river discharge and an increased frequency of extreme
droughts due to climate change (Lee et al., 2024), salt intrusion is a major threat to
freshwater availability in coastal regions (Costall et al., 2018).

In addition to the strong correlation of salt intrusion to a constant discharge, salt
intrusion reacts differently to an increase in river flow compared to a decreasing discharge
(e.g., Biemond et al., 2022; Chen, 2015; Gong & Shen, 2011; Hetland & Geyer, 2004;
Kranenburg, 1986; MacCready, 1999; Monismith, 2017): The estuary responds quicker
to an increase in river discharge compared to a decrease.

This asymmetric response of the salt intrusion to temporal changes in discharge might
be a useful mechanism to “exploit” during a drought when river discharge is scarce—and
so the supply of much-desired freshwater. Monismith (2017) investigated a similar op-
portunity with counterproductive results: the salt intrusion increased with variable river
discharge compared to a constant river discharge. They reached these results using a
simplified model in which the tide is represented by a dispersion coefficient.

The aim here is to investigate whether the discharge fluctuations can be used to
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Table E.1: Input parameters including their values or ranges and corresponding units. The
idealised geomorphology of the estuaries is inspired by the Westerschelde (the Netherlands),
Pungue (Mozambique), and Hau (Vietnam).

Parameter Symbol Value Unit

Tidal range a 1.0 – 4.0 m
River discharge (ref.) Q0 200 – 3,000 m3s−1

Depth d 10.0 m
Width W 2,500 m

Bottom friction n 0.023 m−1/3s
Convergence γ 5.6× 10−5 m−1

preserve scarce freshwater reserves while maintaining a given salt intrusion length. In
this exploratory study, the discharge fluctuations are synced with the tidal oscillation
with differing phase differences.

E.2 Method

E.2.1 Input space

For this study, we used a similar input space as in Hendrickx and Pearson (2024b, Ch. 5),
with the difference being a variable river discharge (Tab. E.1). We have included two
types of discharge change: (1) a step-change in river discharge; and (2) a fluctuating river
discharge with the same period as the tide. The step-change is either a 50% increase or
decrease in river discharge; and the oscillating discharge has an amplitude of 50% around
its mean value.

Thus, the time-dependent discharges can be expressed as follows:

Qs (t) =

{
Q0 for t < ts

(1± rQ)Q0 for t ≥ ts
(E.1a)

Qf (t) = Q0 (1 + rQ sin [ωt− ϕ]) (E.1b)

where, Qs is the step-changed river discharge [m3s−1]; Qf the fluctuating river discharge
[m3s−1]; Q0 the reference river discharge [m3s−1]; rQ the discharge ratio, in both cases,
rQ = 1/2 [–]; t is time [s]; ts the timing of the step-change [s]; ω the tidal frequency [s−1];
and ϕ the phase difference with the tidal signal [rad]:

η (t) =
a

2
sin [ωt] (E.2)

where η is the offshore boundary water level [m]; and a the tidal range [m].
Note, however, that the phase lags are imposed at the upstream boundary condi-

tion—i.e., the river discharge—located 200 km from the estuary mouth. This means that
the effects of the changing discharge take time to reach the area of interest. The same
holds for the tidal wave, which is imposed 30 km offshore from the estuary mouth. In
both cases, the information of changing conditions—either discharge or water level—is
transported at the speed of the wave celerity. Using the wave celerity’s definition for
shallow water flow (c =

√
gd) and the water depths of 10 and 30 m for the estuary
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Table E.2: Boundary conditions per estuary class. The estuarine Richardson numbers
are based on Equation (E.4).

Class a [m] Q0 [m3s−1] RiE [–]

Salt wedge 1.0 3,000 4.87
Partially mixed 2.0 500 0.101
Well-mixed 4.0 200 0.00507

and the shelf, respectively, the effective phase lag between the boundary conditions is
approximately π radians. Thus, the effective phase lag equals:

ϕ∗ = ϕ− π (E.3)

where ϕ is the imposed phase lag between the tidal and discharge signals [rad].
Furthermore, three estuary classes are considered based on the estuarine Richardson

number (Fischer, 1972):

RiE =
gβs0Q0

Wu3
t

(E.4)

where g is the gravitational acceleration [g = 9.81 ms−2]; β the haline contraction co-
efficient [β = 7.6 × 10−4 psu−1]; s0 the salinity (at the mouth) [s0 = 30 psu]; Q0 the
(reference) river discharge [m3s−1]; W the width [m]; and ut the tidal flow velocity [ms−1],
which is estimated as:

ut ≈
a

2
√
2

√
g

d

where a is the tidal range [m]; and d the depth [m]. This estimation of the tidal velocity
equals the root-mean-squared velocity of a monochromatic (tidal) wave.

The estuarine Richardson number describes the level of stratification in an estuary
from which three classes are derived: (1) RiE > 0.8, salt wedge; (2) 0.08 < RiE < 0.8,
partially mixed; and (3) RiE < 0.08, well-mixed. These criteria have been used in
determining the sets of boundary conditions, as presented in Table E.2.

E.2.2 Hydrodynamic model

The input space as described in Appendix E.2.1 is simulated with the use of Delft3D Flex-
ible Mesh, a process-based hydrodynamic modelling software (Kernkamp et al., 2011).
This modelling software numerically solves for the Reynolds-averaged Navier-Stokes equa-
tions with the assumption of hydrostatic pressure and the implementation of the k-ε
turbulence closure model.

Similar as in Hendrickx and Pearson (2024b) and Hendrickx et al. (2023a, 2023c,
2024b, Chs. 2 to 5), the model domain consists of two parts: (1) the shelf, and (2) the
estuary. The shelf is a 30 × 30 km square domain with a grid resolution varying from
1, 000× 1, 000 m at the offshore boundaries to 62.5× 62.5 m at the estuary mouth. This
transition in grid resolution is achieved by steps of a factor two: from 1, 000 × 1, 000 m
to 500× 500 m, etc. These different grid resolutions are glued together using triangular
grid cells.

The estuary is schematised as a deformed rectangle of 200 km long and a converg-
ing width towards its upstream boundary: the estuary is 2, 500 m wide at the mouth
(Tab. E.1) and reaches 600 m at its upstream end. The grid resolutions are similar in
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Table E.3: Response time-scales for step-change river discharge. T ↑
r : response time-

scale with increasing river discharge, i.e., reducing salt intrusion; T ↓
r : response time-scale with

reducing river discharge, i.e., increasing salt intrusion.

Estuary class T ↑
r [h] T ↓

r [h]

salt wedge 19.76 48.96
partially mixed 25.98 43.10
well-mixed 43.38 249.4

the estuary compared to the shelf, with 62.5 × 62.5 m grid cells at the mouth enlarging
to < 250 × 1, 000 m upstream. The high resolution—i.e., 62.5 × 62.5 m—reaches 150
km upstream after which the grid transitions to a coarser resolution, again facilitated by
triangular grid cells.

As this study focuses on salt dynamics, the hydrodynamic model simulations are
executed in three dimensions. The vertical axis is descretised using Z, σ-layers: a com-
bination of Z-layers topped with five σ-layers. The Z-layers are used for the majority
of the water column as they are better suitable for computing pycnoclines (Stelling &
van Kester, 1994). At z = −4.0 m, the interface between the two descretisation schemes
is located. Depending on the tidal range (Tab. E.2) and the moment in the tidal cycle,
the thickness of the σ-layers changes, with ∆σ ∈ [0.4, 1.2] m. The Z-layers maintain a
constant thickness of ∆Z = 1.0 m down to zcst = −10.0 m after which they exponentially
grow with a factor 1.10 each cell, which only occurs offshore.

E.3 Results

The results are presented in parts based on the type of discharge development: (1) step-
change in Appendix E.3.1; and (2) oscillating in Appendix E.3.2.

E.3.1 Step-change

The step-change river discharge signal follows an exponential function of the following
form:

Ls (t ≥ ts) = L∞
s +∆Ls exp

[
− t− ts

Tr

]
(E.5)

where L∞
s is the salt intrusion length of the new quasi-steady state [m]; ∆Ls the difference

in salt intrusion length due to the change in river discharge [m]; and Tr the response time-
scale [s].

The exponential fits to both the increasing and the decreasing salt intrusion length
due to the step-change river discharge are displayed in Figure E.1 together with the
tide-averaged salt intrusion length. In Figure E.1, the exponential transition to the new
quasi-steady state of the salt intrusion length is apparent.

Figure E.1 also shows the longer response time of a decreasing river discharge, i.e.,
an increasing salt intrusion length. In addition, the three estuary classes show a distinct
difference in response times with the well-mixed estuary being substantially slower to
respond. All six response time-scales are listed in Table E.3.
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Figure E.1: Salt intrusion development in response to step-change in river dis-
charge (Eq. E.1a). Exponential fits follow the expression given in Equation (E.5).

E.3.2 Oscillations

The river discharge oscillating with the tidal signal results in a limited effect on the tide-
averaged salt intrusion (Fig. E.2). Generally, the oscillating discharge signal barely affects
the salt intrusion length. While the well-mixed estuary is especially insensitive to the
oscillating discharge, the salt wedge and partially mixed estuaries show some sensitivity:
an increased salt intrusion for ϕ ∈ { 1

2
π, π} (i.e., discharge peak during low water or flood);

and a decreased salt intrusion for ϕ ∈ {0, 3
2
π} (i.e., discharge peak during high water or

ebb).

In addition to the tide-averaged minor effects, the phasing of the oscillations shifts
slightly for the salt wedge estuary as well as the partially mixed (Fig. E.3a and b), but
again the well-mixed estuary shows the same signal for the reference case as well as every
phase lag (Fig. E.3c).

E.4 Discussion

Taking the effective phase lag into account (Eq. E.3), a very minor reduction in salt
intrusion can be achieved when the peak river discharge is after the tidal flood—i.e., high
water to ebb. This means that when the tidally oscillating salt intrusion length is at its
farthest, the peak in river discharge pushes it out.

The salt intrusion length in Figure E.3 oscillates clearly with the tidal frequency.
However, as both the tidal and the discharge signal share this frequency, it may be hard
to discern which forcing condition drives the oscillation. To differentiate, we can use the
formulation by Hetland and Geyer (2004) for the salt intrusion length under oscillating
forcing:

Ls (t) = Ls +
∆Ls

1 + (ωTr)
2 (sin [ωt]− ωTr cos [ωt]) (E.6)
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Figure E.2: Tide-averaged salt intrusion length for different phase lags. The refer-
ence is based on a constant river discharge (or rQ = 0 in Eq. E.1b), denoted as L0

s; and Ls(ϕ)
represents the oscillating discharge signal.

Figure E.3: Salt intrusion development in response to oscillating river discharge.
The coloured, dashed lines represent the tidal oscillation of the salt intrusion length; and the
grey, dashed lines represent the salt intrusion length with constant river discharge, i.e., the
reference case.
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Figure E.4: Range of oscillating salt intrusion due to river discharge fluctuations.
The ranges are based on the analytical solution given by Equation (E.6) using both response
time-scales, increasing and decreasing.

Table E.4: Estuarine sensitivity to oscillating river discharge. T ↑
r : response time-

scale with increasing river discharge, i.e., reducing salt intrusion; T ↓
r : response time-scale with

reducing river discharge, i.e., increasing salt intrusion; ω forcing frequency, which in all cases
equals the tidal forcing, ω = 1.45× 10−4 s−1.

Estuary class ωT ↑
r [–] ωT ↓

r [–]

salt wedge 10.34 25.64
partially mixed 13.60 22.57
well-mixed 22.71 130.6

where Ls is the tide-average salt intrusion length [m]; and ∆Ls the maximum difference
in salt intrusion length of the tidal cycle [m].

Figure E.4 shows the same data as in Figure E.3 in grey-scale and presents the range
of the salt intrusion over the oscillations following Equation (E.6). Per estuary class,
both response time-scales are used in Equation (E.6) (Tab. E.3).

For the salt wedge estuary, the oscillating salt intrusion falls within the bandwidth of
Equation (E.6) with the lower response time-scale, i.e., T ↑

r (Fig. E.4a). However, for the
other estuary classes, Equation (E.6) substantially under-predicts the fluctuations of the
salt intrusion length (Fig. E.4b and c). This is on one hand interesting, as Equation (E.6)
was developed for partially mixed estuaries (Hetland & Geyer, 2004). On the other hand,
the discharge for the salt wedge estuary is substantially larger than for the other two
estuaries (Tab. E.2), and so the 50% fluctuation results in larger absolute values. In
addition, the tidal oscillation becomes more dominant with increasing tidal range, which
is smallest for the salt wedge and largest for the well-mixed estuary (Tab. E.2).

Nevertheless, it remains questionable whether there is a substantial influence of the
river discharge on the salt intrusion length. As Hetland and Geyer (2004) stated, the
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Figure E.5: Salt intrusion length estimates for a block-wave discharge signal. The
salt intrusion length is estimated with Equation (E.7), and the block-wave discharge signal is
described by Equation (E.8). The reference salt intrusion (dashed line) follows from a constant
river discharge, Q0.

estuarine salt intrusion will respond very little for ωTr ≫ 1; with the smallest value in
this study being ωTr > 10 (Tab. E.4).

The results shown in Figures E.2 to E.4 are representative for a sinusoidal discharge
signal (i.e., Eq. E.1b). However, Monismith (2017) investigated a block-wave signal.
Although no hydrodynamic model runs with such a signal have been executed, we can
explore its potential using the following numerical approximation:

L̂s (t) → Ln+1
s = Ln

s +
(
L↓↑

s − Ln
s

) ∆t

T ↓↑
r

(E.7)

where Ln+1
s is the salt intrusion length at t + ∆t [m]; Ln

s the salt intrusion length at t
[m]; L↓↑

s the equilibrium salt intrusion length for either an increased river discharge (L↑
s),

or a decreased river discharge (L↓
s), i.e., equal to L∞

s in Equation (E.5) [m]; ∆t the time
step [s]; and T ↓↑

r the response time-scale for either an increased river discharge (T ↑
r ), or

a decreased river discharge (T ↓
r ), i.e., equal to Tr in Equation (E.5) [s]. The values for

L↓↑
s and T ↓↑

r are determined using Equation (E.5).
The block-wave discharge signal changes from increased to decreased river discharge

at the interval ∆T—and vice versa:

Qb (t) =

{
(1 + rQ)Q0 for t/∆T ∈ [2m, 2m+ 1)

(1− rQ)Q0 for t/∆T ∈ [2m+ 1, 2m+ 2)
m ∈ N (E.8)

where Qb is the block-wave river discharge [m3s−1]; rQ the discharge ratio as in Equa-
tions (E.1a) and (E.1b) [rQ = 1/2]; and ∆T the block-duration, or step-interval [s].

The results of Equation (E.7) to the block-wave discharge (Eq. E.8) are presented in
Figure E.5. Note that for Qb = (1 + rQ)Q0, Equation (E.7) uses L↑

s and T ↑
r —and vice

versa.
According to Equation (E.7), the salt intrusion length does reduce in case of a

block-wave discharge signal—albeit minor (3–8%). These findings contradict Monismith
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(2017)—who applied analytical approximations for the response time-scales—suggesting
there remain questions unanswered regarding river discharge management as a means of
salt intrusion mitigation.

E.5 Outlook

This study explored the effects of various river discharge signals on the temporal devel-
opment of the salt intrusion length. Both a step-change and an oscillating signal have
been simulated using a process-based hydrodynamic model; and a block-wave signal has
been explored using a simple numerical scheme (Eq. E.7).

These findings agree with literature about the asymmetric response of salt intrusion
to temporal changes in rive discharge: the response time-scale is smaller for an increasing
river discharge, and vice versa (T ↑

r < T ↓
t , Tab. E.3). Also the oscillating discharge signal

shows minor effects on the salt intrusion length, which can be explained by the relatively
short forcing time-scale compared to the response time-scale (Tab. E.4) due to which the
salt intrusion will respond very little (Hetland & Geyer, 2004). However, the block-wave
discharge signal as explored by Monismith (2017) shows different results compared to
this study (Fig. E.5); Figure E.5 shows some potential to reduce the salt intrusion by
releasing pulses of freshwater such that the temporal average discharge remains the same
(i.e., Qb = Q0 in Eq. E.8). Note that the results presented in Figure E.5 are based
on a relatively simple estimation of the estuarine response to a block-wave signal (i.e.,
Eq. E.7).

All in all, using the asymmetric response of salt intrusion length to temporal changes
in river discharges should not be excluded from the options to control salt intrusion
during a drought. The effects might be minor (e.g., Fig. E.5), but they could be enough
to relieve the water stress during a drought, depending on the location(s) of freshwater
intakes.

This exploratory study leads to the following next steps in investigating the options
of modifying the discharge signal to save freshwater during a drought while pushing back
the salt intrusion; i.e., the recommendations for follow-up studies are as follows:

1. Explore a block-wave discharge signal in more detail.

2. Explore a wider range of estuarine settings.

3. Explore with different forcing time-scales.

4. Perform physical experiments, small-scale or large-scale.





FNature-based solution
Tidal mixing energy

F.1 Introduction

The tide has a profound effect on the salt intrusion (e.g., Geyer & MacCready, 2014;
Kuijper & van Rijn, 2011; Lerczak et al., 2009). However, the relation between the
tide and the salt intrusion is by no means straightforward. In Chapter 3, the tidal
range on itself did not stand out as a key characteristic determining the estuarine salt
intrusion length (Fig. 3.4, p. 43). However, when presented as the tidal damping—or
amplification—as in Figure 3.8 (p. 50), the dual inflence of the tidal range becomes
apparent: both tidal damping and amplification reduce the salt intrusion length.

This dual influence of the tidal range has also been shown in estuaries around the
world by means of different responses of the salt intrusion to the spring-neap cycle:
(1) increased salt intrusion during spring tide (i.e., larger tidal range); or (2) increased
salt intrusion during neap tide (i.e., smaller tidal range). Examples of the first include
Delaware Bay (NJ, USA; Geyer et al., 2020), Hudson Estuary (NY, USA; Lerczak et al.,
2009; Wang et al., 2017), Johor Estuary (Malaysia; Hasan et al., 2013), and Madoamen
Estuary (China; Gong & Shen, 2011); examples of the latter include Changjian River
(China; Xue et al., 2009), and Maipo River (Chile; Soto-Rivas et al., 2024).

That the tidal energy has a dual effect on the salt intrusion is also reflected in how
the tidal energy is generally represented in analytical approaches: using horizontal and
vertical diffusivity coefficients (Kh and Kv). These coefficients are subsequently approx-
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imated as being proportional to the tidal flow velocity (i.e., Kh ∝ ut and Kv ∝ ut;
e.g., Banas et al., 2004; Guha & Lawrence, 2013; MacCready, 1999, 2007; Ralston et al.,
2008; Schijf & Schönfled, 1953). In well-mixed estuaries, the estimate of the salt intru-
sion length is linearly related to the horizontal diffusion coefficient (i.e., Ls ∝ Kh; e.g.,
Chatwin, 1976; Dijkstra & Schuttelaars, 2021; MacCready, 1999; Savenije, 1989). While
in partially mixed and salt wedge estuaries, the estimate of the salt intrusion length is
inversely related to the vertical eddy viscosity coefficient (i.e., Ls ∝ K−1

v ; e.g., Chatwin,
1976; Dijkstra & Schuttelaars, 2021; Monismith et al., 2002; Schijf & Schönfled, 1953).
This suggests that the salt intrusion either increases with tidal energy (Ls ∝ Kh ∝ ut),
or decreases with tidal energy (Ls ∝ K−1

v ∝ u−1
t ). When combined, the dependence of

the salt intrusion length on the tidal flow velocity—i.e, the tidal energy—would cancel
out: Ls ∝ KhK

−1
v ∝ utu

−1
t . As there is a profound influence of the tidal velocity on the

salt intrusion length, a regime shift is expected to be at play, where in one regime the
salt intrusion increases with increasing tidal velocity and decreases in another regime.

F.2 Hypothesis

In Chapter 5, a similar dual response in salt intrusion has been found as a result of
modifying the intertidal area. In the case of the intertidal area, this discrepancy in
estuarine response is related to the stratification-mixing balance expressed by the Simpson
number (e.g., Burchard et al., 2011; Geyer & MacCready, 2014; Stacey et al., 2010,
repeated from Eq. 5.9, p. 89):

Si = −gβd2c
cfu2

t

∂s

∂x
(F.1)

with

cf =
gn2

c

d
1/3
c

ut =
a

2
√
2

√
g

dc

where, g is the gravitational acceleration [g = 9.81 ms−2]; β the haline contraction
coefficient [β = 7.6×10−4 psu−1]; dc the channel depth [m]; cf the dimensionless friction
coefficient [–]; ut the tidal flow velocity [ms−1]; s the salinity [psu]; nc the Manning’s n
coefficient (in the channel) [m−1/3s]; and a the tidal range [m]. Note that the tidal flow
velocity (ut) is estimated as the root-mean-squared velocity of a monochromatic wave.

Reiterating the findings of Chapter 5: for permanently stratified estuaries (Si > 0.2),
the intertidal area reduces the salt intrusion; otherwise (Si < 0.2), the intertidal area
enhances the salt intrusion. This relates to the dominant landward salt flux, which in the
case of permanently stratified estuaries is the estuarine circulation (and tidal oscillation
otherwise).

The aforementioned regime shift is, therefore, expected to be related to the Simpson
number as well. This would imply that the dual response shown in Figure 3.8 (p. 50)
is correlated to the Simpson number. In Figure 3.8, the salt intrusion is presented as
function of the tidal damping, which is defined following van Rijn (2011, repeated from
Eq. 3.7, p. 49):

δ =
1

2

(
f

ct
− γ

)
(F.2)
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Figure F.1: Salt intrusion length as function of the tidal damping coloured by the
Simpson number (δ and Si, Eqs. F.2 and F.1). Data from the NEESI-dataset (Hendrickx,
2023a). A negative damping coefficient reflects tidal amplification. Colour-coding based on
Simpson number diverging from the critical Simpson number, Sic = 0.2.

with

f =
8

3π

cfut

dc

ct =
√

gdc

where f is a friction parameter [s−1]; ct the frictionless tidal wave celerity [ms−1]; and γ
the convergence [m−1]. Note that the damping coefficient is positive when the tidal range
is damped, and negative when the tide is amplified; i.e., the tidal damping coefficient
describes the tidal propagation by the following exponential decay function:

a(x) = a0 exp [−δx]

where a0 is the tidal range at the mouth of the estuary [m].

Figure F.1 coloured the data presented in Figure 3.8 (p. 50) with the Simpson number
(Si, Eq. F.1). The results presented in Figure F.1 suggest there to be a correlation: when
the tidal range is amplified (δ < 0), the Simpson number is generally above its critical
value (Si > 0.2) representing the permanently stratified estuary; and for a dampened tide
(δ > 0), the Simpson number is generally below its critical value (Si < 0.2). Amplification
of the tidal amplitude along the estuary—i.e., increasing the tidal energy—promotes tidal
mixing, which reduces the stratification as well as the Simpson number. As the magnitude
of the estuarine circulation scales with the Simpson number (Burchard & Hetland, 2010;
Geyer & MacCready, 2014)—a scaling that becomes stronger for large Simpson numbers
(i.e., Si > 0.2; Geyer & MacCready, 2014; Ralston et al., 2008)—, increasing the tidal
energy is expected to reduce the salt intrusion. However, the opposite is expected for
non-permanently stratified estuaries (i.e., Si < 0.2), where an increased tidal energy
would enhance the salt intrusion. Thus, damping of the tidal signal (δ > 0) is expected
to cause a reduction in salt intrusion. This line of reasoning is based on the discussion
in Chapter 5 (i.e., Sec. 5.4).
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F.3 Outlook

All in all, Figure F.1—as well as Figure 3.8 (p. 50)—show a clear nonlinear interaction
between the tide and the salt intrusion length. In Dijkstra and Schuttelaars (2021),
whether the salt intrusion length is dominated by the vertical mixing (i.e., Ls ∝ K−1

v )
or the horizontal dispersion (i.e., Ls ∝ Kh) is related to a regime shift marked by the
importance of the gravitational circulation versus the dispersive transport. This is effec-
tively the same as the regime shift based on the importance of the salt flux components
related to the estuarine circulation and the tidal oscillation as found in Chapter 5, which
was subsequently linked to the Simpson number. The regime shift in Dijkstra and Schut-
telaars (2021) can also be linked to the Simpson number (squared)—i.e., the inverse of
the tidal energy (squared).

The exploration presented in this appendix suggests that the regime shift associated
with the dual response of the estuarine salt intrusion to the tide is determined by the
stratification-mixing balance—here, expressed as the Simpson number (Eq. F.1). This
leads to the following suggestion for a research question regarding follow-up investigations:

How does the stratification-mixing balance influence the effect of the tide on
the salt intrusion?

Note that this question implicitly asks whether the stratification-mixing balance has a
(significant) impact on how the tide affects the estuarine salt intrusion.



Postface

“The goal of nature-based solutions to mitigate salt intrusion is fas-
cinating, as such a goal cannot be achieved. To me, this project is a
success when I am proven wrong.”

It is, indeed, a fascinating goal; a goal not many people have had considered prior.
A goal that motivated a PhD project, which finalised with plenty of undiscovered
pathways to explore.

Although this dissertation has shown the potential of nature-based solutions
in mitigating salt intrusion, the initial disbelief in the achievability of this goal is
not completely invalid: Nature-based solutions are generally coupled to the imple-
mentation of vegetation and/or sessile animals for the benefit of humans. Such an
organism-focused approach would, indeed, be unsuccessful in mitigating salt in-
trusion. Nevertheless, the marriage between nature-based solutions and estuarine
salt intrusion is not doomed to end up in a divorce. With this dissertation, the two
have been put in the same room and the combination has been successfully tried.
Whether we have become too narrow-minded about the concept of nature-based
solutions, or the concept itself has become too narrowly scoped is a subjective
matter—and possibly both true.
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That is not to say that disproving the posed null-hypothesis was straightfor-
ward—not at all. We explored what drives estuarine salt intrusion, and concep-
tualised possible mitigation measures. We evaluated the multidisciplinary nature
of estuaries, and reflected on what constitutes as nature-based solution. We dared
to re-imagine how engineers could facilitate societal demands. All in pursue to
develop nature-based solutions to mitigate salt intrusion.

Four years have passed since these words. All that time, they have stayed in the
back of my mind. Whether it was the curiosity to explore this fascinating goal, or
the drive to disprove its unachievability, I am not certain—probably a combination
of the two. In either way, I believe this project has been a success.

Gijs Hendrickx
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