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A B S T R A C T   

During the operation of an LED array, its thermal and optical performances are always not equal 
to the superposition of the individual LED’s characteristics because of a significant thermal 
coupling effect between the arrays. Based on this, this paper proposes an electrical–photo-thermal 
model, with considering both junction temperature and luminous flux, to predict the both the 
thermal and optical performances of LED arrays operated under different currents, case tem
peratures, and lighting methods. The junction temperature and luminous flux of a single LED 
operating under different driving currents and case temperature conditions are firstly collected to 
establish the luminous flux response surface model of a single chip. Then it is used to predict the 
luminous flux of an array, whose junction temperature is predicted using both thermal coupling 
matrix (TCM) and numerical models. Experiments verify the luminous flux of the LED array under 
different operation conditions and show that the proposed electrical–photo-thermal modeling can 
be used to predict the thermal and optical parameters of LED arrays with 95 % accuracy. Thus, it 
is effective for the fast prediction of the junction temperature and luminous flux of large LED 
systems with array structures, i.e. intelligent automotive lightings and displays.   

1. Introduction 

From the earliest days of firewood to the current electrical age, lighting is inseparable from our lives. Russian scientist Oleg Losevs 
produced the first LED. American researcher holonyak invented the first red LED [1]. The innovation of high-brightness red and yellow 
LEDs and the appearance of high-brightness blue LEDs [2] established the basis for the birth of white LEDs. The principle is to convert 
part of the blue light into yellow light by combining blue LEDs with phosphors. The superposition produces white light. In the late 
1990s, LED manufacturers started to produce white LEDs. The brightness, efficiency and color quality also gradually improved. 

White LEDs, as solid-state lighting, are now widely used in different areas of our daily life, such as lighting, including home lighting, 
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commercial lighting and outdoor lighting. With high efficiency and long life, white LEDs can save energy and reduce maintenance costs 
compared to traditional incandescent and fluorescent lamps. Also, white LEDs can provide light with different color temperatures and 
brightnesses to meet the needs of different environments and atmospheres [3]. The high brightness and fast response time of white 
LEDs have made them ideal for automotive lighting [4]. At the same time LEDs have high efficiency and long life. It can provide 
brighter and more uniform illumination and reduce energy consumption, while LEDs are used in street and street lighting, home 
electronics, medical and scientific instruments, and other applications [5–8]. 

As technology continues to advance, the brightness and efficiency of LEDs continue to improve. The application area of high 
brightness LEDs extends to various fields such as lighting, display, and automotive lighting. Usually, the input power is converted 
partly into light energy and partly into thermal energy, but only about 20 % of the energy is converted into light in LEDs, and the 
remaining energy is converted into thermal energy [9–12] causing an increase in the junction temperature, which further affects the 
optical performance. Therefore, the luminous efficiency of LEDs always decreases at high temperatures and high currents [13]. To 
achieve higher luminous flux and lower cost, LEDs are packaged in high current density driven multi-chip package modules [14–16]. In 
this case, the efficiency degradation effect under high current drive consumes more power. In fact, if the excessive thermal energy 
generated cannot be eliminated, the high temperature inside the LED and the temperature gradient will not only generate huge 
pressure along the surface [17,18], but also accelerate the degradation of light output and bring serious catastrophic accidents 
[19–21]. Therefore, thermal management of multi-chip LEDs (MC LEDs) is necessary to obtain good performance and longer lifetime 
[22]. 

In terms of junction temperature prediction, most of the junction temperature predictions are basically based on single-chip LEDs. 
Shailesh [23] explored the possibility of monitoring and measuring the junction temperature of LEDs in luminaires using the strong 
correlation between the forward voltage drop at the LED junction and the junction temperature. The results showed that the inherent 
forward voltage/junction temperature correlation of LEDs can be used to measure and monitor the junction temperature of LEDs in 
luminaires under operating conditions. E. Ozuturk [24] has been taken advantage of the relative variation of radiant power with 
junction temperature characteristic of LED to measure junction temperature. The error ratio of the calculated junction temperature 
decreases in pulsed high currents. Luo [25] implemented the junction temperature prediction of a single Luxeon style packaged LED 
chip based on an analytical model. Some scholars have made junction temperature prediction based on spectra, Tamura et al. [26] in 
2000 pointed out that blue chips and phosphors decay at different rates with increasing temperature. Based on Tamura’s work, Gu [14] 
proposed to use the blue-white ratio to characterize GaN-based white LEDs. The ratio of the total radiant energy (W) of the white LED 
and the radiant energy of the blue emission spectrum (B) is used as a prediction of the junction temperature. Chen [27] used the central 
wavelength method to characterize the junction temperature of AlGaInP-based LEDs. scholars such as Lin [28] proposed to use either 
the center-of-mass wavelength or the half-wave (FWHM) combined with the driving current to characterize the junction temperature 
of LEDs. Liu [29] analyzed the temperature distribution of the LEDs to understand the relationship between thermal resistance and the 
position of the LEDs on the aluminium substrate. Structure-function measurements of LEDs placed on aluminium substrates were 
carried out using a thermal transient tester (T3ster) and an integrating sphere. Guidance was provided to understand the thermal 
reliability of LED lamps and to design thermal management techniques. 

When multiple LED chips are combined to form an LED array, the light emitted by each chip can be absorbed, scattered, and 
reflected by the surrounding materials, generating heat and affecting the performance and lifespan of the device. In LED array devices, 
the light emitted by the LED chip is absorbed by the surrounding materials, including the LED chip itself, packaging materials, and 
substrates. These materials undergo a thermalization process after absorbing the light, generating heat, and thus affecting the tem
perature distribution and stability of the LED chip [30]. LED chip itself also generates heat, which is transferred to the surrounding 
materials through thermal conduction, convection, and radiation. Lu addressed the issues in temperature measurement methods for 
high-power multi-chip LED modules (MCMs) [31,32] and proposed a fast and simplified measurement method for predicting the 
junction temperature of multi-chip modules in high-power LED systems using a thermal coupling matrix. The proposed method utilizes 
the Equivalent Electrical Circuit (EEC) approach to establish a thermal coupling matrix model for predicting the junction temperature. 
Xiao [33] et al. considered the junction temperature of LED car light chips, and used a constant temperature experimental platform and 
ANSYS Workbench simulation to explore the effects of different factors (chip power, ambient temperature, chip distribution spacing, 
and chip distribution shape) on the junction temperature of LED car light chips. 

Chen [34] also employed the equivalent circuit approach to simulate the lateral heat coupling effect in LED arrays and predicted the 
junction temperature distribution of the LED array using a thermal coupling matrix. Tang [35] conducted a numerical investigation on 
the heat transfer performance of a multi-chip (MC) LED module using a general analytical solution. Pohl et al. [36,37] proposed a 
numerical algorithm called “trace of photothermal flux" to solve the 3D heat conduction problem, which includes simulating the 
thermal effects (heat transfer and generation) in the substrate and phosphor, as well as tracking the propagation and absorption of 
light. This method was ultimately validated by using LED packaging samples with known phosphor ratios and parameters (conversion 
efficiency at different temperatures). 

In the prediction of optical performances for white LED，Hui et al. [38] connected the emission, electrical, and thermal aspects of 
LED systems. The theoretical model can be used to predict the optimal operating point for LED systems to achieve maximum luminous 
flux under specific thermal conditions. Based on this theoretical model, it can also explain why the maximum luminous flux of an LED 
system may not occur under rated power conditions, and experimental validation has been conducted to support this theory. Based on 
this theory, they [39] provided a tutorial on LED system theory based on the extended PET theory. This tutorial provides materials for 
electronics engineers with switched mode power supply design background for optimal LED system designs, such as kh， kc. Bin-Juine 
Huang et al. [40] proposed a thermal-electrical-optical model for multi-chip multicolor lighting appliances for illumination control. 
Jeong Park [41] et al. investigated the effect of current diffusion layer and junction temperature on LED characteristics by combining 
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the electrical and optical properties of GaN/InGaN multi-quantum well sapphire light-emitting diodes, which can be specifically 
derived from the effect of series resistance The effect of heat generation and junction temperature increase on the LED efficiency can be 
specifically derived. 

All three parameters of the photoelectricity and heat of LEDs exist in an interactive and interrelated relationship, which has been 
described in the theory of photoelectricity and heat (PET) [42]. The LED models that exist provide a clear understanding of the working 
mechanism and the whole process of electroluminescence and heat dissipation, but the heat transfer process is more complex when the 
LED array is working than when a single chip LED is working independently. The thermal coupling process is more complex [38]. 
Especially in high-power LED array systems, the LED array temperature distribution is more influenced by the chip next to it due to the 
thermal coupling effect, so it is not possible to use the photothermal equation of single-chip LEDs directly. Most of the current research 
is focused on for single WLED packages, or the study of LED thermal coupling effect, few have combined the two, in predicting the 
optical performance of LED arrays while considering the thermal coupling effect between LED arrays. 

In order to realize the optical performance of LED arrays under different driving currents and temperatures, the thermal coupling 
heat transfer process of LED arrays is analyzed, and an optical-thermal-electric model combining junction temperature prediction 
model and luminous flux prediction model is proposed. The junction temperature prediction is performed by the TCM matrix model 
and numerical algorithm model, respectively, considering the thermal coupling effect inside the LED array. The developed luminous 
flux model models a single LED and then on the LED array. The luminous flux model is combined with the junction temperature 
prediction model to predict the optical and thermal parameters of the LED array under different lighting methods by inputting the 
driving current, thermal power, and temperature. Finally, the accuracy of the proposed, optical-thermal-electric model is verified 
under different operating conditions. The rest of the paper is organized as follows: Section II presents the test samples and experiments 
involved in this paper as well as the luminous flux response model. Section III presents the junction temperature and luminous flux 
prediction models for the LED array modules. Section IV focuses on the accuracy of these model predictions. The last section gives 
concluding remarks. 

2. Single chip tests and modeling 

This section introduces the LED samples and the test protocols involved in the experiments. The experiments include surface 
temperature tests, junction temperature tests and optoelectronic parameter tests under variable temperature and current conditions. 

2.1. Test sample’s introduction 

The sample selected for this study is LUXEON Neo CW (0.5 mm2) LED single bead from Lumileds, as shown in Fig. 1. 
The main structure of the LED bead includes the phosphor on the top of the die, the polarity mark to distinguish the cathode from 

the anode by welding on the current, the side coating to protect the package structure, the embedded Transient Voltage Suppressor 
(embedded Transient Voltage Suppressor), the Optical Character Recognition (Optical Character) to distinguish the chip type, and the 
electrical pad of the cathode. The LED chip area is 0.5 mm2. The light-emitting area is 0.76 mm * 0.76 mm. The package size is 1.13 
mm*1.13 mm. The rated voltage and rated current of LUXEON Neo CW 0.5 mm2 LED are 3.13V and 350 mA respectively. Fig. 1(c) 
shows the package of a single bead module. The PCB is an aluminum substrate copper clad board with size 10 mm * 10 mm and 
thickness 1.6 mm. 

The experimental sample of the LED array module and the configuration of the 3-D LED module are shown in Fig. 2. The module 
consists of 84 beads connected in series to form an LED array. The module beads are exactly the same as the single module sample. In 
the experiment, nine LEDs were selected as the smallest component unit of the LED array (3 * 3 LED array), and different lighting 
modes of the LED array module were realized by short-circuiting the wires. Array experiments involving the lighting mode shown in 
Fig. 3 include six cases: (a) four all illuminated (b) interval four all illuminated (c) diagonal two (d) side by side two illuminated (e) six 
all illuminated (f) nine all illuminated. These six lighting situations are named: Sample 1, Sample 2, Sample 3, Sample 4, Sample 5, 
Sample 6, to facilitate subsequent differentiation. 

2.2. Experimental setups and tests 

The test protocols were designed to obtain the parameters of junction temperature and luminous flux for the single LED bead 
module of LUXEON Neo CW 0.5 mm2 type in Fig. 1 and the LED array with different lighting methods in Fig. 2. Table 1 lists the test 

Fig. 1. LUXEON Neo CW 0.5 mm2 type LED: (a) LED structure diagram; (b) chip object diagram; (c) package single bead module.  
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protocols for the samples at different currents and different case temperatures. This scheme will also be used to build the relationship 
between luminous flux and the junction temperature. 

2.2.1. Junction temperature and surface temperature testing 
To ensure the accuracy of the experiments, all experiments were conducted in a windproof chamber and the ambient temperature 

was controlled to 27 ◦C. 
The junction temperature was measured by a Leeds junction temperature measuring instrument (LEETS LEDT-300B, with the error 

of K-factor within ±0.5 and the error of junction temperature within ±1 ◦C). The junction temperature test equipment includes: data 
acquisition computer, LEETS junction temperature measuring instrument, heating oven (ESPEC, ST-110), DC power supply (KEY
SIGHTN 5751) and temperature control heating platform, as shown in Fig. 4. The forward voltage method for junction temperature 
measurement consists of two parts: calibration and measurement. The calibration part is mainly to obtain the coefficient relationship of 
K. The test part uses a temperature-controlled platform to keep the case temperature of the sample constant. Thermal grease is used to 
ensure effective thermal conductivity between the sample and the heating platform. Also a clamp is used to place the LED samples on 
the temperature control platform. 

2.2.2. Photo-electric paraments measurement 
The single LED and LED array modules were used to collect the optoelectronic parameters using integrating spheres (Model: 

EVERFINE HASS20) with a radius of 0.5 m and 2 m, respectively, a DC power supply (Model: KEYSIGHT N5717), a thermal control 
platform system, and a computer. The integrating sphere was calibrated using the EVERFINE SLD062 and SLD204 universal standard 
light source calibration lamps, respectively, and was calibrated separately before each test. The test sample is fixed on the temperature- 
controlled platform with silicone grease, and the data is collected after waiting for 10 min to reach the thermal equilibrium state. Fig. 5 
shows the LED optoelectronic parameter testing system. 

Fig. 2. LED Array Module: (a) LED Module test sample; (b) 3-D configuration.  

Fig. 3. 6 types of LED array lighting mode.  

Table 1 
Single LED and LED module test set-up.  

Test Type Sample Type Test Setup Sample Numbers 

Optical and electrical parameter tests Single LED Operating current: 150mA–500mA 
Gradient: 50 mA; 
Module Case Temperature: 40◦C–90 ◦C 
Gradient:10 ◦C. 

3 

LED Array Module Operating current: 100 mA, 200 mA, 300 mA, 600 mA 
Module Case Temperature: 40 ◦C, 60 ◦C. 

2 

Junction temperature test Single LED Operating current: 150mA–500mA 
Gradient: 50 mA; 
Module Case Temperature: 40◦C–90 ◦C 
Gradient: 10 ◦C. 

3  
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2.3. Luminous flux modeling 

LED luminous flux is affected by current and temperature. As the current increases, the thermal power will increase, resulting in a 
rise in luminous flux. The heat generated by the chip is also increasing. It would lead to a decrease in the luminous efficiency of the LED 
components; thus, the light efficiency of the chip would be degraded. In order to predict the luminous flux of a single LED and LED 
array under different operating conditions, a luminous flux response surface model is proposed [43]. This Model I, is shown in 
Equation (1): 

Φ
(
If ,Tj

)
= Φv0

(
If

If0

)D

e
ln(HC)

(
Tj− Tj0

75

)

(1)  

Where HC thermal cooling coefficient indicates the degree of the change of light efficiency with junction temperature. D indicates the 
variation of luminous efficiency with current. If0 ,Tj0 and Φv0 indicate the rated driving current, rated operating temperature, and 
luminous flux at the rated driving current and operating temperature. 

Model I can describe the luminescence of phosphor-converted white LEDs very well. However, in extreme scenarios, Model I is not 
able to capture the LED luminescence accurately. Model I is not suitable for high luminous efficacy, very low current, high power and 
high luminous flux scenarios. Based on that, Model II is proposed to predict the LED luminous flux over a wide range of current 
variations accurately: 

Φ
(
If ,Tj

)
= Φv0

(
If

If0

)

(

D+Ce ln

(
If
If0

))
(

α1 − α2n

(
Tj− Tj0

100− Tj0

)
)

(2)  

α1 and α2 are obtained from the following equations: 

α1 = 1 + α2 (3)  

α2 =
HC
(
If
)
− 1

1 − n
(4)  

Fig. 4. Junction temperature test system.  

Fig. 5. Single LED photoelectric parameter testing system.  
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α3 =

(
m + If0

If0

)

(5)  

HC
(
If
)
= HC0 • α3 •

(
If

m + If

)

(6)  

Where HC0 is the nominal HC factor. m is the current factor of HC. n is the temperature power factor of the luminous flux. 

HC0 =
Φv
(
If0 ,Tj = 100◦C

)

Φv
(
If0 ,Tj0

) (7) 

The improved Model II improves the current variation range compared to Model I by introducing the D + Ce ln
(

If
If0

)
and HC(If )

functions. G(x) = α1 − α2n

(
Tj− Tj0

100− Tj0

)

is also introduced to increase the prediction accuracy under junction temperature conditions. 

3. Electrical-photo-thermal modeling for multiple chip array 

3.1. Junction temperature modeling 

In this section, a thermal-electrical model is built to predict the junction temperature of the LED array model by inputting thermal 
power and driving current. The model takes the thermal coupling phenomenon into account. 

3.1.1. Thermal coupling matrix model 
3.1.1.1. 1 Theory and models. When the LED is illuminated on a thermostatic platform, the heat dissipated from above can be ignored. 
The heat dissipation path is conducted from the LED chip downward. According to the thermal resistance theory, the equivalent 
thermal resistance model is shown in Fig. 6(a). The junction temperature of a single LED under different driving currents can be 
obtained from the thermal resistance, as shown in equation (8): 

Tj = Tc + ΔT = Tc + Pi × R = Tc + Pi × (R1 + R2 + R3) (8)  

Where Tc is the temperature of the temperature control platform. Pi is the thermal power. Equivalent substitution R indicates the 
thermal resistance of LEDi. At the same time, R1 denotes the heat transfer thermal resistance between the LED chip and the PCB board. 
R2 denotes the heat transfer thermal resistance between the PCB board and the temperature control platform. And R3 the convection 
resistance between the heat sink and the environment. 

In the LED array according to Fig. 6(b), P1， P2， P3… Pj are the thermal power generated by each LED respectively. Rij is the 
equivalent thermal resistance between the i-th LED and the j-th LED. For the i-th LED, the temperature rising due to Pi can be expressed 
as ΔTii = Rii × Pi. If the j-th LED transfers the ηij lateral thermal path of the total thermal power Pj to the i-th LED, the temperature rise 
of the i-th LED can be expressed as its own temperature rise combined with the lateral temperature rise, which is: 

Fig. 6. LED heat transfer model: (a) Single LED (b) LED array.  
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ΔTi = ΔTii +
∑n

j=1,j∕=i

ΔTij =
∑n

j=1
μijPj (9)  

Where μij = ηij × Rij and ηii = 1. This parameter is the thermal coupling coefficient, reflecting the degree of thermal coupling, the 
coefficient μ is a constant value when the structure and material of the LED array is determined. Then the temperature rise can be 
expressed in a matrix as: 

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ΔT1

ΔT2

ΔT3

⋮

ΔTn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

R1 μ12 μ13 ⋯ μ 1n

μ21 R2 μ23 ⋯ μ2n

μ31

⋮

μn1

μ32

⋮

μn2

R3 ⋯ μ3n

⋮ ⋯ ⋮

μn3 ⋯ Rn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

P1

P2

P3

⋮

Pn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

or  

Δ T→= UTCM P→
̅̅̅̅ →

(10) 

The junction temperature of the matrix can be expressed as Eq. (11): 

Tj
→

= Tc
→

+ Δ T→ (11)  
3.1.1.2. Simulation of TCM model. The model is based on a finite element thermal simulation performed using natural convection 
dissipation in Autodesk CFD 2023 to estimate the temperature of the sample. To derive the TCM rules and verify the thermal coupling 
between any two chips in the LED array, the simulation is performed on the 3*3 chip model shown in Fig. 7. The dies are labeled as 
LED1#, 2#, 3#, 4#, 5#, 6#, 7#, 8#, 9# from left to right and top to bottom. The key parameters used for simulation (including 
thermal resistance and key materials) are listed in the table, as shown in Tables 2 and 3. 

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Tj1

Tj2

Tj3

Tj4

Tj5

Tj6

Tj7

Tj8

Tj9

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= Tc +

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

96.99 0.73 0.23 0.51 0.34 0.15 0.12 0.10 0.06

0.73 96.98 0.73 0.34 0.51 0.34 0.10 0.13 0.10

0.23 0.73 96.06 0.15 0.33 0.51 0.06 0.10 0.12

0.51 0.34 0.15 97.09 0.73 0.23 0.50 0.34 0.15

0.34 0.51 0.33 0.73 97.1 0.73 0.34 0.51 0.34

0.15 0.34 0.51 0.23 0.73 97.08 0.15 0.34 0.51

0.12 0.10 0.06 0.50 0.34 0.15 96.96 0.73 0.23

0.10 0.13 1.6 0.34 0.51 0.34 0.73 96.91 0.74

0.06 0.10 0.12 0.15 0.34 0.51 0.23 0.74 96.98

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

P1

P2

P3

P4

P5

P6

P7

P8

P9

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(12) 

The temperature rise for LED1# can be expressed as ΔT1 = μ11P1 + μ12P2 + μ13P3 + μ14P4 + μ15P5+μ16P6 + μ17P7 + μ18P8 + μ19P9. By 
holding the other LED power constant, μ12 can be obtained through the fitting curve with measured ΔT1 under various P2 , as shown in 
Fig. 8. Fig. 8(a) represents the variation of ΔT2 to ΔT9 with LED1# thermal power, and the slope corresponds to the matrix coefficients, 
μij can be derived by ΔTi ~ Pj, the residual matrix coefficients can be obtained. Fig. 8(b) represents μ11, the slope of ΔT1 variation with 
P1. In order to verify the TCM matrix, the process followed for the mutual thermal coupling between any two chips is described in the 
flow diagram (shown in Fig. 9). Eventually, the ninth-order TCM of sample 6 can be expressed as: 

3.1.2. Numerical model 
Since thermal coupling will directly affect the junction temperature of the chip when multiple LEDs are illuminated, the thermal 

Fig. 7. 3*3 LED array for simulation.  
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Table 2 
The assumed thermal resistance used in the simulation.  

Items Descriptions 

Thermal resistance of LED From the junction to the PCB including the solder layer: 28K/W 
Thermal contact resistance 1 Between the underside of the LED and upside of PCB: 0.65 cm2 ⋅K/W 
Thermal contact resistance 2 Between the underside of the PCB and Surface of the temperature control platform：0.77 cm2⋅K/W  

Table 3 
The key material parameters used in the simulation.  

Materials Density (g⋅cm-3) Thermal conductivity (W/(cm⋅K)) Heat Capacity (J/g⋅K) 

Air / 2.563 × 10-4 1.004 
PCB 4.75 1.55 0.43  

Fig. 8. (a) ΔT2, ΔT3, ΔT4, ΔT5, ΔT6, ΔT7, ΔT8, ΔT9 VS Pth of 1st LED; (b) ΔT1 VS Pth of 1st LED.  

Fig. 9. The mutual thermal coupling calculation scheme of the random chips in the 3*3 LED array.  
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coupling phenomenon needs to be modeled separately. The steady-state Laplace equation for heat transfer is expressed as follows: 

∇2T =
∂2T
∂x2 +

∂2T
∂y2 +

∂2T
∂z2 = 0 (13)  

Where the coordinate axis takes the upper surface corner of the substrate as the origin. The positive direction of z-axis points to the heat 
conduction direction, as shown in Fig. 10. The size of the substrate is Lx ∗ LY . The size of the LED is a ∗ b. The coordinates of the center 
point of the LED are ( Xc, Yc). The thickness of the structure is t. 

It is assumed that the substrate is insulated all around. The bottom side holds the temperature constant T0. The top surface has heat 
input only in the area covered by the chip with the other locations set as adiabatic boundaries. Under these boundary conditions, the 
temperature distribution at each location when a single chip is heated can be solved as: 

θ(x, y, z) = A0 + B0(z − t) +
∑∞

m=1
cos(λx)[A1 cosh(λz) + B1 sinh(λ(z − t))]

+
∑∞

n=1
cos(δy)[A2 cosh(δz) + B2 sinh(δ(z − t))]

+
∑∞

m=1

∑∞

n=1
cos(λx)cos(δy)[A3 cosh(βz) + B3 sinh(β(z − t))] (14)  

φ(ξ) =
kξAs

− Q
θ0 (15)  

B1 =

∫ Lx
0

∂θ
∂z

•
1
λ
• cos(λx)dx

cosh(λt)
∫ Lx

0 cos2(λx)dx
(16)  

B2 =

∫ Ly
0

∂θ
∂z

•
1
δ
• cos(δy)dy

cosh(δt)
∫ Ly

0 cos2(δy)dy
(17)  

B3 =

∫ Lx
0

∫ Ly
0

∂θ
∂z

•
1
β
• cos(λx)cos(δy)dxdy

cosh(βt)
∫ Lx

0

∫ Ly
0 cos2(λx)cos2(δy)dxdy

(18)  

Ao = T0 (19)  

Bo = −
Q

kLx LY
(20)  

Where θ(x, y, z) = T(x, y, z) − Tf , λ = mπ/Lx, δ = nπ/Ly, β =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
λ2 + δ2

√
and Ai = φ(ξ)Bi. The thickness of the substrate is t. And the 

thermal conductivity of the material is k. The thermal power generated by the LED is Q. θ states the temperature rise. Tf states the 
ambient temperature. 

Due to the linear superposition property of the heat conduction, the temperature distribution of multiple heat sources applying to 
the substrate can be expressed as: 

Fig. 10. Isotropic plate with single heat source.  
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θsum(x, y, z) =
∑n

i=1
θi(x, y, z) (21)  

With the ambient temperature overlaying, the temperature distribution on the substrate of multi-sources is expressed as: 

Tsum(x, y, z) = θsum(x, y, z) + Tair =
∑n

i=1
θi(x, y, z) + Tair (22)  

3.2. Luminous flux modeling 

The luminous flux prediction model for the LED array is shown in Fig. 11. 
First, the junction temperature of each LED is predicted by the model in 3.1 for LED arrays with different lighting methods, driving 

currents, and temperatures. Then, after the junction temperature of each LED is obtained, the luminous flux of the LED array is ob
tained by superimposing each LED luminous flux according to the Luminous flux modeling of single LED in 2.3. 

4. Results and discussion 

4.1. Junction temperature modeling 

4.1.1. Validation of TCM model 
The ninth order TCM matrix of sample 6 at a case temperature of 60 ◦C is obtained by FEM simulation. The FEM simulation is 

performed at a drive current of 0.2 A. A comparison of the finite element simulation results and the TCM model predictions using 
equation (12) is shown in Fig. 12. 

Under the same conditions, the finite element simulation of sample 1 (Fig. 3(a) with all four illuminated cases) is used to verify the 
applicability of the TCM model when part of the LEDs in the array are lighted. The input thermal power of the remaining five unlit 
lights is 0w, and the input power of 1#, 2#, 4# and 5# is 0.46w each, as shown in Equation (23): 

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Tj1

Tj2

Tj3

Tj4

Tj5

Tj6

Tj7

Tj8

Tj9

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= 60 +

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

96.99 0.73 0.23 0.51 0.34 0.15 0.12 0.10 0.06

0.73 96.98 0.73 0.34 0.51 0.34 0.10 0.13 0.10

0.23 0.73 96.06 0.15 0.33 0.51 0.06 0.10 0.12

0.51 0.34 0.15 97.09 0.73 0.23 0.50 0.34 0.15

0.34 0.51 0.33 0.73 97.1 0.73 0.34 0.51 0.34

0.15 0.34 0.51 0.23 0.73 97.08 0.15 0.34 0.51

0.12 0.10 0.06 0.50 0.34 0.15 96.96 0.73 0.23

0.10 0.13 1.6 0.34 0.51 0.34 0.73 96.91 0.74

0.06 0.10 0.12 0.15 0.34 0.51 0.23 0.74 96.98

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.46

0.46
0

0.46
0.46

0
0

0

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(23) 

Junction temperature of the sample 1 array and finite element simulation results are shown in Fig. 13. 
From Figs. 12 and 13, it can be seen that the error is within 0.0015 % between the finite element simulation results and the TCM 

results. It indicates that the TCM model can be applied to predict the junction temperature under different case temperature, driving 
current conditions and different LED array lighting methods without FEM simulation. From the TCM model, it can be concluded that 1) 
μ is only related to the distance. The coefficient influence would shrink while the distance enlarges; 2) the TCM matrix is a symmetric 
matrix, μij = μji. 3) The TCM can also be used for junction temperature prediction when the LED array is partially lightened with 
random modes. 

4.1.2. Numerical model application 
The connection between the LED chips is the air and the PBC substrate. The convection heat exchange capacity of air is weak, so it is 

reasonable to analyze the thermal coupling in the PCB where the vertical thermal conduction only exists. With the same chip pa
rameters and input power, the temperature rise caused by the thermal resistance of each chip above the substrate is also the same. In 
order to verify the accuracy of numerical modeling in 3.1.2, the matlab simulation settings in Fig. 12 are adopted. The temperature 

Fig. 11. LED array luminous flux prediction scheme.  
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distribution on the top surface of sample 6 is shown in Fig. 14. As the numerical thermal modeling goes, the bottom side of the PCB is 
the junction temperature of each die is summarized and analyzed in Table 4. 

It is obvious to see the multiple temperature peaks generated when 9 LEDs are lighted at the same time. Due to the larger chip pitch 
in x-axis than in y-axis, the thermal coupling effect is weaker with a wider low temperature region between adjacent chips. The 

Fig. 12. LED array junction temperature prediction under case temperature 60 ◦C and driving current 0.2A: (a) finite element simulation results (b) result comparison.  

Fig. 13. Junction temperature prediction of LED array under lighting mode Fig. 3(a): (a) finite element simulation results (b) comparison of results.  

Fig. 14. The temperature distribution of the LED array area (a) on the top surface of the PCB; (b)on the bottom surface of the PCB.  

Table 4 
Numerical Junction temperature modeling comparison (sample 6).  

Model (oC) 1# 2# 3# 4# 5# 6# 7# 8# 9# 

Numerical method 104.43 104.48 104.43 104.46 104.52 104.47 104.43 104.48 104.43  
TCM 107.63 107.98 107.66 108.02 108.44 108.02 107.61 107.95 107.63   
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temperature predicted by numerical mothed is 3 ◦C lower than TCM generally. This difference comes from the absence of contact 
thermal resistance in the numerical model due to the boundary conditions, which requires the continuous temperature changes. The 
step temperature rise generated by the contact thermal resistance between the LED and the solder and between the PCB and the 
temperature control platform can be superimposed directly at the end of the calculation. The precision of the calculation has a sig
nificant impact on the results. The junction temperature and computation time of Fourier iterations 10 times, 30 times, 50 times, 80 
times in steps of 100e-5 m, 50e-5 m, 20e-5 m are compared for a single chip with 0.5w input power, respectively. 

It can be seen from Table 5 that the number of Fourier iterations determines the degree of waveform flatness. The calculation step 
size determines the accuracy of the evaluation. The step length has no effect on the calculation of temperature, but the number of 
iterations has an influence on the temperature. The temperature junction temperature increases with the number of iterations. 

The TCM model is suitable for junction temperature prediction of fixed samples at different case temperature and current. The 
process of solving the TCM matrix is time-consuming, with sixty iterations taking approximately 7 min to obtain a single figure, and 
obtaining the slope of a single LED requires at least five different power simulations. If the LED array contains n samples, 5 ∗ n sim
ulations are required, taking 35 ∗ n minutes. However, after obtaining the TCM matrix, fast predictions can be made under different 
scenarios without re-simulation. The numerical calculation method can also characterize the junction temperature prediction results. 
The calculation time and accuracy will rise with the increase of Fourier series. The computational speed is faster than the TCM matrix 
solution process for different LED arrays samples, however, it is slower than the same sample under various modes with known TCM 
matrix. 

4.2. Luminous flux model 

4.2.1. Flux response surface model of single chip 
After completing the electrical-photo-thermal data acquisition, the luminous flux and junction temperature at different currents 

and different shell temperatures were obtained. The fitting results of Model I and II using the data of three single LED chip samples are 
shown in Figs. 15 and 16, respectively. The parameters extracted of the two models are listed in Tables 6 and 7. 

From the results of the simulation, it can be seen that both Model I and Model II fit well. However, the improved luminous flux 
response surface model adds three parameters: n, m, and Ce. The R2 of Model II is slightly higher than that of Model I. Both Model I and 
Model II can be used for luminous flux prediction. But it is notable that Model II is more accurate for extreme conditions compared to 
Model I. The improved luminous flux response surface model is more suitable for capturing and describing the luminous flux of LED 
products under different operating conditions. When D is close to 1, it indicates that the luminous flux varies linearly with the current. 
The smallest D for #LED2 in Models I and II indicates that the luminous efficiency of #LED2 decreases more severely with the increase 
of current. 

4.2.2. Luminous flux model of multiple chip array validation with case 
The junction temperature of the sample 1 array at a driving current of 0.2A and a case temperature of 40 ◦C can be obtained from 

4.1. By substituting the junction temperature and driving current into the luminous flux response surface model, luminous fluxes of the 
arrays can be obtained by superimposing each LED luminous fluxes in both cases. The predicted results are compared with the 
experimentally obtained results as shown in Table 8. 

Deviation =
predicted Luminous Flux(LED array) − Expermental

Expermental
× 100% (24) 

The results of samples 2, 3, 4, 5, and 6 at 40 ◦C are also compared with the experiments, respectively. The outcomes are shown in 
Fig. 17. 

It can be seen from Fig. 17 that the luminous flux of Model II is more accurate than that of Model I, which verifies the conclusion 
that Model II in 4.2.1 is more applicable to extreme conditions. The predicted luminous fluxes are all higher than the experimentally 
measured luminous fluxes, which may be related to the very small amount of light loss from the LEDs that may be due to the collision of 
photons in space resulting in a decrease in energy and thus a slight decrease in luminous flux. As the number of samples increases, the 
overall model error increases. On the one hand, there are differences between samples, and on the other hand, the overall model error 
is the result of the individual sample error and superposition. It is also evident from the three samples of a single LED that there is a 
certain difference in luminous flux between samples under the same conditions. In the case of 60 ◦C shell temperature and 0.2A 
current, the luminous flux of a single LED is 56.83 ml, and the average luminous flux of each LED in samples 1, 2, 3, 4, 5 and 6 is smaller 
than that of a single LED, indicating that there is a coupling effect of the LED array, of which sample 6 has the most obvious reduction in 
luminous flux and the most serious coupling phenomenon. As the spacing of LEDs decreases, the thermal coupling effect is enhanced 
and the LED temperature rises; as the number of LEDs in the LED array module increases, the thermal coupling effect is enhanced and 
the LED temperature rises significantly. 

5. Conclusion 

In this paper, the junction temperature and luminous flux of individual LEDs operating at different drive currents and case tem
peratures are firstly collected, and a surface model of the luminous flux response of individual chips is established. Thermal coupling 
analysis and junction temperature prediction of array LEDs are carried out by TCM model and numerical algorithm model, and the 
difference between the two predictions is very small, but the numerical algorithm model can greatly speed up the operation speed and 
efficiency. The junction temperature, drive current and case temperature of each LED obtained from the junction temperature 
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prediction model are substituted into the luminous flux response surface model, and the error of Model II is within 5 % compared with 
the experimentally measured luminous flux. The results show that: 1) the luminous flux response surface model can predict the lu
minous flux of individual LEDs very well, and for LED arrays, the junction temperature will increase due to thermal coupling, and the 
accuracy of Model II is higher than that of Model I, which indicates that Model II can also be used in extreme conditions; 2) the TCM 
model and numerical algorithm model predict the junction temperature with high accuracy, and are suitable for different LED lighting 
cases in the arrays; 3) electro-optical-thermal modeling The combination of optical-electrical-thermal modeling can be used to predict 
the photothermal parameters of LED arrays with an accuracy of 95 %. The model is very effective in quickly predicting the junction 
temperature and luminous flux of large LED systems with array structures. 
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Fig. 15. Fitting results for single LED Model I (a)#LED1; (b)#LED2; (c)#LED3.  

Fig. 16. Fitting results for single LED Model II (a)#LED1; (b)#LED2; (c)#LED3.  

Table 6 
Model I fitting results.  

Sample D HC0 R2 

#LED1 0.86312 0.77636 0.99684 
#LED2 0.82419 0.81788 0.99388 
#LED3 0.84843 0.81076 0.99263  

Table 7 
Model II fitting results.  

Sample D Ce n m HC0 R2 

#LED1 0.86361 − 0.02096 0.97948 1.59403 0.901584 0.99906 
#LED2 0.80845 − 0.0286 0.95215 1.60895 0.901584 0.99919 
#LED3 0.82552 − 0.04099 0.91987 1.25231 0.901584 0.99935  

Table 8 
Luminous flux model results (sample 1 at 0.2A driving current and 40 ◦C case temperature).  

Model (lm) LED1# LED2# LED4# LED5# LED array (Experimental:161.45) Deviation (%) 

Model I 49.0557 49.0564 49.0494 49.0494 196.2103 21.53 % 
Model II 40.7613 40.7695 40.7695 40.6703 162.8797 8.85 %  
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