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Preface

We are experiencing a technological revolution where artificial intelligence is aiding us in solving various
challenges. In the aviation industry, machine learning is proving to be a promising tool in improving the
safety and efficiency of autonomous flight control systems. This thesis delves into implementing Rein-
forcement Learning to develop robust and reliable flight control systems, ultimately improving aviation
safety.

I want to express my gratitude to all those who have supported me on my journey. I am grateful to my
supervisor Dr. ir. E. van Kampen for introducing me to the world of autonomous control and guiding
me through it. I am also thankful to my family for their unconditional support and love, which has been
essential in helping me achieve my dreams. My partner Nick has always been a source of inspiration
and a strong believer in my potential. I must also extend my gratitude to my dog Luna, whose simple
joy keeps reminding me to appreciate life’s little moments. This final work, that marks the end of my
learning path in Delft, was a collective effort, and I want you to know that this thesis belongs as much
to you as it does to me. Thank you.

Lucas Vieira dos Santos
Delft, June 2023
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1
Introduction

1.1. The History of Fault-Tolerant Flight Control Systems
Since the Wright brothers’ 59 s flight in 1903 [1], aviation rapidly progressed towards longer, higher
and faster flights. The expansion of the flight envelope brought to the surface the challenges of varying
aerodynamics on Flight Control System (FCS) – even if an aircraft is stable in a particular flight condition,
it might be unstable in another. The need and development of controllers that provide robust control in
different flight regimes have led to remarkable achievements, like autonomous flight control.

Although classical control theory only surged in the late 1930s, the first automatic control demonstration
occurred in 1914. Lawrence Sperry, an aviation pioneer, adapted a gyrocompass into an aircraft and
demonstrated the first auto-stabilised flight [2]. The demonstration amazed a Parisian crowd as the
aircraft remained stable even when Sperry and his copilot, Emil, moved to the vehicle’s wings, as shown
in figure 1.1. This early invention revolutionised flight control paving the way for future developments.
Just 33 years later, the first fully automatic flight, including take-off and landing, was achieved [3].

Figure 1.1: Photo of Sperry’s groundbreaking flight in 1914. The image show Emil standing on the aircraft’s wing while Sperry
raises his hands from the control. The photo is retrieved from Historic Wings [4].

During the 1950s, there was a growing interest in FCS that could self-adapt to allow fight in a wide
envelope [5]. The field flourished in the 1960s with the development of supersonic aircraft, which
required more advanced control. Consequently, gain scheduling was invented to allow a controller to
have different parameters for each flight condition, making them optimal throughout the entire envelope
[3, 6]. However, gain scheduling controllers lack the means to adapt to changing dynamics, such as
the failure of a control surface. In such cases, the controller shows suboptimal performance or even
loses control entirely [7].

While adaptive control research aimed to expand the flight envelope, a separate branch was interested
in making control systems fault-tolerant [8]. Initially, the focus was on enabling fault tolerance with
redundant control devices. However, this approach increases costs and maintenance needs. The

1
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concepts of adaptive control and fault tolerance were later merged, leading to the field of Fault-Tolerant
Flight Control System (FTFCS). The combination resulted in controllers that allowed robust control in
the entire envelope and could adapt to unexpected conditions, such as a change in dynamics [9].

Research in the 1980s led to further advances on FTFCS with the introduction of Machine Learning
(ML) into control system [8]. During this time, Reinforcement Learning (RL), a subfield of ML, was also
emerging. RL combined the concepts of learning through trial-and-error from Artificial Intelligence (AI)
with the concepts of dynamic programming from optimal control [10].The issue RL addressed was that
optimal control by itself could not develop adaptive controllers, and it requires the knowledge of the
system dynamics [11]. For flight control, the first flight tests of a ML-based controller happened in the
1990s from a collaboration between NASA and Boeing [12].

Reinforcement Learning (RL) is a fast-growing research field with various applications. As RL algo-
rithms continue to evolve and demonstrate their potential to learn more efficiently and handle more
complex tasks, they are becoming increasingly relevant for developing the next generation of FCS. In
flight control, RL offers new possibilities for robust and adaptable control. Using RL-based controllers
can significantly improve flight safety and reliability, leading to a safer and more efficient industry.

1.2. TheMotivation forReinforcement Learning inFlightControl
In March 2005, Air Transat’s Airbus A310-309 experienced a sudden bang followed by a Dutch roll mo-
tion, surprising its crew. The pilots disengaged the autopilot and manually controlled the aircraft for the
remainder of the flight, successfully landing it despite the difficulty in maintaining control. Subsequent
flight control checks revealed no anomalies, and only during a visual inspection after the aircraft had
shut down did they discover that most of the rudder was missing [13].

This story is a rare example of a successful response to an aircraft’s loss of control. In most cases,
neither pilots nor conventional autopilots can adapt fast enough. Future flight control systems that can
quickly adapt to adverse conditions and faults can increase the reliability and safety of flight operations.
Therefore, investing in research on RL applications for FTFCS is crucial as it can significantly impact
the aviation industry. This impact ranges from the design to the operation of aircraft, both in the current
aviation industry and the future of aviation, as illustrated in figure 1.2.

Current aviation Future aviation

Design Overcoming gain scheduling 
limitations with adaptive tuning

 Facilitating innovative green aircraft 
designs with tailored control laws

Operation Enhancing fault tolerance to prevent 
loss of control accidents

Enabling safe and efficient 
autonomous flight operations

Figure 1.2: Matrix illustrating the potential impact of RL-based flight control systems on the design and operations of the
aviation industry, both in the present and future.

1.2.1. The Impact of RL-based Controllers in Current Aviation
The aviation industry constantly works towards enhancing safety and efficiency in operations. Despite
significant advances in flight control technology, traditional systems have limitations in adaptability
and fault tolerance. Moreover, the design process for conventional controllers is complex and time-
consuming. As a result, there is a need for novel technologies that can improve design efficiency and
enhance flight safety. This section discusses how RL-based FCS can address those issues.

Design motivation: Overcoming limitations of gain scheduling
Proportional–Integral–Derivative (PID) is the most commonly used type of flight controller. These con-
trollers adjust the control action using feedback from the system to reduce deviations from a reference
state. However, the gains applied to the feedback are a design parameter for which no unique solution
exists [14]. Besides, these parameters do not guarantee matching performance in flight conditions
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other than those for which they were tuned. As a result, with any disturbance, the controllers may lose
performance or even fail [6].

Gain scheduling is the traditional method for making PID operational in different flight conditions. This
technique uses multiple linearisation points, each requiring a different tuning. It works as if a separate
controller was designed for each point. While this allows adequate control within the design envelope,
the controller may not function properly outside this range or in situations with a change in the system
dynamics [3].

Fault-Tolerant Flight Control Systems are a way of overcoming the drawbacks of gain scheduling. Im-
plementing those controllers with Reinforcement Learning is promising due to the field’s capability of
developing robust, adaptive and model independent controllers. With research in RL-based controller
advancing, three major impacts in flight control design are expected:

1. Eliminating the need for manual tuning: Gain scheduling is a time-consuming and expensive
manual process. Engineers must design a controller for each flight condition within the aircraft’s
operational range.

2. Expanding the operational range: Gain-scheduled controllers are only optimal at the design en-
velope and cannot adapt to adverse conditions.

3. Removing model dependency: Gain scheduling requires identification of a system’s model, which
increases the complexity and cost of the design process [15].

Operations motivation: Preventing loss of control accidents
The Air Transat incident is an exception to the usual unfortunate outcomes of an aircraft LOC. According
to IATA [16] report on LOC accidents from 2009 to 2018, there were 64 incidents in commercial aviation,
with only four of them not causing fatalities. LOC accounts for 8% of all types of accidents in aviation,
but it is the most deadly accident type, responsible for 60% of all fatalities in commercial aviation.

One promising solution to mitigate the frequency of LOC accidents are FTFCSs, which can preserve
control even in adverse situations [17]. Although current control systems can be pre-configured to
operate in different failure scenarios [18], intelligent systems that learn to restore control even in unan-
ticipated situations offer a more promising approach. By doing so, these systems can adapt to real-time
scenarios, allowing safer operations.

1.2.2. The Impact of RL-based Controllers on Future Aviation
The future of aviation is marked by significant challenges, including the continuous growth of civil avia-
tion, the shift towards autonomous operations, and the need for industry decarbonisation [19]. In this
context, flight control systems will play a critical role. Moving from traditional rule-based systems to
intelligent and adaptive ones will enable FCS to provide safe and robust control while also contributing
to developing other technologies in the field. This section aims to highlight the motivation for investing
in research in those systems by emphasising their potential impact on the aerospace industry.

Design Motivation: Advancing Green Aircraft Designs
Since the pre-industrial era, human activity has raised global warming by 1 ◦C. Limiting the increase
to 1.5 ◦C is the most optimistic scenario, as irreversible changes, including ecosystem extinctions, are
expected to occur at 2 ◦C increase [20]. While aviation accounts for only 2% of total CO2 emissions,
its impact on global warming is much more significant due to non-CO2 emissions such as NOx, water
vapour, and soot, as well as emissions at high altitudes [21].

As the aviation sector continues to grow in the coming decades [19], there is an urgent need for greener
designs that reduce its environmental impact. This challenge requires a combined effort from all design
groups, including flight control. Electrification of aircraft and the use of alternative fuels such as biofuels
can play a significant role in reducing aviation’s environmental impact. In addition, innovative energy-
efficient aircraft designs offer a promising path towards greener aviation [22].

An example of an innovative aircraft design that aims to improve fuel efficiency is the Flying V [23],
shown in figure 1.3. This concept is a tailless V-shaped flying wing aircraft that merges the fuselage
with the wing. The aircraft contains four control surfaces on each wing, including three elevons at the
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trailing edge and a rudder built into the winglet. The elevons provide longitudinal and lateral control
by controlling pitch and roll, while the rudder provides yaw control [24]. However, the unconventional
design of the Flying V poses a challenge to traditional flight control methods, making them difficult to
apply. Therefore, this concept requires dedicated flight control laws [25]. Adaptive controllers based on
RL offer a promising solution for allowing these types of designs to be implemented effectively.

Figure 1.3: Isometric and Top Views of the Flying-V Aircraft Design. Image retrieved from TU Delft [26]

Operations motivation: Enabling autonomous flight
In today’s commercial aviation, the cockpit typically consists of two pilots, one serving as a backup
in case the other becomes incapacitated. However, the risk of accidents due to pilot incapacitation
could be significantly reduced if the onboard control systems could autonomously control the aircraft.
Removing this threat will be a first step in allowing single-pilot operations, which could later lead towards
fully autonomous aircraft traffic [27].

Moving towards a future of autonomous operations offers many benefits beyond increasing safety lev-
els. For example, it would allow for better airspace utilisation, reducing aircraft separation and opera-
tional costs. Additionally, autonomous aircraft systems could contribute to the decarbonisation of the
aviation industry, as optimised flight plans could reduce fuel burn by up to 6% [27].

The transition to fully autonomous systems will substantially impact the economy. The shift to single-
pilot operations alone could save up to $60 billion annually, and a subsequent transition to fully au-
tonomous systems could save up to $110 billion [27].

1.3. Research Objectives and Questions
Research on flight control is progressing towards intelligent systems, such as FTFCS. Developing and
implementing those systems will require extensive research to ensure their reliability and effectiveness
in real-world applications. Achieving this goal is crucial to enable aviation to benefit from the poten-
tial improvements previously discussed. The objective of this thesis is to contribute to the academic
development of this field, with a defined research objective as described below:

Research Objective

This research aims to develop and evaluate a fault-tolerant flight control systemwith a probability-
based and hybrid offline-online Reinforcement Learning algorithm, seeking to advance state-of-
the-art methods by enhancing the controller’s robustness, adaptability, and safety.

The research objective of this thesis divides into four research questions, the first (Question 1) aims to
provide an understanding of the field of Reinforcement Learning (RL), with a focus on its potential appli-
cations in flight control systems. The primary goal of this question is to identify the gaps in knowledge
that will enable further development of the field through the subsequent research questions.
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Research Question 1

Question 1. What is the state-of-the-art in reinforcement learning for fault-tolerant flight control
systems?

Question 1.1. What are the key concepts and principles of reinforcement learning, and how
are they relevant to control systems design?
Question 1.2. What are the current state-of-the-art algorithms in reinforcement learning, and
to what extent do they offer possibilities to fault-tolerant flight control?
Question 1.3. What are the gaps and opportunities for future research in reinforcement learn-
ing for flight control systems?

One of the research interests of this thesis is exploring the capabilities of hybrid reinforcement learning
to bridge the gap between simulation and real-world applications. With hybrid reinforcement learning,
a flight controller can be initially learned and then fine-tuned during operation in changing conditions.
The goal of Question 2 is to determine the necessary steps to construct a hybrid controller.

Research Question 2

Question 2. How can hybrid offline-online reinforcement learning techniques be integrated to
develop a fault-tolerant flight control system?

Question 2.1. What are the advantages and limitations of a hybrid offline-online reinforce-
ment learning approach?
Question 2.2. How can offline and online reinforcement learning techniques combine to
leverage their strengths?

Probabilistic methods in RL are algorithms that deal with uncertainties in the environment and the con-
troller’s actions by learning statistical distributions related to their performance. These algorithms are
promising for improving the safety of RL-based flight controllers because they make decisions based
on various possible outcomes. This research will focus on integrating algorithms that use this distribu-
tional information to create safer controllers. This leads to Question 3, which seeks to understand how
to apply these methods to flight control.

Research Question 3

Question 3. How can distributional reinforcement learning methods improve the performance
of fault-tolerant flight control systems?

Question 3.1. What are the principles and advantages of distributional reinforcement learn-
ing, and how does it differ from traditional reinforcement learning methods?
Question 3.2. How can distributional reinforcement learning be used to improve the perfor-
mance of fault-tolerant flight control systems?

The research’s ultimate goal is to demonstrate the effectiveness of the developed controller in real-world
flight scenarios, contributing to the development of more reliable autonomous systems. To achieve this
goal, Question 4 will compare the performance of the built system with previous methods.
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Research Question 4

Question 4. How effective is the resulting fault-tolerant flight control system at achieving robust-
ness, adaptability, and safety in real-world flight scenarios?

Question 4.1. What are the most relevant performance metrics for evaluating the system’s
performance in different flight conditions?
Question 4.2. How does the fault-tolerant control system compare to traditional controllers
regarding stability, performance, and safety?
Question 4.3. How well does the system handle different types of faults and risk situations,
and what are the limitations?

1.4. Report Outline
This report describes all the work conducted in this thesis, providing a comprehensive overview of the
research. The information is organised into four distinct parts, each with a specific purpose.

• Part I contains the research paper from this study. It encompasses themotivation, the background,
the methodology, and the main results of the research.

• Part II contains the literature study that supports this research. Chapter 2 is the literature review,
which details the state-of-the-art of Reinforcement Learning and its application to flight control.
Chapter 3 is a preliminary analysis comparing the feasibility of various research approaches iden-
tified through the literature review process.

• Part III compiles all the additional results not included in the research paper. While chapter 4
showcases extra findings from the investigation into the robustness of the hybrid model, chapter 5
shows the additional results from the fault-tolerance experiments. Lastly, chapter 6 presents the
results of the verification and validation procedures.

• Part IV concludes the thesis by reflecting upon the research questions in chapter 7, providing
a comprehensive conclusion in chapter 8, and offering recommendations for future research in
chapter 9.
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Safe & Intelligent Control: Hybrid and Distributional
Reinforcement Learning for Automatic Flight Control

Lucas Vieira dos Santos*
* Aerospace Engineering, Delft University of Technology (

The critical challenge for employing autonomous control systems in aircraft is ensuring 
robustness and safety. This study introduces an intelligent and fault-tolerant controller
that merges two Reinforcement Learning (RL) algorithms in a hybrid approach:
the Distributional Soft Actor-Critic (DSAC) and the Incremental Dual Heuristic 
Programming (IDHP). The integration combines the strengths of DSAC in learning a 
robust control strategy and IDHP in allowing real-time control adaption. Compared
to earlier controllers, such as a hybrid using the Soft Actor-Critic (SAC) algorithm
and strictly offline DSAC and SAC, our hybrid demonstrates enhanced robustness 
against changing flight conditions and in the face of sensor noise and b ias. During
fault tolerance tests, it maintains superior control even when the effectiveness of the 
aircraft’s ailerons and elevators is compromised. By demonstrating the potential of
RL-based controllers to provide robustness and fault tolerance, this research advances
the feasibility of safe and autonomous flight control operations.

I. Introduction

The advancements in Reinforcement Learning (RL) have led to remarkable achievements in various fields

[1]. Notably, RL applications have outperformed humans in video games [2] and enabled robots to handle
objects [3] and walk [4]. In the aerospace sector, RL can improve the robustness and fault-tolerance of
autonomous systems. Those benefits are reflected in the growing research on RL-based control for aircraft
[5], helicopters [6], and unmanned aerial vehicles [7] showing their potential in overcoming the limitations of
traditional systems.

Though well-established, traditional Flight Control System (FCS) requires gain scheduling for different points
of an aircraft’s operational range, introducing complexity to the design and limiting adaptability to adverse
conditions, such as system faults and malfunctions [8]. Moreover, Loss of Control (LOC) continues to
be a major factor contributing to aviation accidents. Alone, LOC is responsible for 60 % of all fatalities
in commercial aviation [9]. This underlines an urgent need for intelligent and adaptive control systems.
RL-based FCS emerge as a promising solution. By learning from experience, these systems can offer better
control autonomy, simplify the design process, and potentially reduce accidents caused by loss of control.

In the context of autonomous flight control, various RL-based controllers employing different algorithms
and strategies have been explored. Offline algorithms, such as Soft Actor-Critic (SAC) and Distributional
Soft Actor-Critic (DSAC), have demonstrated their capability to produce robust and efficient aircraft control
strategies. However, these offline algorithms have their limitations, as they are not well-suited for adapting
the strategies in-flight [10]. In contrast, online algorithms, such as IDHP, can adapt in real-time but raise
questions about their robustness and the risks involved in learning while flying. Interestingly, a policy that
combines SAC and IDHP has been shown by Teirlinck [11] to leverage the advantages of both algorithms.
Most recently, DSAC has caught attention for its ability to create safer policies compared to SAC, as Seres
[12] demonstrated the improvement of aircraft control in challenging conditions such as near stalls.
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In light of these findings, this study develops an RL-based attitude control system that integrates the offline
DSAC algorithm with the online IDHP algorithm. This hybrid model combines the robustness derived from
pre-learned policies with the adaptability of online real-time learning. Differently than SAC, DSAC can
learn complete distributions of possible outcomes providing deeper insights into the risks associated with
different actions. During online operation, IDHP utilises the policy trained by DSAC and dynamically adjusts
it according to the flight conditions.

The contributions of this paper are in developing safe and autonomous control systems by constructing
fault-tolerant RL-based controllers. We assess the pros and cons of a hybrid offline-online controller,
comparing DSAC and SAC as the offline component. Furthermore, we investigate how the hybrid controller
contrasts with offline-only policies. At the core of this research is the innovative approach to flight control
systems, which combines the hybrid and distributional reinforcement learning approaches to enhance safety
without compromising performance.

The remainder of this article is organised as follows. Section II introduces the fundamental concepts of
reinforcement learning and the algorithms employed to develop the hybrid controller. Section III delineates
the formulation of the flight control task as a reinforcement learning problem and defines the hybrid controller.
Section IV presents a discussion on the results of the experiments comparing the different controllers.

II. Background
This section establishes the Reinforcement Learning fundaments and notation, including the algorithms used
for developing the hybrid attitude controller.

A. Fundamentals of Reinforcement Learning
Reinforcement Learning is a subfield of machine learning that primarily uses a trial-and-error approach to
learn optimal strategies. In RL, an agent learns to make optimal decisions in a task by interacting with an
environment. It chooses an action 𝒂𝑡 ∈ R𝑁 at time 𝑡. This action changes the environment state from 𝒔𝑡 to
𝑠𝑡+1 ∈ R𝑀 with a probability 𝜌. Then, the environment informs how satisfactory the state transition was by
returning a scalar reward 𝑟𝑡+1 ∈ R [13].

The objective for the agent is to identify the action it should select at each given time to maximise the total
rewards, also known as return 𝑅𝑡 =

∑𝑇
𝑖=𝑡 𝛾

(𝑖−𝑡 )𝑟 (𝒔𝑖 , 𝒂𝑖). The return includes a discount factor 𝛾 ∈ [0, 1] that
balances the objective of striving for near or long-term rewards.

Actor-critic is a specific type of RL algorithm that divides the tasks of policy learning and return estimation
into two separate structures [14]. The Actor, the first structure, is a Neural Network (NN) that learns the
policy 𝜋. It determines which action 𝒂𝑡 should be taken given the state 𝒔𝑡 . For a stochastic policy, the action
is sampled from 𝒂𝑡 ∼ 𝜋(· | 𝒔𝑡 ). In contrast, for a deterministic policy, the action is directly derived from
𝒂𝑡 = 𝜋(𝒔𝑡 ).

The Critic, the second structure of actor-critic algorithms, approximates the expected return. There are two
types of return functions the Critic can approximate: (1) the state-value function in Eq. (1), which informs the
expected return for a given state, and (2) the action-value function in Eq. (2), which informs the expected
return for a specific state-action pair:

𝑉𝜋 (𝒔𝑡 ) � E𝜋
[
𝑅𝑡 | 𝒔𝑡

]
(1) 𝑄 𝜋 (𝒔𝑡 , 𝒂𝑡 ) � E𝜋

[
𝑅𝑡 | 𝒔𝑡 , 𝒂𝑡

]
(2)

Often, the action-value function is used in its recursive form, better known as the Bellman equation:
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𝑄 𝜋 (𝒔𝑡 , 𝒂𝑡 ) = 𝑟 (𝒔𝑡 , 𝒂𝑡 ) + 𝛾E𝒔𝑡+1∼𝜌,𝒂𝑡+1∼𝜋
[
𝑄 𝜋 (𝒔𝑡+1, 𝒂𝑡+1)] (3)

B. Incremental Dual Heuristic Programming (IDHP) Algorithm
Incremental Dual Heuristic Programming [15] is an online actor-critic RL algorithm characterised by three
parametric structures: the Actor, the Critic and the Incremental Model. Differently from conventional
actor-critic algorithms, IDHP incorporates an incremental model to learn an approximation of the system
dynamics. The Incremental Model makes IDHP model-free, enabling the online learning process to use an
approximation of the system dynamics. The Actor and Critic retain their traditional role in learning the policy
and value function.

1. IDHP’s Incremental Model
The incremental model learns a linear approximation of the system’s non-linear state transition function,
denoted as 𝑓 . The first-order Taylor series expansion is used to approximate the state transition:

𝒙𝑡+1 = 𝑓 (𝒙𝑡 , 𝒖𝑡 ) ≈ 𝒙𝑡 + 𝐹𝑡−1Δ𝒙𝑡 + 𝐺𝑡−1Δ𝒖𝑡 (4)

where, 𝒙 ∈ R𝑛 represents the aircraft state vector, and 𝒖 ∈ R𝑚 represents the action vector. 𝐹𝑡−1 is the system
transition matrix, and 𝐺𝑡−1 is the control effectiveness matrix.

As IDHP is a model-free algorithm, the matrices 𝐹𝑡−1 and 𝐺𝑡−1 are unknown. The algorithm learns an
approximation of those matrices with Recursive Least Squares (RLS). During each interaction with the
environment, the incremental model uses the observed states to enhance the prediction of these matrices,
thereby refining the estimation of the system’s state transition.

To express the incremental model’s update in matrix notation, we define the parameter matrix 𝚯 ∈ R(𝑛+𝑚)×𝑛
as in Eq. (5), and the input information matrix 𝑿𝑡 as in Eq. (6). With these matrices, the incremental model
can predict the state transition with Eq. (7). The prediction error, denoted as 𝜖𝑡 ∈ R(1,𝑛) , is computed with
Eq. (8), which takes into account the observed change in state Δ𝒙𝑡+1 from the environment.

𝚯𝑡−1 =

[
𝐹𝑇
𝑡−1

𝐺𝑇
𝑡−1

]
(5) 𝑿𝑡 =

[
Δ𝒙𝑡

Δ𝒖𝑡

]
(6)

Δ�̂�𝑇𝑡+1 = 𝑿𝑇
𝑡 · �̂�𝑡−1 (7) 𝝐 𝑡 = Δ𝒙𝑡+1

𝑇 − Δ�̂�𝑡+1𝑇 (8)
The update to improve the Incremental Model’s matrices requires computing the estimation covariance matrix
Λ𝑡 with Eq. (9). In this equation 𝛾RLS is the discount factor. It is important to note that this equation is
recursive and relies on the covariance matrix from the previous timestep. Consequently, the covariance matrix
is unknown at the start of the learning process and must be randomly initialised.

With the prediction error from Eq. (8) and the covariance error from Eq. (9), the Incremental Model’s
parameter matrix is updated according to Eq. (10). Subsequently, the model makes new predictions on the
changes in the system’s states and iteratively refines the matrices 𝐹 and 𝐺 until their convergence.

Λ𝑡 =
1

𝛾RLS

(
Λ𝑡−1 −

Λ𝑡−1𝑿𝑡𝑿
𝑇
𝑡 Λ𝑡−1

𝛾RLS + 𝑿𝑇
𝑡 Λ𝑡−1𝑿𝑡

)
(9) �̂�𝑡 = �̂�𝑡−1 +

Λ𝑡−1𝑿𝑡

𝛾RLS + 𝑿𝑇
𝑡 Λ𝑡−1𝑿𝑡

𝝐 𝑡 (10)
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2. IDHP’s Actor-Network
The Actor-network of the IDHP agent is parameterised with weights denoted as 𝜃. The architecture of this
network includes a single hidden layer without a bias term. For attitude tracking, the reward is defined as the
negative value of the tracking error, thereby penalising the agent for not following the reference signal. The
Actor’s loss, denoted as L𝜋 , is the negation value of the of the return:

L𝜋 (𝑡) = −𝑉 (𝒔𝑡 ) = −[𝑟𝑡+1 + 𝛾𝑉 (𝒔𝑡+1)] (11)

Updating the weights of the Actor-network, 𝜃, requires computing the gradient of the loss function with
respect to each layer in the network:

∇𝜃L𝜋 (𝑡) =
𝜕L𝜋 (𝑡)

𝜕𝜃
=

𝜕L𝜋 (𝑡)
𝜕𝒂𝑡

𝜕𝒂𝑡
𝜕𝜃

= −
[ 𝜕𝑟𝑡+1
𝜕𝒔𝑡+1

+ 𝛾�̂�(𝒔𝑡+1)
]
�̂�𝑡−1

𝜕𝒂𝑡
𝜕𝜃

(12)

Here, �̂�(𝒔𝑡+1) represents the Critic’s prediction and 𝜕𝒂𝑡/𝜕𝜃 is computed using backpropagation through the
Actor network. Subsequently, the weights of the Actor-Network are updated through gradient descent with a
learning rate 𝜂𝜋 .

3. IDHP’s Critic-Network
The IDHP’s Critic network 𝜆 is parametrised with weights denoted as 𝜙. This network distinguishes itself
from traditional critic networks by estimating the derivative of the value function with respect to each state of
the aircraft, i.e., 𝜆 = 𝜕𝑉/𝜕𝒔, as opposed to estimating the value function directly. The loss of the Critic is
calculated as the mean squared error of the Temporal Difference (TD):

L𝜆(𝑡) =
1
2

[
𝜆(𝒔𝑡 ) −

(
𝛾�̂�(𝒔𝑡+1) +

𝜕𝑟𝑡+1
𝜕𝒔𝑡+1

) 𝜕𝒔𝑡+1
𝜕𝒔𝑡

]2
(13)

The term 𝜕𝒔𝑡+1/𝜕𝒔𝑡 is derived from the Incremental Model’s approximation of the state transition dynamics.

The Critic’s weights, denoted as 𝜙, are updated by computing the gradient of the loss function with respect to
the network layers:

∇𝜙L𝜆(𝑡) =
𝜕L𝜆(𝑡)
𝜕𝜙

=
𝜕L𝜆(𝑡)
𝜆(𝒔𝑡 )

𝜕𝜆(𝒔𝑡 )
𝜕𝜙

=

[
𝜆(𝒔𝑡 ) −

(
𝛾�̂�(𝒔𝑡+1) +

𝜕𝑟𝑡+1
𝜕𝒔𝑡+1

) (
𝐹𝑡−1 + 𝐺𝑡−1

𝜕𝒂𝑡
𝜕𝒔𝑡

)] 𝜕𝜆(𝒔𝑡 )
𝜕𝜙

(14)

In this equation, 𝜕𝒂𝑡/𝜕𝒔𝑡 is determined through backpropagation within the Actor-network. In contrast,
𝜕𝜆(𝒔𝑡 )/𝜕𝜙 is computed by backpropagation through the Critic network. With the loss gradient, it is possible
to update the weight values with gradient descent and a learning rate 𝜂𝜆.

C. Soft Actor-Critic (SAC) Algorithm
The SAC [16, 17] algorithm is distinguished by three attributes. Firstly, it is an Actor-Critic RL algorithm,
which implies that it learns an approximation for both the policy and the value function. Secondly, it is based
on an off-policy formulation, which allows for the reuse of previously collected data, thereby enhancing
sample efficiency. Lastly, it incorporates concepts from entropy maximisation into the RL objective, which
promotes exploration and enhances stability.
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1. SAC’s Actor-Network
SAC introduces an entropy regularisation term to the conventional RL objective, resulting in the objective in
Eq. (15). The additional entropy termH transforms the learning objective into a dual maximisation problem,
emphasising both the expected return and the entropy of actions. As a result, this encourages the Actor to
explore the environment more extensively.

𝜋∗ = argmax
𝜋

∑︁
𝑡

E(𝒔𝑡 ,𝒂𝑡 )∼𝜌𝜋
[𝑟 (𝒔𝑡 , 𝒂𝑡 ) + 𝛼H(𝜋(· | 𝒔𝑡 ))]

with, H(𝜋(· | 𝒔𝑡 ))] = E𝒂∼𝜋 ( · |𝒔) [− log(𝜋(𝒂 | 𝒔))]
(15)

Here, the temperature parameter, denoted by 𝛼, balances the trade-off between entropy maximisation and
expected return. Specifically, setting the temperature to zero reduces the objective to its conventional form,
focusing exclusively on maximising expected return.

The actor in SAC aims to find the optimal policy defined in Eq. (15). The loss in achieving this objective is
the negative of the value function. Therefore, it includes the Critic value estimation and the entropy term.
This loss is shown in Eq. (16).

L𝜋 = −𝑉 (𝒔𝑡 ) = E𝒂𝑡∼𝜋 [𝛼log𝜋(𝒂𝑡 | 𝒔𝑡 ) −𝑄(𝒔𝑡 , 𝒂𝑡 )] (16)

Nevertheless, the loss in Eq. (16) can lead to policies that make actions oscillate and change rapidly,
especially in complex environments. To overcome this issue, we implement the Conditioning for Action
Policy Smoothness (CAPS) [18] regularisation method, which adds two additional terms to the loss function,
analogous to the approach adopted by Teirlinck [11].

The first term of the CAPS method is the temporal regularisation loss, which encourages each action to be
near the immediate previous action. This temporal loss is defined in Eq. (17). The second term, called
spatial regularisation, encourages the actions to be close to a randomly chosen action from the distribution
𝒔 ∼ 𝑁 (𝒔, 0.05). The spatial loss is defined in Eq. (18). It is important to note that temporal and spatial
regularization distances are calculated using the L2 normalisation. By combining these CAPS terms with the
actor loss, we get the full actor loss function shown in Eq. (19), where 𝜆𝑇 and 𝜆𝑆 are the scaling factors for
the temporal and spatial terms, respectively.

L𝑇 = 𝐷 (𝜋(𝒔𝑡 , 𝒔𝑡+1)) = ∥𝜋(𝒔𝑡 ) − 𝜋(𝒔𝑡+1)∥2 (17) L𝑆 = 𝐷 (𝜋(𝒔𝑡 , 𝒔)) = ∥𝜋(𝒔𝑡 ) − 𝜋(𝒔)∥2 (18)

LCAPS
𝜋 = L𝜋 + 𝜆𝑇L𝑇 + 𝜆𝑆L𝑆 (19)

2. SAC’s Critic-Network
The SAC’s Critic estimates the action-value function 𝑄 with a NN parametrised with weights denoted by 𝜙.
The network aims to approximate the target value in Eq. (20). This target value is a function of the following
state’s reward and expected value, scaled by a discount factor 𝛾. Even though the target value relies on the
state-value function 𝑉 (𝒔), there is no need to create a parameterisation for this function. This is because the
state-value function and the action-value function are related, as demonstrated in Eq. (22). Therefore, the
target value can be expressed in terms of the action-value function, as shown in Eq. (21).
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𝑦(𝒔𝑡 , 𝒂𝑡 ) = 𝑟 (𝒔𝑡 , 𝒂𝑡 ) + 𝛾E𝒔𝑡+1∼𝑝 [𝑉 (𝒔𝑡+1)] (20)
= 𝑟 (𝒔𝑡 , 𝒂𝑡 ) + 𝛾 min

𝑖=1,2
[𝑄𝜙targ,𝑖 (𝒔𝑡+1, �̃�𝑡+1) − 𝛼log𝜋𝜃 ( �̃�𝑡+1 | 𝒔𝑡+1)] (21)

𝑉 (𝒔𝑡 ) = E𝒂𝑡∼𝜋 [𝑄(𝒔𝑡 , 𝒂𝑡 ) − 𝛼log𝜋(𝒂𝑡 | 𝒔𝑡 )] (22)

Note that Eq. (21) uses a Clipped Double Q-learning strategy to reduce overestimation bias. Therefore, it
learns two separate Critic networks and takes the smaller value between them. Besides that, the equation uses
Target Networks, which are updated less frequently than the actual Critic-Network, providing more stable
learning. The �̃�𝑡+1 term indicates that the action is sampled from the actor instead of using an action from the
replay buffer; therefore, �̃�𝑡+1 = 𝜋𝜃 (𝒔𝑡+1).

The Critic Network’s learning process involves minimising its prediction’s TD error. As such, the loss of
the Critic Network, given in Eq. (23), is the squared difference between the estimated action-value function
𝑄(𝒔, 𝒂) and the target value 𝑦.

L𝑄 =
∑︁
𝑖=1,2
[𝑄(𝒔𝑡 , 𝒂𝑡 ) − 𝑦(𝒔𝑡 , 𝒂𝑡 , 𝒔𝑡+1)]2 (23)

D. Distributional Soft Actor-Critic (DSAC) Algorithm
The DSAC [19, 20] algorithm is an extension of the standard SAC.The key differentiation between DSAC and
SAC lies in the learning approach adopted by the Critic Network: DSAC learns the distribution of returns
rather than their expected values. Therefore, the Critic in DSAC approximates a function that describes the
distribution of returns.

1. DSAC’s Actor-Network
In DSAC, the Actor-Network denoted as 𝜋𝜃 , retains the same parameterised structure used in SAC. Therefore,
the SAC’s Actor loss function (as shown in Eq. (16)) remains applicable to DSAC. However, since the Critic
in DSAC estimates the distribution of returns 𝑍 (𝒔, 𝒂), a transformation function is necessary to convert this
distribution into a real-valued action-value function, 𝑄. This transformation is facilitated through a risk
measure function Ψ, represented as follows:

𝑄(𝒔, 𝒂) = Ψ[𝑍 (𝒔, 𝒂)] (24)

One possible risk measure function could be an expectation operator, E[·], which effectively converts the
Actor loss into a conventional SAC format. Within the context of DSAC, the expectation risk measure is
known as risk-neutral. This research uses the Wang risk measure [21]. Furthermore, the CAPS regularisation
technique is added to the loss function the same way as done for the SAC

2. DSAC’s Distributional Critic-Network
In the DSAC algorithm, the Critic Network aims to approximate the distribution of returns instead of the
expectation of returns in the traditional SAC.Specifically, it approximates the quantile function 𝑍𝜙 (𝒔𝑡 , 𝒂𝑡 ; 𝜏𝑖),
where 𝜏𝑖 denotes the 𝑖-th quantile, and 𝜙 represents the parameters of the NN. The quantile function, which is
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the inverse of the Cumulative Distribution Function (CDF), indicates the value corresponding to a specific
distribution quantile. For example, if 𝑍 (10%) = 5, this indicates a 10% or lower probability of sampling a
value of 5 or less from the given distribution.

To approximate the return distribution, the DSAC’s Distributional Critic Network has multiple output neurons,
each representing the quantile function at different quantiles. When combined, those quantile functions
describe the distribution of return. The network input is the environment states, the Actor action, and the
quantiles’ values.

The error of the Critic Network is theTD error between two quantile fractions, as defined in Eq. (25). A quantile
fraction, denoted as 𝜏, is the mean value between two subsequent quantiles. Therefore, 𝜏𝑖 = (𝜏𝑖 + 𝜏𝑖+1)/2.
The TD error quantifies how the shape of the action-value distribution has changed after the action.

𝛿𝑡𝑖 𝑗 = 𝑟𝑡 + 𝛾
[
𝑍 �̄� (𝒔𝑡+1, 𝒂𝑡+1; 𝜏𝑖) − log 𝜋𝜃 (𝒂𝑡+1, 𝒔𝑡+1)

]
− 𝑍𝜙 (𝒔𝑡 , 𝒂𝑡 ; 𝜏𝑗) (25)

The loss of the Critic Network in DSAC, denoted as L𝑍 , is computed as the Huber loss L𝐻
𝑘

[22] of the TD
error across all quantile pairs, as defined in Eq. (26). The Huber loss behaves as a mean squared error when
the error value is smaller than the threshold 𝑘 and behaves linearly beyond this threshold. This loss is chosen
because it is less sensitive to outliers than pure mean squared error. The aggregate loss is calculated as a
weighted sum of the Huber loss for each quantile pair, where the weight is the difference in the value of the
quantile pair.

L𝑍 =

𝑁−1∑︁
𝑖=0

𝑁−1∑︁
𝑗=0
(𝜏𝑖+1 − 𝜏𝑖)L𝐻

𝑘 (𝛿
𝑡
𝑖 𝑗) (26)

III. Methodology
This section describes the methodology for developing and evaluating the RL-based attitude controllers.

A. Reinforcement Learning for Attitude Tracking Task
This study’s Reinforcement Learning environment uses the DASMAT high-fidelity simulation of the Cessna
550 Citation II aircraft. The aircraft simulation has as input the states in Eq. (27) and as actions the vector in
Eq. (28). Note that the aircraft states vector 𝒙 is not the same as the environment observation vector 𝒔, as the
latter is tailored for each RL algorithm.

𝒙 =

[
𝑝 𝑞 𝑟 𝑉 𝛼 𝛽 𝜃 𝜙 𝜓 ℎ

]𝑇
(27) 𝒖 =

[
𝛿𝑒 𝛿𝑎 𝛿𝑟

]𝑇
(28)

In the state vector in Eq. (27), 𝑝 is the roll rate, 𝑞 the pitch rate, 𝑟 the yaw rate, 𝑉 the airspeed, 𝛼 the angle of
attack. 𝛽 the sideslip angle, 𝜃 the pitch angle, 𝜙 the roll angle, 𝜓 the heading angle, and ℎ the altitude. In the
action vector in Eq. (28), 𝛿𝑒 is the elvator deflection, 𝛿𝑎 the aileron deflection, and 𝛿𝑟 the rudder deflection.

The aircraft model and controller are discretised with a sampling frequency of 100 Hz. The model represents
the aircraft in a clean configuration and is trimmed at 2000 m altitude and 90 m s−1 airspeed. Furthermore, the
DASMAT model includes a built-in yaw damper and auto-throttle. Consequently, throttle control is managed
by the model, while the RL agents manage the control surfaces in Eq. (28).

The main objective for the agents within the Citation environment is to control the aircraft such that its attitude
match a reference signal. The reference attitude vector 𝒙ref , which represents the desired aircraft state, is
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defined in Eq. (29). The actual aircraft attitude, 𝒙att is extracted by filtering the state vector 𝒙 as shown in
Eq. (30).

𝒙ref =
[
𝜃𝑟 , 𝜙𝑟 , 𝛽𝑟

]𝑇
(29) 𝒙att =


0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0

 𝒙 (30)

The tracking error is computed as the difference between the actual aircraft attitude 𝒙att and the reference
signal 𝒙ref . A weighted sum of the errors is employed to aggregate the tracking error across all attitude angles
into a single metric, utilising the weights specified in Eq. (31). These weights serve the purpose of scaling
each state, thereby ensuring they have comparable magnitudes. The values of the scaling factors employed in
this study are retrieved from the work by Teirlinck [11]. Consequently, the attitude tracking error is defined in
Eq. (32).

𝒄att =
180
𝜋

[
1
30

1
30

1
7.5

]𝑇
(31) 𝒆att = (𝒙att − 𝒙ref) × 𝒄att (32)

The offline (IDHP) and online (DSAC and SAC) agents are built with different reward functions and observation
vectors. For the IDHP, the observation vector, defined in Equation Eq. (33), includes some of the aircraft
states and the squared tracking error. The reward is calculated as the negative of the squared tracking error,
as in Eq. (35). For the DSAC and SAC algorithms, use the observation vector in Eq. (34), and the reward
function in Eq. (36).

𝒔IDHP
𝑡+1 =

[
𝑝 𝑞 𝑟 𝛼 𝜃 𝜙 𝛽 𝒆att

𝑡

]𝑇
(33)

𝒔DSAC
𝑡+1 =

[
𝑝 𝑞 𝑟 𝒆att

𝑡

]𝑇
(34)

𝑟 IDHP
𝑡+1 = −𝒆att

𝑡 × 𝒆att
𝑡 (35)

𝑟DSAC
𝑡+1 = −∥clip[𝒆att

𝑡 ,−®1, ®1] ∥ (36)

B. Design of the Hybrid RL-Based Flight Controller
The controller developed in this study comprises a hybrid RL agent that combines the offline DSAC and
online IDHP algorithms. This section describes the working principles underlying this controller.

1. Motivation For a Hybrid Controller
An autonomous flight controller must be robust and adaptable to handle unexpected conditions, such as
system failures, during flight. Offline RL-based controllers are robust but inefficient in adapting to changing
conditions. Online RL controllers are good at adapting in real-time but can be unreliable, and there are safety
concerns as they learn during the flight. This study introduces a Hybrid controller that uses IDHP and DSAC
to bring together their strengths.

The research by Teirlinck [11] demonstrated the advantages of a hybrid controller that combines IDHP with
SAC. Recent studies [12] suggest that DSAC is a safer option than SAC without sacrificing performance.
DSAC, being risk-sensitive, tends to avoid states with high uncertainties, as Seres [12] demonstrated a DSAC
controller that avoided near-stall conditions.

DSAC also exhibits more stable learning performance. It is more consistent and reliable in learning an
optimal policy with a high return and low variance. This research aims to evaluate the performance of a
hybrid controller that uses DSAC as an offline algorithm, comparing it with standalone DSAC and SAC, as
well as the hybrid that uses SAC.
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Figure 1. Topology of DSAC-hybrid’s Critic and Actor-Network. ℎ̂ are the hidden layers derived from
the DSAC agent, which are frozen during online learning. ℎ are the layers from the IDHP agent, which
can adapt during online learning.

2. Naming Conventions for Hybrid Controllers
Throughout this paper, the SAC algorithm combined with IDHP is referred to as SAC-hybrid, while its
standalone version is called SAC-only. Likewise, when DSAC is combined with IDHP, it is called IDHP-hybrid,
and DSAC-only when it operates alone.

3. Hybrid Controller architecture
The hybrid controller’s architecture is based on the one developed by Teirlinck [11]. In this setup, the
Actor-Network of the IDHP algorithm is modified to include neurons from the offline algorithm. That means
layers from both offline agent and IDHP are intertwined in a single network. The layers derived from the
offline algorithm retain the weight values learned during offline training, while IDHP layers are set to the
identity matrix at the beginning. This ensures that at time zero, the Actor-network functions as the network of
the offline agent.

The Hybrid Actor Network, which combines layers from IDHP and DSAC, is shown in Fig. 1b. During the
online learning phase, the network only updates the IDHP layers, while the layers associated with the offline
algorithm remain unchanged. Because only the layers derived from IDHP change, the algorithm update logic
discussed in Section II.B does not alter.

On the other hand, the Critic Network of the Hybrid controller does not combine layers from the offline
and online algorithms. This network is the same as the one from IDHP, as shown in Fig. 1a. This design
choice is due to the IDHP’s Critic output, which is significantly different from the one in SAC and DSAC.
Consequently, reusing the offline Critic would change the logic of the IDHP algorithm.

C. Training Process for the Hybrid Controller
To create the Hybrid agents, the SAC or DSAC algorithms are first trained offline. For this study, both
algorithms were trained over three random seeds with f 1 M steps each. The training episode consisted of 2 K
steps(or 20 s) where the agents should track a smoothed step function with variable amplitude. Figure 2 shows
the averaged learning curves of the two algorithms across the three random seeds. All agents converged to
similar performance levels, with SAC achieving convergence slightly sooner than DSAC.

During offline training, the agents update their networks to improve tracking performance. After each episode,
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Figure 2. Learning performance curves for the SAC and DSAC algorithms. Each curve represents
the average performance of three independent runs. The training was conducted over a total of 10 M
learning steps, partitioned into episodes of 2 K steps each.

the policy is evaluated. The optimal policy at the end of training is the one that showed the best performance
during evaluation. The metric used for the evaluation is the normalised Mean Absolute Error (nMAE). This
metric normalises the tracking error by dividing it by the range of each tracked state, which enables the
comparison of scores across different tracking tasks. The policies learned during this process are shown in
Table 1 alongside their best nMAE. It is important to note that, the nMAE quantifies the normalised error;
therefore, a lower value indicates superior performance.

Table 1. Evaluation performance of SAC and DSAC agents during training. This table provides the
best nMAE score the agents achieved during evaluation after each episode in the training process. The
training was conducted over a total of 10 M learning steps, partitioned into episodes of 2 K steps each.

Id Agent nMAE Id Agent nMAE

SAC-1 SAC 8.36 % DSAC-1 DSAC 7.57 %
SAC-2 SAC 10.02 % DSAC-2 DSAC 11.80 %
SAC-3 SAC 8.03 % DSAC-3 DSAC 7.03 %

IV. Results & Discussion
In this section, we present the results of evaluating the performance of the proposed hybrid controller. These
results clarify the controller’s robustness to changes in reference signals and under conditions of sensor noise
and bias, as well as its fault tolerance when subjected to reductions in control surface effectiveness.

A. Analysis of Robustness
This subsection is dedicated to examining the robustness of the hybrid controller under different reference
signals and in the presence of sensor noise and bias.

1. Robustness to Different Reference Signals
An important goal for the RL-based controller is to ensure that the policy it learns is general enough to
track reference signals different from those used during training. To better understand how the hybrid and
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non-hybrid controllers behave under different conditions, we compare their performance in response to three
distinct reference signals, shown in Fig. 3.
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Figure 3. The three tracking tasks used in the robustness experiment, each providing a different attitude
reference.

The first reference signal requires tracking a sinusoidal signal with a fixed amplitude and period for the pitch
(𝜃) and roll (𝜙) angles while maintaining the sideslip angle (𝛽) at zero. The second task involves keeping the
three attitude angles constant throughout the flight. The third task involves holding both the pitch and sideslip
angle at zero while the roll angle follows a pseudo-random sinusoidal trajectory.

The robustness of the agents across different tracking tasks is summarised in Table 2. Each agent was
evaluated in a task for five different random seeds using each of the three offline-learned policies. Therefore,
a total of 15 runs for each agent. The results indicate that, on average, both SAC-hybrid and DSAC-hybrid
improved the performance of their respective offline-only versions.

Furthermore, the table also shows how the nature of the tracking task can influence the algorithms’ performance.
When the evaluation task is significantly different from the trained task, the agent may not be able to achieve
low tracking errors. This is particularly evident in Task 1, where the hybrid agents improve performance
compared to the offline agents but are less substantial than in the other tasks.

Table 2. Evaluation of hybrid and non-hybrid agents subjected to varying tracking tasks. The table
presents the mean and variance of their tracking nMAE.

SAC-only SAC-hybrid DSAC-only DSAC-hybrid

Task 1 20.1 ± 1.8% 14.9 ± 1.5% 22.5 ± 7.0% 11.3 ± 0.6%
Task 2 11.1 ± 3.6% 4.5 ± 1.8% 13.4 ± 8.8% 2.9 ± 0.9%
Task 3 16.6 ± 2.2% 4.1 ± 0.8% 18.7 ± 9.8% 3.0 ± 0.7%

It is noteworthy from the results that, between the offline agents, the SAC-only outperforms the DSAC-only in
all tasks, with lower variance. However, in hybrid form, the DSAC-hybrid manages to surpass the SAC-hybrid
performance. The hybrid configuration enhances the offline policies, making them more robust. The key
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takeaway is that the hybrid setup yields more consistent tracking performance results, irrespective of the
initial performance of the offline model.

Across all the agents, the DSAC-hybrid consistently achieved the lowest average nMAE in all tasks while
also maintaining low variance. Figure 4 shows the extent of improvement in nMAE performance that the
hybrid agent brings compared to its offline-only version. The figure reveals that, on average, the DSAC-hybrid
enhances performance more effectively than the SAC-hybrid. However, this improvement comes with higher
variance. Additionally, during Task 2, the DSAC-hybrid had one run using the DSAC-2 offline policy (as
referenced in Table 1), which resulted in reduced performance. This occurred because the DSAC-2 offline
policy had the lowest nMAE, highlighting the importance of carefully selecting the initial policy for the
hybrid, favouring those with low nMAE.
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Figure 4. Box plot showing the extent of improvement innMAE that each hybrid algorithm (SAC-hybrid
and DSAC-hybrid) brings compared to their respective offline algorithms across different tasks during
the evaluation phase.

2. Robustness under Sensor Noise and Bias
The final robustness experiment involves testing the agents in a more realistic setting by introducing noise
and bias into the aircraft’s sensors. In this test, the hybrid agents aim to track a reference signal, while noise
and bias are added to the states 𝑝, 𝑞, and 𝑟. The noise and bias are sampled from the normal distribution
N(𝜇 = 3 · 10−5, 𝜎 = 4 · 10−7), which are based on expected values for the Citation aircraft as found in
Grondman et al. [23]. Only these three states are modified because they are the only ones shared between the
observation functions of the offline algorithms and IDHP, as shown in Eq. (34) and Eq. (33), respectively.

Each offline learned policy was evaluated in a hybrid configuration under noise and bias conditions using five
different random seeds for this experiment. This amounts to 15 runs for SAC and 15 runs for DSAC. The
results from this experiment are summarised in Table 3. Despite the presence of noise and bias, both hybrid
controllers managed to enhance the performance compared to the offline-only versions. The DSAC algorithm
again showed a more substantial improvement. The graphs showing the average tracking performance of
the agents during the task with noise and bias can be seen in Fig. 5a for DSAC-only, and in Fig. 5b for
DSAC-hybrid.
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Table 3. Evaluation of hybrid and non-hybrid agents subjected to sensor noise and bias. The table
presents the mean and variance of their tracking nMAE.

Non-hybrid Hybrid Improvement

SAC 16.6 ± 2.2% 4.0 ± 0.9% 12.6 ± 2.7%
DSAC 18.7 ± 9.8% 2.8 ± 0.5% 15.9 ± 9.5%
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(a) DSAC-only evaluation performance.
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(b) DSAC-hybrid evaluation performance.

Figure 5. Aircraft states during the evaluation of DSAC agents in Task 3, including sensor noise and
bias.

B. Assessment of Fault Tolerance
The fault-tolerance experiment examines the performance of the hybrid controllers under reduction in the
effectiveness of its control surfaces. First we consider a the elevator effectiveness by 70 %. Then, a reduction
in the aileron effectiveness by 90 %. In each condition, the agents are evaluated over 5 random seeds, each
tracking Task 3 from Fig. 3 while the fault stats at 𝑡 =10 s.

1. Performance under Reduced Elevator Effectiveness
The evaluation of the hybrid and non-hybrid agents with reduction in the elevator effectiveness by 70 % at
time 10 s is summarised in Table 4. Those results shows the hybrid compensate to the failure and improve the
performance of the offline-only agents. The DSAC-hybrid achieves the lowest nMAE.
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Table 4. Evaluation of hybrid and non-hybrid agents subjected to a reduction of elevator effectivess by
70 %. The table presents the mean and variance of their tracking nMAE.

Non-hybrid Hybrid Improvement

SAC 18.4 ± 3.1% 4.1 ± 0.9% 14.3 ± 3.7%
DSAC 22.4 ± 11.8% 3.2 ± 0.6% 19.2 ± 11.4%

The average tracking performance of the DSAC-hybrid and DSAC-only agents is shown in Fig. 6. While
DSAC-only does adequate tracking of the roll angle, it struggles to hold the pitch angle and sideslip angle at
zero. For the sideslip angle it is visible that the deterioration start at the start of the fault. The DSAC-hybrid,
on the other hand, has a worst start on the tracking of the roll angle, but it picks up the tracking of the signal
within the first seconds. Additionaly, it is also visible the impact of the fault on pitch and sideslip angle at
start of fault. However, the hybrid is able to account for the fault and do a better regulate those angles.
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(a) DSAC-only evaluation performance.
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(b) DSAC-hybrid evaluation performance.

Figure 6. Aircraft states during the evaluation of DSAC agents in Task 3, including a reduction in
elevator effectiveness by 70 % at the 10 s mark.
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2. Performance under Reduced Aileron Effectiveness
The evaluation of the hybrid and non-hybrid agents with a reduction in the aileron effectiveness by 90 % at
time 10 s is summarised in Table 5. The results show that DSAC-hybrid is the controller that achieves the
lowest nMAE, followed by SAC-hybrid. This is the experiment where the hybrid architecture showed the
greatest nMAE improvement concerning the non-hybrid agents.

Table 5. Evaluation of hybrid and non-hybrid agents subjected to a reduction of aileron effectiveness by
90 %. The table presents the mean and variance of their tracking nMAE.

Non-hybrid Hybrid Improvement

SAC 28.5 ± 8.5% 9.1 ± 2.5% 19.4 ± 10.7%
DSAC 28.7 ± 17.0% 6.1 ± 0.7% 22.6 ± 16.8%

The results of the average tracking performance of the DSAC-hybrid in the evaluation task with the aileron
fault is shown in Fig. 7. With the deteriorated aileron, the DSAC-only strugles to track the roll angle, as
shown in Fig. 7a. Note how different the tracking becomes when compared to Fig. 7b. The DSAC-hybrid,
however, is able to track the roll angle considerably well while still managing to hold the other attitude angles.
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(a) DSAC-only evaluation performance.
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(b) DSAC-hybrid evaluation performance.

Figure 7. Aircraft states during the evaluation of DSAC agents in Task 3, including a reduction in
aileron effectiveness by 90 % at the 10 s mark.
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C. Reliability Analysis of the Controllers
One of the challenges in RL is evaluating the reliability of results. Because the training time is computationally
intensive, the number of experiments that can be practically conducted is limited. Consequently, it becomes
difficult to assert that the results are reliable and not only an outlier due to randomness in the problem. To
address this issue, the study performed a reliability analysis to evaluate the likelihood of obtaining similar
results if the same experiments were performed with different random seeds.

The methodology employed for this reliability analysis uses the framework set by Agarwal et al. [24]. A
central component in the analysis is the stratified bootstrap confidence intervals, which is an aggregated score
built by random sampling, with replacement, a set of nMAE values from each experiment. The sample size is
proportional to the number of evaluations in that experiment.

1. Performance Profile
The performance profile graph shows the distribution of nMAE across all runs. It uses the data derived from
the stratified bootstrap confidence intervals to build a cumulative distribution of the model’s scores. The
results for the agents are shown in Fig. 8a. The 𝑦 values in the curve represent the fraction of runs that lead to
an nMAE lower than the threshold in the 𝑥 axis. Therefore, the higher the curve, the better.

In the performance profile graph, the hybrid agents exhibit comparable performance relative to one another,
as do the non-hybrid agents. The curve for the DSAC-hybrid is above the others, signifying that this agent
demonstrates statistical dominance. This implies that, for this particular agent, the runs are more likely
to yield lower nMAE. Among the non-hybrid algorithms, SAC-only exhibits slightly better performance
compared to DSAC-only.

2. Probability of Improvement
A subsequent analysis is the probability of improvement, which quantifies the likelihood that a given algorithm
will yield performance improvement compared to others. In other words, it calculates the probability that the
performance of algorithm 𝑋 exceeds that of algorithm 𝑌 . The calculation involves a pairwise comparison of
the nMAE between the two algorithms, isolating instances where the performance of 𝑋 surpasses that of 𝑌 .
The probability of improvement is then computed as the ratio of instances where 𝑋 performed better to the
total number of pairwise comparisons made.

The outcomes of the probability of improvement analysis for the algorithms are shown in Fig. 8b. The data
indicate that both hybrid algorithms have greater than 80 % probability of increasing the performance of the
offline-only agents. Furthermore, the DSAC-hybrid also has a high probability of improving the SAC-hybrid.
Among the offline-only agents, SAC has a slightly above 60 % chance of improving DSAC. However, this is
together with high variance, confirming that the performance of those offline algorithms is similar.

V. Conclusion
Robustness and fault tolerance are critical for autonomous flight control systems. Reinforcement Learning
(RL) flight controllers emerge as a promising method to achieve these characteristics. While offline RL
algorithms are good in providing robustness, they are constrained by a limited capacity to adapt during
flight. In contrast, online RL algorithms are highly adaptive but may compromise reliability due to uncertain
convergence properties and the inherent risks associated with learning to control during flight. In light of
these observations, this research investigated the potential of hybrid controllers, combining the strengths of
offline Distributional Soft Actor-Critic (DSAC) and online Incremental Dual Heuristic Programming (IDHP)
algorithms, referred to as DSAC-hybrid.
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Figure 8. Reliability analysis of the hybrid and non-hybrid controllers. Results from studying the
stratified bootstrap confidence intervals of the aggregated nMAE scores across the experiments.

The DSAC-hybrid controller demonstrated enhanced robustness compared to a hybrid using Soft Actor-Critic
(SAC) as the offline algorithm (denoted to as SAC-hybrid). Besides that, the DSAC-hybrid outperformed
controllers exclusively utilising DSAC and SAC. The robustness comparison included evaluating the controllers’
ability to track reference signals that deviate from those encountered during training and in scenarios with
noisy and biased observation vectors.

Furthermore, the DSAC-hybrid controller showed superior fault-tolerance capabilities. Specifically, in
an assessment involving a scenario where elevator effectiveness was reduced by 70 %, the DSAC-hybrid
maintained its capacity to track a reference signal. At the same time, the strictly offline agents encountered
difficulties. The same was observed with a 90 % reduction in aileron effectiveness. The SAC-hybrid agent
also coped with the fault effectively but with lower performance than the DSAC-hybrid.

Overall, the hybrid approach proved to effectively combine offline algorithms’ robustness with an online
algorithm’s real-time adaptability. The DSAC-hybrid emerged as the highest performance model, with
SAC-hybrid also demonstrating superiority over the strictly offline algorithms. A reliability analysis provided
additional validation to these conclusions, indicating that both hybrid algorithms have a greater than 80 %
likelihood of outperforming offline algorithms regarding tracking performance.

This research is a step towards developing safe and autonomous RL-based controllers. By combining offline
and online learning algorithms, the hybrid approach opens up new possibilities for flight control. In particular,
the DSAC-hybrid controller sets an example of robustness and adaptiveness in attitude tracking. Therefore,
these findings have significant implications for future research in autonomous flight control.
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Appendix

A. DSAC and IDHP Hyperparameters
This section provides the hyperparameters employed during the training process of the Reinforcement Learning
algorithms used in this research. The DSAC hyperparameters are shown in Table 6a and IDHP ones in
Table 6b.

(a) Hyperparameters for DSAC algorithm, adapted
from Seres [12] and Duan et al. [20]

Hyperparameter Symbol Value

Learning rate 𝜂 4.4 · 10−4

Discount Factor 𝛾 0.99
Hidden Neurons 64 × 64
Replay buffer size |D| 1 · 106

Batch Size |B| 256
Polyak Step 0.995
Optimiser Adam
Network Activation ReLu
CAPS Scaling 𝜆𝑇 , 𝜆𝑆 400
Nr. of Quantiles 8
Huber Threshold 𝑘 1
Risk Measure Ψ Wang

(b) Hyperparameters for IHDP algorithm, adapted
from Teirlinck [11] and Zhou et al. [15]

Hyperparameter Symbol Value

Actor Learning Rate 𝜂𝐴 0.1
Critic Learning Rate 𝜂𝐶 0.001
Discount Factor 𝛾 0.7
RLS Discount Factor 𝛾RLS 0.7
Hidden Neurons 10
Optimiser SGD
Network Activation Tanh

Table 6. Value of hyperparameter for DSAC and IDHP algorithms.
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B. Code Reference for RL Algorithms
The code developed to obtain the results presented in this research is publicly available1. Additionally, this
appendix provides the pseudo-code highlighting the logic behind the algorithms used to build the Reinforcement
Learning hybrid controller. Algorithm 1 shows the the Incremental Dual Heuristic Programming pseudo-code
and Algorithm 2 the Distributional Soft Actor-Critic pseudo-code.

Algorithm 1 IDHP algorithm
1: Initialize:
2: 𝜃, 𝜙← 𝜃0, 𝜙0 // Initialise actor and critic weights
3: Θ,Λ← Θ0,Λ0 // Initialise parameter and covariance matrices
4: 𝑥, 𝑠← env // Initialise environment
5:
6: for 𝑡 = 1, . . . , Episode End do
7: 𝑎𝑡 ← 𝜋𝜃𝑡 (𝑠𝑡 ). // Sample action from actor 𝜋
8: 𝑠𝑡+1, 𝑥𝑡+1, 𝑟𝑡+1 ← env(𝑎𝑡 ) // Gets environment response to action
9: 𝜆,�̂�𝑡+1 ← 𝑣𝜙𝑡

(𝑠𝑡 ), 𝑣𝜙𝑡
(𝑠𝑡+1) // Gets critic for current time and prediction for next time

10: ∇𝜃L𝜋 (𝑡),∇𝜙L𝜆(𝑡) ← Eq. (12), Eq. (14) // Compute Actor-Critic gradient loss
11: 𝜃 ← 𝜃 − 𝜂𝐴∇𝜃L𝜋 (𝑡) // Update Actor weights
12: 𝜙← 𝜙 − 𝜂𝐶∇𝜙L𝜆(𝑡) // Update Critic weights
13: Λ← Eq. (9) // Update covariance matrix
14: Θ← Eq. (10) // Udate parameter matrix

Algorithm 2 DSAC algorithm. Adapted from Seres [12] and Duan et al. [20]
1: Initialize:
2: 𝜃, 𝜙← 𝜃0, 𝜙0 // Initialise Actor and Critic networks
3: 𝜃′, 𝜙′ ← 𝜃, 𝜙 // Initialise actor and critic target networks
4: D ← {} // Initialise replay buffer
5: 𝑥, 𝑠← env // Initialise environment
6:
7: for episode 𝑛 = 1, . . . , 𝑁 do
8: while episode not End do
9: 𝑎𝑡 ← 𝜋𝜃 (𝑠𝑡 ). // Sample action from actor 𝜋

10: 𝑠′, 𝑟 ′ ← env(𝑎𝑡 ) // Gets environment response to action
11: D ← D∪ < 𝑠, 𝑎, 𝑟 ′, 𝑠′ > // Store state transition
12: Sample |B| samples from D
13: L𝑧 ← Eq. (26) // Compute Critic loss
14: 𝑄(𝑠, 𝑡) ← Eq. (24) // Compute action-value function
15: L𝜋 ← Eq. (16) // Compute Actor loss
16: LCAPS

𝜋 ← Eq. (19) // Include smoothness into Actor loss
17: 𝜃 ← 𝜃 − 𝜂∇𝜃LCAPS

𝜋 , 𝜙← 𝜙 − 𝜂∇𝜙L𝑍 // Update Actor and Critic networks
18: 𝜃′ ← 𝜏𝜃 + (1 − 𝜏)𝜃′, 𝜙′ ← 𝜏𝜙 + (1 − 𝜏)𝜙′ // Update target networks

1Code available at: https://github.com/iamlucasvieira/HybridRL-FlightControl
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2
Literature Review: A Survey on

Reinforcement Learning for Flight
Control

Reinforcement learning is a popular field for developing intelligent and autonomous systems that can
learn to adapt by interacting with an environment. Flight control can benefit from reinforcement learning
by allowing the development of robust and adaptive controllers to provide fault tolerance. This chapter
is a literature review on reinforcement learning covering the main concepts of the field, the state-of-the-
art techniques and the current status of applications that focus on flight control systems.

2.1. Reinforcement Learning: The Bridge Between Machine Learn-
ing and Decision Making

Machine Learning (ML) is a subfield of computer science that makes computers able to learn from pat-
terns and relationships in data to solve problems [28]. There are three primary categories of machine
learning, each distinguished by its type of learning: supervised, unsupervised, and reinforcement learn-
ing. Figure 2.1 shows the distinction between those methods concerning their input and output.

Labelled data Supervised Learning Mapping

Unlabelled data Unsupervised Learning Cluster

States Reinforcement Learning Action

Figure 2.1: Classification of Machine Learning approaches into Supervised, Unsupervised, and Reinforcement Learning based
on their input and output.

Supervised learning algorithms have the task of finding a map between values and labels. This type
of learning is similar to function approximation. For example, given a dataset with x and y coordinates,
the algorithm must find the most accurate approximation that maps an x into and y value. In this case,
learning is a matter of ensuring that predictions match the known labels [29].

In contrast, unsupervised learning algorithms solve problems for datasets with unlabelled values. These
algorithms rely on the characteristics of the input values to discover relationships and patterns in the
data [28]. For example, an algorithm receiving the same x and y coordinates dataset could be tasked to
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find clusters of data points using the distances and correlation between them. Note that the prediction,
in this case, is a classification that is not part of the dataset (predicting a cluster label based on a x
and y coordinate). While in the supervised learning case, the classification is part of the input dataset
(predicting an y label based on a x coordinate).

Reinforcement Learning (RL) algorithms lie between supervised and unsupervised learning. Unlike
supervised learning, RL does not use reference data to match a behaviour based on example data,
and unlike unsupervised learning, it does not attempt to find a structure in the input data. Instead, RL
algorithms learn to perform a task by trial-and-error [10]. The algorithm has as input the state of a
system and learns based on the feedback it receives from interacting with this system, which can be
positive or negative. The algorithm’s goal is to learn the strategy that maximises the positive feedback
it receives.

For a machine learning method to learn to control an aircraft, it must be optimal in decision-making
tasks. The algorithm needs to learn a strategy to choose what action to take in a circumstance to result
in the desirable aircraft response. Of the three ML methods discussed, RL is the most applicable for
those types of tasks. Reinforcement learning’s fit for control tasks is one of the reasons literature on
this field is rich in applications for robotics [30] and flight control [12]. Therefore, this literature review
covers the entire spectrum of RL, including tabular, approximate, and Deep Reinforcement learning
methods. Figure 2.2 shows a map for the chapters discussing each method.

Reinforcement Learning

Deep Reinforcement Learning

Tabular 

Approximate 

Figure 2.10

Figure 2.7

Figure 2.4

Figure 2.2: Schematic diagram showing the different Reinforcement Learning methods discussed in this literature review and
their respective sections.

2.1.1. The Structure of RL Problems and the Markov Property
Reinforcement Learning problems are structured as an interaction between an agent and an environ-
ment in discrete time steps. The agent, which is capable of learning, takes actions (At) that change
the conditions of the environment, also known as the state (St). The environment responds to the ac-
tion’s outcome with a new state (St+1) and a reward value (Rt+1) that reflects how satisfactory the new
states are [10]. The subscript in these symbols represents the time step at which they occur. Figure 2.3
summarises the interaction between those two elements.

AgentAgent Environment

Figure 2.3: Diagram of the interaction between agent and environment in reinforcement learning.

In addition to the interaction framework, RL problems are commonly structured as Markov Decision
Process (MDP). That means they are formulated as sequential decision-making problems where the
following environment state St+1 only depends on the current state and action and not on anything
that occurred before that time [31]. The mathematical representation of the Markov property is defined
by equation (2.1); the probability the environment will transition to a new state s′ only depends on the
action a taken at the current state s.
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p(s′ | s, a) .= Pr
{

St+1 = s′ | St = s, At = a
}

(2.1)

With the Markov Property, the consequences of the agent’s actions on the environment can directly
translate into learning. The agent aims to maximise the rewards it receives, indicating whether its
actions result in a desirable behaviour. The agent updates its strategy to avoid actions that yield low
rewards and seeks actions with high rewards. Through this process, the agent learns a map that
indicates the optimal action in a situation that can lead to the highest sum of rewards.

2.1.2. Reward and Returns: Key Concepts in Reinforcement Learning
The reward signal is the primary information that allows the agent to learn from its actions’ conse-
quences in the environment. The agent’s objective is to maximise the sum of rewards it receives in the
long run, known as the return. This section formalises the definitions of reward and return, which are
fundamental concepts for understanding how RL algorithms learn.

Reward Signal
The reward (Rt) is a signal that assigns a numerical score to the outcome of the agent’s action. The
higher the reward, the more satisfactory the new environment state is. To illustrate, in the classic snake
video game, a possible reward signal would reward the agent for each action that keeps it alive and
receives a negative reward if it crashes.

If the agent’s objective were solely to choose the action that yields the highest immediate reward, it
might not find the global maximum solution. This is because an action can influence the future rewards
the agent can attain. Therefore, in certain circumstances, it is advantageous to select an immediate
action that does not offer an immediate high reward but instead leads to a path of higher rewards
in the future [10]. Consequently, relying solely on immediate rewards to learn optimal behaviour is
insufficient.

The concept of reward is crucial to RL, as it determines the quality of the agent’s actions and shapes
its learning process. The design of the reward function is the only way to specify what the agent should
accomplish. Therefore, It plays a critical role in shaping the agent’s behaviour in learning the optimal
strategy.

Returns
In RL, the return (Gt) is a metric that measures the total of rewards the agent can attain from a sequence
of actions. It considers the rewards from all interactions in a task, not just the immediate reward from
an action. A typical example of a return function is the sum of all received rewards.

When defining a return metric, it is crucial to consider whether the studied problem classifies as episodic
or continuous. Episodic tasks have a finite sequence of actions known as an episode. For those types
of tasks, the agent learns the optimal behaviour by attempting to perform a task in multiple episodes.
In contrast, continuous tasks have actions that do not have a definitive end [10].

The simple return that adds all rewards can be problematic for continuous tasks since its value may
reach infinity, making themetric meaningless. One solution is the discounted return, which uses weights
to decrease the importance of future rewards exponentially. The discounted return is mathematically
expressed in equation (2.2). Here, the discount rate γ reduces the value of rewards that are further in
time. As γ is between 0 and 1, the exponential decrease in weight ensures that the sum never reaches
infinity. Note that if γ would be 1, this return is the simple sum of rewards [10].

Gt
.= Rt+1 + γRt+2 + γ2Rt+3 + · · · =

∞∑
k=0

γkRt+k+1 (2.2)
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2.1.3. Policy and Value Functions: Enabling Optimal Decision Making
The agent’s objective is to learn how to act in different situations so that it receives the highest return.
However, the return is only known at the end of the episode. During the episode, the agent must rely
on expectations based on past experiences to learn the optimal behaviour. This section formalises the
strategy that the agent is learning and how it keeps track of the returns from previous experiences to
aid during decision-making in an episode.

The Policy
The prior sections have described that the agent’s objective is to learn an optimal strategy to solve a
problem. In RL, the term ’policy’ is commonly used to refer to this strategy. A policy π is a function that
maps states to actions, and the process of improving this function involves finding the optimal action
for each state that results in the highest return. The ultimate goal is to identify the optimal state-action
relations that maximise returns, resulting in the optimal policy π∗ [10].

Value Functions
A value function is a crucial component that enables the agent to use information from previous ex-
periences to estimate the expected return for future actions. The expected return for a given state is
called the ’value’. For instance, saying that action A has a higher value than action B means that A is
expected to yield a higher return than B. The two primary types of value functions used in RL algorithms
are the state-value function, and the action-value function [10].

The state-value function informs the expected return for a state; in RL terminology, the state’s value [10].
The state-value function is defined in equation (2.3). This conditional expectation equation evaluates
the expected return given that the environment is at state s.

vπ(s) .= Eπ

[
Gt | St = s

]
= Eπ

[ ∞∑
k=0

γkRt+k+1 | St = s
]
, ∀s ∈ S (2.3)

The action-value function gives the expected return for the environment being in a specific state and
the agent taking a particular action [10]. Defined in equation (2.4), this value function determines the
value for a particular state-action pair.

qπ(s, a) .= Eπ

[
Gt | St = s, At = a

]
= Eπ

[ ∞∑
k=0

γkRt+k+1 | St = s, At = a
]

(2.4)

Bellman Equation
Writing the value function as a relation of the value of the following state results in the Bellman equation
[10]. This equation defines the value of a state as the sum of the immediate reward and the value of
the next state. This formulation reinforces the Markov property by making explicit that the reward in
the next state only depends on the action performed at the current state.

The policy defines the probability that the agent may choose each of the possible actions. Each action
has a probability of leading to a particular reward and new state s′. If the probabilities of actions, new
states, and rewards are known for all states, the state value function becomes a recursive average cal-
culation, as shown in Equation 2.5 [10]. Here, π denotes the agent’s probability of selecting a particular
action, while p denotes the probability that an action yields a particular reward r and leads to a new
state s′. This new state has its value function vπ(s′), which is also part of the average.

vπ(s) =
∑

a

π(a | s)
∑
s′,r

p(s′, r | s, a)
[
r + γvπ(s′)

]
, ∀s ∈ S (2.5)

Thus, the Bellman equation computes the state value by estimating the weighted average of the reward
of all possible actions from a state and all rewards from all possible new states after each action. This
calculation proceeds in a chain, where the value of a state depends on the rewards from an action
plus the value of the new state after the action. This type of calculation is known as bootstrapping
[10].
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2.1.4. Classification of Reinforcement Learning Algorithms
The evolution of RL algorithms has led to solving each time more complex problems. New algorithms
usually use some of the concepts from previous ones together with their novelty. The evolution of one
algorithm into multiple variants makes the field rich in algorithms. Hence, it is trivial to classify them
based on how they learn and what type of problems they solve.

Model-based or Model-free
Model-based RL algorithms are the ones that need a model of the environment dynamics for learn-
ing. The model could be either provided to the agent or learned by it. Because those algorithms use
the model predictions of rewards and future states, they are highly sample-efficient, needing fewer
interactions with the environment [12].

On the other hand, Model-free algorithms do not need a model of the environment. While that makes
them not benefit from increased sample efficiency, it makes themmore simple and flexible. For instance,
a model-free algorithm can learn in different environments, while a model-based algorithm would need
a model for each. Besides that, Model-free algorithms are attractive for fault-tolerance applications,
where it is interesting to explore the algorithm’s behaviour beyond the operational range that models
are designed and validated to predict [6].

On- or Off-policy
The policy has two functions during learning; it is the means the agent uses to interact with the envi-
ronment and what the agent aims to learn. Depending on whether those two functions are explicitly
distinguished or not is what classifies algorithms into on- or off-policy.

On-policy algorithms use a single policy for both exploring and learning. Therefore, the policy used to
choose an action during interactions with the environment is updated based on the rewards. On the
other hand, off-policy methods use two policies; one responsible for acting, the behaviour policy, and
the other being updated based on the interactions, the target policy. Splitting the tasks of exploring and
learning makes off-policy algorithms more data efficient because the experience from exploration can
improve multiple target policies [11].

Value or Policy-based
Value-based methods, also known as Q-learning, learn an approximation of the value function to es-
timate the expected return of a given state or state-action pair. The estimation is iteratively updated
based on the observed rewards and transitions in the environment. On the other hand, policy-based
methods directly optimise the policy without estimating a value function [10].

Different applications of RL to flight control have been successful using value-based [32, 33] and policy-
based [34, 35] methods. Value-based methods tend to converge to the optimal policy more quickly than
policy-based methods. However, they are better suited for problems with discrete state and action
spaces, and they can be sensitive to the choice of the value function approximation, leading to overes-
timation [36]. On the other hand, policy-based methods are well-suited for problems with continuous or
high-dimensional state and action spaces with the drawback of being less sample efficient [37].

Offline or Online Learning
Offline learning refers to training an RL agent using a dataset of past experiences without interacting
with the actual environment. This approach suits systems that do not change frequently and can be
used to train the agent offline before it is deployed in the real-world environment. The advantage of
offline learning is that it allows for large amounts of data, leading to a more accurate and efficient agent.
However, the agent may not perform well in new or changing environments as it has been unable to
learn from these situations. For instance, a flight controller only trained offline can show poor online
performance, as during actual flight, different conditions than trained may be found.

On the other hand, online learning involves training the agent in real-time through interaction with the
environment. This approach suits systems that change frequently or for which it is difficult to collect a
large dataset of experiences. The advantage of online learning is that the agent can learn from new
situations as they occur and adapt to changes in the environment. However, the agent may perform
worst than an agent trained using offline learning, as it has less data to learn.
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An agent that learns to control an aircraft with offline data may not be able to extrapolate the learned
policy to the actual flight environment, therefore, not allowing adaptiveness. Online learning alone could
provide a tailored policy for the actual flight conditions; however, the required number of sampling to
achieve satisfactory performance is unrealistic. An alternative is combining those two methods [38,
39, 40]; offline learning provides a robust policy and online learning updates this policy during flight,
allowing adaption to changes in the environment, such as wind conditions or equipment failure.

2.2. Tabular Solutions in Reinforcement Learning
The data structure of the policy and value functions in early RL algorithms are tables - the reason why
they classify as tabular solution methods. For instance, the policy is a table that maps a state-action
pair to the probability of the agent selecting that action. Similarly, the value function is a table that maps
the pair to the expected return of selecting that action. Storing the information into tables makes those
algorithms incompatible with continuous problems, where states and actions are not finite. While this
makes them unsuitable for flight control applications, they developed the main concepts and strategies
used by the state-of-the-art RL algorithms. This section defines three tabular solutions algorithms,
which are classified in figure 2.4: Dynamic Programming, Monte Carlo, and Temporal Difference.

Tabular RL

DP

MC

TD
Q-learning

Sarsa

PI

VI

Model-based

Model-free

Section 2.2.3

Section 2.2.2

Section 2.2.1

Figure 2.4: Diagram with the classification of algorithms within tabular solutions reinforcement learning.

2.2.1. Dynamic Programming
Dynamic Programming (DP) solves multi-stage decision-making problems to minimise a cost function
[41]. The complexity in DP problems is that actions influence the possible outcomes from future actions;
therefore, a solution is only possible when decisions are considered in series [42].

To update the policy, DP algorithms evaluate all possible outcomes from a starting state. That includes
the possible future states and rewards the agent may encounter from taking different actions. To build
this knowledge of possible outcomes, DP uses a model of the environment. Therefore, this algorithm
classifies as model-based.

Solving Dynamic Programming Problems: Policy Iteration
Policy Iteration (PI) is the method DP algorithms use to determine the optimal policy. The process
consists of iterating between a policy evaluation and policy improvement step, as shown in figure 2.5.
The policy evaluation improves the state-value function prediction. Then, the policy improvement uses
the new value-function to update the policy such that it selects actions with higher value. Each cycle of
PI finds an equal or better policy than the starting one. Therefore, multiple iterations make the policy
converge to the optimal policy [10].

Policy Evaluation
The policy evaluation in PI is the stage that calculates the state-value function for the current policy.
The environment model provides the reward for choosing an action at a specific state. Determining the
state-value functions is a question of iteratively computing the rewards received in all combinations of
possible actions and states [10].
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Policy Evaluation Policy Improvement
Equation (2.6) Equation (2.7)

Figure 2.5: Diagram of the policy iteration process with evaluation and improvement steps.

To illustrate this process, consider a policy that chooses a specific action from an initial state. Given
this action, the model informs the new state and reward. The policy and model can recursively predict
the following states and rewards from this new state until the episode finishes. With all the rewards
calculated through the process, it is possible to update the value of the initial state. The complete update
of the state-value function requires finding the updated value for all possible initial states.

A single iteration of policy evaluation occurs as described in equation (2.6). After a single update, the
state-value function vk+1 equals the rewards from all possible actions plus the value of their following
state s′ according to the previous value function. Updating the value-function infinite times make it
converge to the actual state-value function for the current policy [10].

vk+1(s) .= Eπ[Rt+1 + γvk(St+1) | St = s]

=
∑

a

π(a | s)
∑
s′,r

p(s′, r | s, a)
[
r + γvk(s′)

] (2.6)

Policy Improvement
The policy improvement updates the actions the policy would choose such that they have the highest
value according to the updated value function [10]. The algorithm compares all the values of all possible
actions from a state and chooses the one with the highest value. Therefore, the policy improvement
is a greedy update where all actions in the updated policy are the ones that give the highest return
according to the current value function.

The purpose of the policy improvement, defined by equation (2.7), is determining the greedy policy π′

by choosing the greedy actions from the action-value function. It is possible to rewrite the action-value
function as a function of the state-value function. Equation (2.8) rewrites the action-value function as
the sum of the reward from the action with the state-value of the following state. Then, it is possible
to adjust this equation to use the information from the policy evaluation, resulting in equation (2.9)
[10].

π′(s) .= arg max
a

qπ(s, a) (2.7)

= arg max
a

E[Rt+1 + γvπ(St+1) | St = s, At = a] (2.8)

= arg max
a

∑
s′,r

p(s′, r | s, a)
[
r + γvπ(s′)

]
(2.9)

The policy improvement is the second and final stage of the PI. The policy evaluation determines the
value function of the current policy, and the policy improvement uses the gathered knowledge about
values to update all actions to build a greedy policy. Iterations of PI result in the policy converging to
the optimal policy π∗ and the state-value function converging to the optimal state-value v∗ function. The
equations on the right side of figure 2.5 show the convergence of those two functions.
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Solving Dynamic Programming Problems: Value Iteration
Value Iteration (VI) is an alternative method for finding the optimal policy of DP problems. It differs from
PI by removing the iteration within the policy evaluation. For VI, the policy evaluation only updates the
state-value function once. VI is a specific case of stopping the policy improvement loop. Other methods
can truncate the iteration at any other number of steps. In fact, the PI also includes a truncation that
stops the policy evaluation iteration after no significant improvement in the value function [10].

Truncating the policy evaluation makes the state-value function never converge to its actual values for
the current policy. Using a single step makes this function only receive a single improvement. The
consequence of this change is that PI becomes a single-step calculation, described by equation (2.10)
[10]. This single-step equation shows that the single-step improvement of the value function includes
selecting the action that maximises the returns. Therefore, the value function and the policy receive an
update in a single step.

vk+1(s) .= max
a

∑
s′,r

p(s′, r | s, a)
[
r + γvk(s′)

]
(2.10)

Looking back into figure 2.5, which describes the cycles in PI, it is possible to examine the differences
after truncating the policy evaluation. For VI, the iteration inside the ”Policy Evaluation” block does not
exist. In this case, the value update is a single step moving vk into vk+1. Besides that, the output of
this block would be vk+1 and not vπ, because VI does not attempt to find the state-value function for
the current policy. For the calculation of policy evaluation and improvement, the only equation needed
for one iteration cycle is equation (2.10).

Generalised policy iteration
Generalised Policy Iteration (GPI) is the generalisation of the PI idea of learning the optimal policy
through evaluation and improvement. Different RL algorithms borrow and adapt the GPI concept of
improving value function and policy by building different structures for those processes [10]. For exam-
ple, both PI and VI use the GPI concept, but they differ in the structure of evaluation and improvement.
Ultimately, all GPI methods aim to build interaction between policy and value functions until both reach
optimality.

2.2.2. Monte Carlo Method
The Monte Carlo (MC) method extends DP to address model-free problems [10]. Unlike DP, MC does
not rely on a model. Therefore, MC algorithms can only discover future states and rewards through
interactions with the environment.

Policy Iteration for Monte Carlo
The policy evaluation in the MC method estimates value functions by averaging the returns from dif-
ferent episodes. The agent uses the return from an episode to update the value of the state-action
pairs it visited. In an incremental form, the update is defined in equation (2.11). After the update, the
new value of a state-action pair Q(St, At) equals an average of the returns from all episodes that this
pair has been visited [10]. In the update equation, 1

n is the timestep, with n being the total number of
state-action pairs the agent visited from all episodes.

Q(St, At)← Q(St, At) + 1
n

[Gt −Q(St, At)] (2.11)

The policy improvement stage in the Policy Iteration for MC is the same as in DP [10]. The action-value
function updates the current policy bymaking it greedy. In other words, the value function replaces each
action in the policy with the one that maximises the return. Therefore, the only difference between MC
and acrshortdp in the PI process is the way those methods determine the action-value function.

Pros and Cons in the Monte Carlo Method
The estimation of the action-value function in MC only converges to the actual function if the set of
episodes during training explores the environment entirely. Therefore, if the agent never visited a
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specific state-action pair, the algorithm would never learn the true value function. That behaviour can
be a pro or a con depending on the problem studied.

If only a state-action area is of interest for a task in an environment with ample state-action space, the
non-convergence of the value function is an advantage. The algorithm must only visit the state-action
in the interest area frequently to learn their values. That creates accurate value functions for that region
without the need for learning values for the entire state-action space [10].

2.2.3. Temporal Difference
Temporal Difference (TD) is a tabular solution method that solves model-free problems with higher sam-
ple efficiency than the MC. method It does that by merging Monte Carlo with the concept of bootstrap-
ping from Dynamic Programming [10]. The method aims to find a balance between learning completely
from experience, like in MC, or learning completely from knowledge, like in DP.

The MC method is not data-efficient because it only updates the estimated value function at the end of
an episode (recall that equation (2.11) uses the return Gt of an episode). If a task had a long episode,
this algorithm would take a long time to learn. An alternative to making updates only at the end of an
episode is to use information from previous episodes. For example, suppose a certain state has been
visited in a previous episode. In that case, it is possible to use the value found during that episode,
allowing a value-function update before the current episode ends.

Policy Evaluation in Temporal Difference
The TD policy evaluation updates the value function with the estimation of the return, which is the
sum of the reward Rt+1 with the estimated value for the next state V (St+1). This update is shown in
equation (2.12). Because this equation only uses an estimation of the return, it allows updating the
value after each episode step instead of after each episode termination.

V (St)← V (St) + 1
n

[
Rt+1 + γV (St+1)− V (St)

]
(2.12)

The working principle of TD algorithms follows the same idea of GPI; First, policy evaluation(i.e. de-
termining the action value function) and then improvement. The evaluation and improvement can be
either on- or off-policy. The following parts of this section describe the two main TD algorithms – Sarsa,
an on-policy method, and Q-learning, an off-policy method.

Sarsa: An On-policy Temporal Difference Algorithm
Sarsa is an on-policy TD algorithm [10]. The action-value function update in Sarsa is as in equa-
tion (2.13). The update only uses the information of the immediate reward from the environment and
the value estimation for the following state.

Q(St, At)← Q(St, At) + 1
n

[
Rt+1 + γQ(St+1, At+1)−Q(St, At)

]
(2.13)

Iterations of policy evaluation in Sarsa will make the estimated value function approach the true value
function of the current policy qπ. When the algorithm improves the policy by selecting the actions that
give the highest value, it needs to perform evaluation again, but now using the new policy. Repeating
the GPI cycle makes the algorithm learn the optimal policy π∗ and its optimal value function q∗.

Q-learning: An off-policy Temporal Difference Algorithm
Q-learning is an off-policy TD algorithm. Because it is off-policy, it does not interact with the environment
using the learnt policy as a guide. The policy evaluation in Q-learning updates the action-value function
with equation (2.14), which considers immediate reward and estimated values. However, the algorithm
does not use the action At+1 suggested by the current policy to estimate the future return. Instead of
that, it chooses the action that maximises the expected return.

Q(St, At)← Q(St, At) + 1
n

[
Rt+1 + γ max

a
Q(St+1, a)−Q(St, At)

]
(2.14)
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Repeating the policy evaluation makes the estimated action-value function approach the actual value
function for the current policy qπ. In Q-learning, repeating the policy evaluation does not make the
function learn the current policy’s action-value function. Instead, the algorithm learns the optimal value
function q∗ directly. The reason is that the algorithm chooses the action that maximises expected returns
when updating the value function (equation (2.14)). That makes the method go off-policy and perform
greedy updates. In other words, the algorithm ”disrespects” the action the current policy suggests by
choosing the action expected to give a higher return.

Although Q-learning algorithms can learn the optimal policy, they may show poor online learning per-
formance. That is because this algorithm always updates the action-value function with the action that
provided the highest value, ignoring that, in some states, an action with a considerably low reward has
the probability of being taken [10]. For example, consider a state with two possible actions, one with a
high value and one with a low value. Q-learning would desire to be in this state, as it only considers and
focuses on the action with maximum value. Therefore, this algorithm may enter a dangerous situation
(state) as it learns values focusing on profit and neglecting the involved risks.

2.3. Approximate Solutions in Reinforcement Learning
Approximate solutions are the RL methods that generalise the agent’s experience, allowing it to learn
optimal policies in environments with large or continuous state space. Those methods replace the
tabular data structure from tabular solutions with function approximators. This new data structure allows
generalisation, such as predicting the value of a state that the agent has never visited.

2.3.1. Neural Networks as Function Approximators
ANeural Network (NN) is the most common function approximator in RL. By mimicking biological neural
systems, a NN reduce the complexity of a problem by dividing it into small processing units, known as
neurons [29]. Figure 2.6 shows a typical structure of a NN. The input data flows through the network
while multiplied by the weights w that connect neurons. The network output y is its prediction. Making
the network learn to make accurate predictions requires adjusting the connection weights between the
neurons.

-

Input
layer

Hidden layers Output
layer

Figure 2.6: Simple Neural Network structure with single input x and single output y. The difference between the output and the
reference output yref gives the network’s error e. The subscripts in the weights w indicate the identification of the source and

destination neurons in this order.

The traditional method for improving the weights of a NN is backpropagation. It feeds the input training
data through the network to obtain the prediction y. The prediction error (or a loss function) can be fed
backwards through the network with respect to its partial derivatives. The objective is to determine the
current weights’ influence on the error and incrementally update the weights to improve the network
performance. In other words, backpropagation determines the error gradient concerning the network
weights ∂e/∂w and updates the weights to increase an objective [43].
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2.3.2. Actor-Critic Designs in Approximate Dynamic Programming
Approximate Dynamic Programming (ADP) is the group of RL methods that implement function ap-
proximators into DP to overcome the curse of dimensionality [44], which is the issue of computational
cost growing exponentially with the number of variables in the problem [45]. Within ADP, Actor-Critic
Design (ACD) [45] are popular methods for control applications. Those methods split the agent into
two parametric structures: the critic, approximating the value function, and the actor, approximating the
policy. This division makes explicit the agent’s function of learning the optimal policy and the optimal
value function.

The interaction between actor and critic is a form of Policy Iteration. For the policy evaluation, the actor
chooses an action based on the current state, and the critic estimates the state value. Then, for policy
improvement, the algorithm uses the environment information about the following state and reward to
update the weights of the critic and actor networks [46]. While this learning principle is common to all
ACD methods, they differ in how the actor and critic are structured. The different versions of those
algorithms result in the families depicted in figure 2.7.

Approximate RL ACD

Action-independent HDP DHP GHDP

Action-dependent AHDP ADHP AGHDP

Incremental IHDP IDHP IGHDP

Figure 2.7: ACD algorithms and their classification.

The advantage of ACD for control systems is that learning the critic allows bootstrapping, reducing
variance and speeding learning. Bootstrapping uses the knowledge of all states to update values, which
reduces the need for additional sampling [37]. Besides that, ACDs allow online implementation as the
update in the actor and critic parameters only depends on the information of the current states [47].
However, ACD methods are model-based. That is the case because the parameter update requires
estimating the future state, which is determined from a plant mode [48].

Heuristic Dynamic Programming
Of all ACD methods, HDP is the most studied in literature [44]. What defines the HDP method is its
critic, which is a neural network that outputs an approximation V (st, w) of the value function v(st) [49].
The approximation is a function of states st and network weights w. The objective is to find the weights
for which the critic network approximates the state-value function most accurately. It is possible to use
any supervised learning method to update the network weights [45], such as the error backpropagation
discussed in section 2.3.1.

The update of the critic- and actor-network weights uses a backpropagation of the critic’s estimation
error, i.e. the error in value estimation. This error depends on the results from two steps in time. The
reason is that it is only possible to know how wrong the critic’s predictions are by advancing one time
step in the episode and observing the actual reward and following state. The estimation of the critic’s
error is illustrated in figure 2.8, with the dashed arrows showing the error backpropagation.

The error estimation in figure 2.8 starts with the critic network estimating the value of the current state
V (St) and the actor moving the environment to a new state by applying action At. Then, the critic
estimates the value of the state after one-time step advance V (St+1) and observes the received reward
R(St). In an optimistic scenario, the value prediction of an initial state St equals the prediction of
the subsequent state St+1 plus the received reward [49]. Thus, the value estimation error, described
in equation (2.15), is the difference between the state’s value prediction and an updated value that
includes a sampling from the environment.

e = V (St)− [V (St+1) · γ + Rt+1] (2.15)
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Figure 2.8: The structure of HDP algorithms and the error backpropagation (Adapted from Wang, Zhang, and Liu [50]).

Dual Heuristic Programming
The DHP implementation is similar to the HDP, only differing in the definition of the critic. In DHP, the
critic network outputs the gradient of the value function with respect to states ∂V (St)/∂St instead of the
value function itself [49]. The reason for learning the gradient is that the learned value function in HDP
is only needed for backpropagation, which requires the calculation of its gradient. Therefore, directly
learning the gradient immediately prepares the network output for backpropagation through the actor
and critic network.

Compared with HDP performance, DHP applications have been shown to solve problems faster [48].
However, with the drawback of more complexity due to a network that learns derivatives. The diagram
in figure 2.8 is valid for HDP under a few modifications. The critic output should be the value function
gradient ∂V (St)/∂St, and the reward Rt+1 added to the error value estimation of St+1 should be the
reward gradient ∂Rt+1/∂St.

Globalised Dual Heuristic Programming
Globalised Dual Heuristic Programming (GDHP) is a method that combines HDP and DHP to improve
the accuracy of decision-making in complex systems. The critic in GDHP learns an approximation of
both the value function and its derivatives, providing twice as much information as traditional HDP and
DHP. While this critic allows GDHP to achieve more accurate results, it also makes the computations
more intensive [44]. Furthermore, Sun and van Kampen [51] observed that because the critic network
learns two different pieces of information with the same layers, it raises coupling errors that lead to
instability.

Action-dependent Implementations
The previously discussed ACD are categorized as action-independent, as they assume that the actor
and critic are independent. Contrary to that, Action-dependent methods assume that the value function
depends on the current action the actor selected. All the three action-independent methods discussed
(HDP, DHP, GDHP) have their AD form (ADHDP, ADHDP, ADGDHP). The difference is that in their
AD form, the actor’s output is also an input for the critic network [44]. A summary of those designs and
their action-dependent forms is provided in figure 2.9.

The advantage of the AD forms is that it allows for model-free learning. The backpropagation through
the critic allows determining the gradient of the values with respect to the action, which can update the
actor’s weights without the need for using a model of the systems [52]. However, Van Kampen, Chu,
and Mulder [53] shows that keeping the actor and critic independent and instead adding a neural net-
work that learns an approximate plant dynamics can lead to nearly twice the success rate in converging
to the correct control law.

Incremental Implementations
Incremental Approximate Dynamic Programming (iADP) are ACDs that, in addition to the actor and
critic, learn an approximation of the system dynamics.The incremental form of HDP, DHP, and GDHP
are IHDP, IDHP, IGDHP, respectively [54]. The advantage of the incremental forms is that they combine
the benefits of the action independent ACD and Incremental approaches. From ACD, it brings the
power of general function approximation of the actor and critic, and from incremental models, the ability
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Figure 2.9: Overview of ACD algorithms and their AD forms (Adapted from Ferrari and Stengel [48]).

to speed the learning without needing offline learning. For those reasons, incremental models make
iADP suitable for adaptive, model-free and online controllers of nonlinear systems [55].

In iADP, the agent learns an incremental model that approximates the system dynamics and allows
predicting the change in states ∆xt+1 due to an action ut at the current state xt. The incremental
model assumes that the system dynamics can be represented by a first-order Taylor expansion, as in
equation (2.16). In this equation, F and G are the matrices the incremental model learns with system
identification techniques such as least squares.

∆xt+1 ≈ F [xt0 , ut0 ]∆xt + G[xt0 , ut0 ]∆ut (2.16)

The benefit of iADP methods is that they allow online, model-free, and adaptive learning. For IDHP,
different literature [54, 55, 56] have demonstrated its suitability for control tasks. The results show that
it is faster and more precise when compared to its action-independent form [54]. Literature using IDHP
[57, 58, 59, 35, 60, 38] shows improved efficiency, accuracy, adaptiveness and robustness, making it
an attractive method for online and adaptive FCS. While IGDHP shows superiority in performance, it
still suffers from high complexity, as GDHP, which makes them less attractive for real applications [61,
51].

2.4. DeepReinforcement Learning: AnOverviewofRecentAdvances
The Deep learning (DL) field introduced neural networks with multiple processing layers, known as
Deep Neural Network (DNN). Each layer learns a different abstraction, known as features, which con-
tributes to the solution of the problem [62]. An example is the layers in an algorithm that identify objects
in an image. While one layer could learn edges in the images, another could learn shapes. With the
combined information from those layers, the network can classify objects.

Deep Reinforcement Learning (DRL) is the merge of DL into the RL, which makes it able to solve
high-dimension problems [63]. This improvement enables solutions for problems that classical RL can
not solve and allows scaling previous works in RL to work in higher dimensions. Because of that, in
the literature, it is common to find works previously done in classical RL renovated with DRL with a
demonstration of performance improvement, e.g. Q-learning vs Deep Q-learning.

This section aims to survey different DRL algorithms while focusing on their potential for flight control
systems. Because DRL can solve high-dimension problems, they show great potential to control ap-
plications. This section only covers model-free algorithms, which are the types desired to accomplish
fault-tolerance tasks. The algorithms discussed are classified in figure 2.10.
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Figure 2.10: Diagram with DRL algorithms and their classification.

2.4.1. Deep Q-Networks
The Deep Q-Network (DQN) algorithm surges from the merge of Q-learning with DNN, making it the first
implementation of a RL algorithm that can handle high-dimensional input data [64]. The algorithm is a
variant of Q-learning, keeping the characteristics of being a value-based and off-policy algorithm. How-
ever, it differs by introducing a DNN approximator for the state-value function. Besides, the algorithm
uses a stochastic gradient descent strategy and an experience replay that allows re-using information
from previous agent-environment interactions.

The invention of DQN in Mnih et al. [64] showed the algorithm’s potential in learning how to play dif-
ferent Atari games. The results showed that the agent outperformed humans [65] and state-of-the-
art algorithms [37] in different games. Subsequent researchers have successfully adapted DQN with
different strategies to increase its performance and data efficiency; Rainbow [66] is a noteworthy ex-
ample. Despite the success of applications using DQN, the algorithm can only handle discrete and
low-dimensional action spaces [65]. Therefore, it is not ideal for a flight control task, which, in high-
fidelity simulations, requires continuous actions

2.4.2. Policy Gradient Methods
Policy gradient methods are the ones that learn an approximation of the policy with a NN. Their policy
is represented as πθ, where θ indicates the parameters of the approximator. The algorithm’s ultimate
objective is to maximise the expected return, as defined in equation (2.17). To achieve this objective,
the agent uses the gradient ascent rule in equation (2.18) to update the policy’s parameters [10].

J(πθ) = E[R(πθ)] (2.17) θk+1 = θk + γ ∇θJ(πθ)|θk
(2.18)

Policy gradient algorithms have two main advantages over value-based ones. First, they are easier
to apply to continuous problems [37]. Second, they avoid overestimation bias, common to algorithms
that learn value functions (like Q-learning and DQN). The overestimation occurs because the value
function update is greedy (recall the update rule in equation (2.14)). Therefore, any initial overestimation
increases through the updated cycle in a vicious iteration which obstructs the learning of the optimal
policy [36].

However, policy gradient algorithms also have their drawbacks. Those algorithms are typically on-
policy, which makes them significantly less data-efficient than value-based methods. Furthermore,
they also show significant variance during learning, making convergence difficult. The variance issue
derives from the intrinsic behaviour of the instability in updating a NN weights [37].

The subsequent algorithms discussed in this section combine the ideas from value-based and policy-
based algorithms. They aim to acquire the qualities from those two methods and handle their deficien-
cies. By implementing different strategies, they address the issues of overestimation in value-based
methods and the issues of sampling inefficiency and high variance in policy-based methods.

2.4.3. Deep Deterministic Policy Gradient
Deep Deterministic Policy Gradient (DDPG) is a model-free and off-policy algorithm that improves DQN
performance by introducing an actor-critic structure with a deterministic policy. For a deterministic pol-
icy, there is no need for integrating over the action space, which makes the algorithm more efficient
for continuous action problems [67]. On top of that, DDPG uses the replay buffer and target network
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strategies from the actor-critic structure to address the robustness and stability issues in DQN[65]. Com-
bining those modifications make DDPG a stable algorithm for continuous and high-dimension control
actions.

Replay Buffer
Experience replay is a method that reduces the time an agent takes to learn by allowing it to use previ-
ous experiences. In this method, each agent-environment interaction, in the form < st, at, st+1, rt+1 >,
is stored. Then, when training, the agent can sample one of those experiences and use it as if it
was sampled from a real interaction. That makes the algorithm needs fewer environment sampling to
converge [68].

Target Network
Implementing a target network is a way to stabilise the training of RL problems. The target network
is a copy of the policy network; however, its weights stay fixed for a determined number of iterations.
After completing these iterations, the algorithm updates the target network’s weight to match the policy
network. The training process updates the policy network’s weight using the target network’s error. As
the target network does not change for some time, the policy weight changes are less abrupt [63]. This
solves the instability issues of updating NN weights.

The DDPG results showed stable learning in multiple training environments. Compared to DQN, DDPG
needed 20 times fewer steps in the same tasks [65]. However, the method still shows the same dif-
ficulties typical to model-free algorithms, which is the large number of training steps required before
showing satisfactory performance.

2.4.4. Twin Delayed Deep Deterministic Policy Gradient
Twin Delayed DDPG (TD3) is an actor-critic algorithm that builds on DDPG. It addresses the issue
where DDPG often fails to learn due to the critic’s tendency to exploit overestimation error. To reduce
the overestimation, TD3 uses three strategies: Clipped Double Q-learning, Delayed Policy Updates,
and Target Policy Smoothing Regularization [36].

Clipped Double Q-learning
Because the value function estimation tends to be overestimated, TD3 uses two critics, each learning
an independent value function. When learning, the algorithm opts for the networks that provide the
lowest value. This could lead to underestimation, which is preferred over overestimation, which grows
because of the exploit of overestimation.

With the clipped double Q-learning, the learning objective becomes the one in equation (2.19). The
update uses a target network, Qθ′ , which is an approximation with parameter θ′. While the prime symbol
in the θ′ indicates the network is a target, in the state s′ and a′, it indicates that those are the immediate
next state and action, respectively.

y =r + γ min
i=1,2

Qθ′
i
(s′, a′) a′ ∼ πϕ1(s′) (2.19)

Delayed Policy Updates
Updating the value network with a target can reduce the overestimation error growth. The magnitude
of this error influences the divergence behaviour of the policy in its update. Therefore, a lower error
from the value network can lead to a lower divergence in the policy update. For this reason, TD3 does
less frequent policy updates than value function updates.

Target Policy Smoothing Regularization
The issue with deterministic policies is that they have a chance of overfitting by exploiting the over-
estimated Q-function. Regularization is a way of reducing the variance in the target policy network
to smooth the value estimation. The smoothing introduces the idea that similar actions should have
similar values. This translates into adding noise to the region around the action, making the algorithm
bootstrap nearby actions and behave similarly to a stochastic policy in that region. The regularization
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makes the algorithm resemble SARSA, described in section 2.2.3, which also benefits from bootstrap-
ping nearby values.

With the addition of regularization, the policy from the objective with double Q-learning equation (2.19)
becomes the one in equation (2.20). The equation shows that the policy is modified to include the
random noise ϵ that promotes bootstrapping. The random noise is clipped to the boundaries [−c, c] to
stay near the origin action and is shaped by the parameter σ.

a′ ∼ πϕ1(s′ + ϵ) ϵ ∼ clip(N (0, σ),−c, c) (2.20)

2.4.5. Soft Actor-Critic
Soft-Actor Critic (SAC) is a DRL actor-critic algorithm introduced by Haarnoja et al. [69] to address
the challenges of model-free and continuous space RL. Sample efficiency is one of those challenges.
Reducing the number of samples needed for learning is vital to allow their applications to real systems.
A second challenge is a brittleness in learning. The hyperparameters of the learning algorithm dictate
the convergence condition. Removing the hyperparameter’s influence in convergence is crucial for
safe learning.

Three concepts define the SAC algorithm. (1) It has an actor-critic structure. (2) It is an off-policy
algorithm, which allows it to be more sample efficiency by using past experiences during learning.
Recall that on-policy algorithms suffer from sample efficiency as they usually require a new sample
for every policy update. (3) the agent’s objective is to maximise an entropy term in addition to the
cumulative rewards. This additional term allows a balance between learning stability and exploration
[70].

The SAC’s return function contains an entropy term H in addition to the reward r. Therefore, the al-
gorithm’s objective is to maximise the cumulative rewards and entropy. This objective is described in
equation (2.21). The idea of adding the entropy term is to allow exploration. In case of low estima-
tion errors, the algorithm is encouraged to explore. Otherwise, it focuses on robust behaviour — the
temperature factor α balances the importance of the entropy against the reward.

π∗ = argmax
π

∑
t

E(st,at)∼ρπ
[r(st, at) + αH(π(· | St))]

with, H(π(· | St))] = Ea∼π(·|s)[− log(π(a | s))]
(2.21)

2.4.6. Distributional Soft Actor-Critic
Distributional Soft-Actor critic (DSAC) is a RL algorithm that incorporates a distributional perspective
into the traditional SAC algorithm. The maximum entropy theory increases the diversity of actions,
improving exploration, while distributional RL provides additional information to the value function, al-
lowing it to learn safer policies [71]. Therefore, DSAC merges the benefits of maximum entropy and
distributional RL. The main difference in DSAC structure is that its critic outputs a probability distribution
of the return. In contrast, in SAC, the critic outputs the expected return.

On-policy algorithms have a stochastic policy that allows vast exploration. However, on-policy learning
is data inefficient, and stochastic policies can lead to unstable behaviour. On the other hand, off-policy
algorithms, such as DQN, DDPG, and TD3, borrow from Q-learning the idea of adding noise to a
deterministic policy, allowing for efficient data use and exploration [71]. In a different approach, SAC
uses a stochastic policy with off-policy learning. The algorithm adds an entropy factor to balance how
stochastic the policy can be. This combination makes it possible for it to achieve stability and sample
efficiency [69]. DSAC extends SAC by considering the probabilities in the rewards to allow for a more
robust estimate of the policy gradient, which can lead to improved learning performance.

With the combined benefits of SAC and distributional RL, DSAC has outperformed the state-of-the-art
TD3, and SAC in learning performance across various environments [71]. This highlights the benefits
of incorporating the distributional information of rewards and actions into the reinforcement learning
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process. DSAC has also been shown to reduce the failure rate in risk-sensitive environments. In an
experiment in Ma et al. [71] where the robot could fall, DSAC led to a decrease in the failure rate.
However, the algorithm also caused a reduction in the maximum return, reflecting a trade-off between
performance and safety.

2.5. State-of-the-art of DRL for Flight Control Systems
Deep Reinforcement Learning algorithms have demonstrated their capability of solving problems in
various fields, including aviation. This section reviews research that applies DRL to FCS. The objective
is to examine the methodology and results of each study to understand the prospects of using DRL for
safe, adaptive, and fault-tolerant flight control systems.

Offline PPO Controller | Bøhn et al. [72]
The study in Bøhn et al. [72] is a proof-of-concept for using RL-based controllers on fixed-wing Un-
manned Aerial Vehicle (UAV). The objective is to develop a controller that learns to control the UAV
and track a reference attitude signal. The proposed controller uses the Proximal Policy Optimisation
(PPO) [73] algorithm.

The experiments demonstrate that the PPO controller can stabilise the vehicle from different initial atti-
tudes and airspeed values, indicating its robustness. The controller’s generalisation power allows it to
control the UAV even under turbulence, a condition not included during the training phase. Compared
to a traditional PID controller, the RL controller showed a higher success rate, particularly during ag-
gressive manoeuvres. However, both controllers exhibited similar tracking performance, as shown in
figure 2.11.

Figure 2.11: Results from Bøhn et al. [72] comparing the PID and RL attitude tracking performance with a UAV simualtion. The
dashed line represents the reference signal, and the solid lines are the actual output of the controllers.

The study concludes that DRL shows promise for nonlinear flight control applications. The research also
highlights the need for future investigations into the reality gap, the discrepancy between simulated and
real-world environments. For the implementation of the PPO, the study recommends further simulations
of extreme situations, while for possible alternative algorithms, it suggests exploring controllers built
with the SAC algorithm.

Online IDHP + PID Controller | Heyer, Kroezen, and Van Kampen [58]
The research from Heyer, Kroezen, and Van Kampen [58] developed an RL adaptive FCS for the
Delft University Aircraft Simulation Model and Analysis Tool (DASMAT)[74], which is a 6 Degrees Of
Freedom (DOF) simulation of the Cessna 550 Citation II. The proposed controller consists of two loops;
the inner one is an IDHP agent that controls pitch and roll rates, and the outer one is a conventional
PID controller for tracking altitude and roll angle.

The results showed that the controller learned to track the reference attitude rates with online learning
only, shown in figure 2.12. Additionally, the controller showed it could learn to control the longitudinal
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angles even in non-trimmed flight conditions. As part of the result, the research confirms that using
a target critic network increases learning stability, despite its disadvantage of slowing convergency.
Concerning adaption, the agent can fly a constant-altitude rate-one turn while compensating for two
faulty scenarios: low aileron effectiveness and noisy control input.

Figure 2.12: Online tracking results from Heyer, Kroezen, and Van Kampen [58]. Graphs on the left show longitudinal, and on
the right, lateral tracking, with dashed lines as the reference signal.

Despite the positive outcomes of the IDHP agent in allowing online learning and adaptation, the re-
search leaves some points for improvement in future research. One is the dependence on conven-
tional PID controllers, which, if replaced, could make the overall system more model-independent. A
further recommendation is the study of the algorithm on higher control levels or the implementation of a
cascade network controller, as done in Enns and Si [75] and Zhou, van Kampen, and Chu [76].

Online Cascaded IDHP Controller | Lee and Van Kampen [35]
The research from Lee and Van Kampen [35] follows up the work in Heyer, Kroezen, and Van Kampen
[58]. It develops a cascaded IDHP controller and removes the need for the pre-tuned PID controller,
making the algorithm more model-independent. The controller is tested on the Cessna 550 Citation II
aircraft through the DASMAT software package. The proposed structure has an outer loop agent that
tracks the altitude and an inner loop agent that tracks the pitch angle.

The first experiment compared the performance of the cascaded and a baseline controller. While both
structures could learn an approximated optimal policy, the cascaded showed a significantly higher
success ratio. However, the increase in the success ratio came with the disadvantage of slower con-
vergence.

One of the research’s objectives was to reduce the simulation-reality gap, a deficiency common to
general RL applications. For this reason, it analysed the tracking performance of both controllers when
dropping the assumption of perfect sensors, which was assumed in Heyer, Kroezen, and Van Kampen
[58]. The results show that both controllers can achieve near-optimal control even with noise in the
sensor measurements, with the cascaded outperforming the baseline. However, the introduction of
noise reduced their learning speed.

A final experiment demonstrated that the baseline controller could perform the tracking task even under
gust conditions by adding noise to the input instead of the measurements. While this research moved
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towards more independence from systemmodels and addressed the reduction of reality and simulation
gaps, it did not show that IDHP alone can perform better than the structure that contains a pre-tuned
PID controller.

Offline Cascaded SAC Controller | Dally and Van Kampen [77]
To progress on the development of fault-tolerant FCS, the research in Dally and Van Kampen [77]
builds an offline-trained cascaded controller using the SAC algorithm. The cascade structure splits the
controller into an inner loop tracking attitude and an outer loop tracking altitude. The outer loop outputs
a reference pitch angle value, which is one of the inputs in the inner loop agent. The final structure of
the controller is shown in figure 2.13.

Figure 2.13: Structure of the cascaded controller from Dally and Van Kampen [77]. The inner loop and outer loops track the
attitude and altitude, respectively.

In the experiments, the agent learns the controller offline by training the attitude controller and, sub-
sequently, the altitude controller with the already trained inner loop. The results show that learning is
unstable even near the final training steps. Even though the agent only controls the input increment,
which should be more stable than directly controlling the input, the learning instability is still significant.
Those observations show that SAC’s low reliability and low sample efficiency make it difficult to use in
online applications.

Concerning the evaluation performance, the SAC agent shows good coupled attitude and altitude track-
ing tasks for nominal flight conditions experiments. It succeeds in a 40◦ bank climbing turn and a 70◦

bank flat turn. As the controller’s ultimate objective is to provide fault tolerance, experiments showing
operation under six failure cases were studied. Those include a jammed rudder, reduced aileron effec-
tiveness, reduced elevator range, partial loss of horizontal tail, icing, centre-of-gravity shift, and biased
sensor noise.

The offline learned controller can not change during online simulations, as SAC is not sample efficient.
To allow a demonstration of adaptiveness, the author switches the fixed controller with one previously
trained for a specific failure condition. Therefore, when a failure occurs, the research can show the
fixed controller’s robustness and the adapted controller’s behaviour while skipping the adaption process
itself.

The switching strategy is a way of overcoming the difficulty of making a RL algorithm sample efficient
to the point that it can allow online learning. However, using a pre-trained controller for failure modes
is not ideal. (1) Because it is impractical for real applications, as all possible failure modes should
be known a priori. (2) An aircraft model should be used to develop a pre-trained controller for each
possible failure mode. Despite that, the individual results on the robustness and adaptiveness of the
algorithm are still of extreme relevance to demonstrate the extent to which it can provide fault-tolerant
control.

In the jammed rudder experiment, the overall robust response shows a more stable and accurate
reference tracking than the DHP adaptive implementation in Ferrari and Stengel [78] while performing
the same task. For the reduced aileron effectiveness, the SAC robust control performed comparably
with the adaptive IDHP controller from Heyer, Kroezen, and Van Kampen [58]. The achievement of the
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SAC robust controller performing comparably with adaptive controllers from literature is attainable due
to the combined benefits of DNNs generalisation and stochastic policies robustness. However, this
behaviour is not consistent in all failure modes. For example, with a shift in the centre-of-gravity shift
experiment, the robust controller struggles to pitch down, resulting in a significant altitude error.

The research advances the state-of-the-art by demonstrating a cascaded DRL flight controller operating
in nominal and failure conditions. The proposed recommendations for future research are to explore
the performance of deterministic policy-based algorithms like TD3 or on-policy like PPO in place of
SAC.

Hybrid Cascaded SAC-IDHP Controller | Teirlinck [38]
The work in Teirlinck [38] develops an adaptive controller for a Cessna 550 Citation II simulation through
the DASMAT software using a cascaded RL structure. The research novelty is using a hybrid SAC-
IDHP agent in the attitude-tracking inner loop of the controller. A hybrid approach could merge the
IDHP’s capability of online adaption and the SAC’s generalising potency. In addition to the hybrid
agent, the controller has a SAC-only agent as part of its outer loop, which tracks the altitude. The final
controller’s structure is shown in figure 2.14.

Figure 2.14: Structure of the Hybrid cascade controller from Teirlinck [38]. The controller comprises two feedback loops: an
outer loop that uses the SAC algorithm for altitude control and an inner loop that combines SAC and IDHP for attitude control.

The training strategy of the proposed controller requires both offline and online training. The SAC agent
from the outer loop and hybrid layers learn to track a reference signal offline. After training those con-
trollers, the IDHP learns online, where only the weights of the IDHP algorithm change. Conventional
IDHP-only controllers require initial excitation to allow the identification of the incremental model. How-
ever, with the hybrid framework, the output of the pre-trained SAC policy under reference signals can
work as the exciting forces on the IDHP agent.

The topology of the IDHP-SAC policy NN combines the neurons from the offline-trained SAC and the
online-trained IDHP. That means, during online operation, the SAC neurons do not update, leaving only
the IDHP agent neurons able to change. Therefore, the hybrid structure maintains information from the
robust SAC agent while allowing some adaptiveness through the IDHP online learning process.

The research results compare the performance of the proposed hybrid controller against a SAC-only
controller, as shown in figure 2.15. In nominal operations, the hybrid controller slightly improves altitude
tracking performance. That concludes that both controllers can perform altitude tracking in nominal
circumstances.

In addition to operating in standard conditions, the research compares the controller’s ability to provide
fault tolerance. In adverse conditions, the hybrid controller improves the tracking performance of a
SAC-only controller with the drawback of increased oscillations in the aircraft response. With a drop
in elevator effectiveness, the hybrid approach shows a 5.46% improvement in tracking performance.
The improvement in the case of an aileron effectiveness reduction is minor, with a figure of 0.82%.
Nevertheless, the hybrid shows improvement in the rise time of the bank angle and keeps the sideslip
angle closer to zero.

Additional results show the increased performance of the hybrid controller concerning robustness and
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Figure 2.15: Results from Teirlinck [38] comparing the tracking performance of the hybrid SAC-IDHP against the SAC-only
controller in nominal flight conditions.

sensitivity. Compared to the SAC-only controller, the hybrid shows more robustness to different IFCs.
When considering biased sensor noise, the hybrid controller performs slightly better than the SAC one.
However, again with the disadvantage of more oscillatory behaviour.

Inner-loop DSAC Flight Controller | Seres [79]
While literature is rich in RL algorithms that can control simulated environments, a reality gap prevents
those algorithms from displaying the same results in real-world environments [6]. Improving those
algorithms to be more accurate, robust, adaptive, and efficient is essential to narrowing this gap. Seres
[79], proposes an Distributional Soft-Actor critic (DSAC) flight controller, which can consider the risks
involved in an environment to increase the consistency in learning.

The Distributional Soft-Actor critic (DSAC) algorithm classifies as a distributional RL. While in tradi-
tional RL, the return function maps action-states to an expected return, in RL, the function maps to
a return distribution. The information in the distribution allows distributional RL algorithms to provide
risk-sensitive learning.

The considered control task is tracking the attitude of the DASMAT high-fidelity model of the Cessna
550 Citation II. The controller should track pitch θr and roll ϕr angles reference while regulating the
sideslip βr angle to be constantly zero. While Dally and Van Kampen [77] and Teirlinck [38] use a
cascaded controller architecture, Seres [79] is only concerned with the inner-loop. The motivation is
that the inner-loop is the safety-critical part of the controller, which is sufficient to answer if distributional
algorithms can improve safety. Besides that, disregarding the outer-loop reduces the complexity of the
system.
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The results show that DSAC agents converged earlier, providing a 56.3% increase in sample efficiency.
Furthermore, the returns at the end of training reached a higher magnitude and a lower variance than
a SAC controller. The lower variance confirms that DSAC improves the controller’s stability. The result
was also consistent in an environment with more extensive neural networks.

Concerning the evaluation results,DSAC shows a slight increase in tracking performance compared
to SAC. The relevance of this outcome is the demonstration that DSAC can cope with SAC’s tracking
performance while providing safer learning.

In conclusion, Seres [79] provides three significant results. First, It shows that DSAC is more consistent
and stable than SAC. Second, It demonstrates that DSAC has a similar tracking performance as SAC.
Third, it indicates that Distributional RL learns the uncertainties of the environment and allows the
learning of safer policies.

2.6. Concluding Remarks
Reinforcement Learning is a method for learning through repeated experience an optimal strategy to
solve a task. Typically, a RL algorithm uses an agent to attempt to accomplish a task multiple times
and improve its strategy based on the outcomes. In a process analogous to biological learning, the
algorithm learns a strategy that avoids repeating previous ”mistakes” and favours reaching previous
”successes”.

The RL algorithms classify based on the data structure they use to store the information from experi-
ences. Tabular solutions store information in tables, approximate solutions in function approximators,
and deep reinforcement learning in Deep Neural Networks. The type of data structure not only classi-
fies the algorithms but also determines their applicability. For instance, tabular solutions are limited to
discrete problems, as storing the entire experience of continuous problems in tables is not feasible. In
contrast, approximate solutions and DRL can extrapolate experiences to a discrete space. Because
DRL uses DNN, it allows learning high-dimensional problems.

The high number of publications on RL reflects its success and popularity in solving problems in differ-
ent disciplines. A significant part of its popularity is that it allows for determining an optimal strategy for a
decision-making problem even when there is no prior knowledge about the problem’s rules. The ability
to learn strategies for any task defined as a decision-making problem makes RL appealing for different
disciplines, such as robotics, game playing, finance, and healthcare. For instance, different RL re-
search shows algorithms learning to play video games from scratch and outperforming humans.

A promising application of RL in aviation is the development of Fault-Tolerant Flight Control System
(FTFCS). Unlike automatic systems, adaptive controllers can learn new behaviour during flight to adjust
to unpredictable conditions, increasing flight safety. Besides improving safety, adaptive controllers
could also make the development of autopilots less costly, as they do not require PID tuning. Moreover,
controllers that can learn to adapt will be a bridge towards autonomous flight. Those findings provide
an answer to Research Question 1.1.

Research on RL for FTFCS has studied different combinations of algorithms and controller architec-
tures. A cascaded controller architecture shows to result in the highest success rate. Besides that, the
strategy of learning offline and online shows to achieve better tracking performance. The IDHP algo-
rithm is the most satisfactory option for the online tracking task as it is far more sample-efficient than
other algorithms. For the offline algorithm, SAC exhibits adequate performance, and DSAC shows the
potential of increasing learning performance. Furthermore, TD3 is also an option for an offline algorithm
that should be studied.

The literature research has demonstrated the promising potential of RL algorithms in enhancing aviation
safety and provided insights into the field’s current state-of-the-art, addressing Research Question 1.2.
Cascaded controllers with a hybrid learning approach have demonstrated robust and adaptive attitude
tracking. However, a remaining challenge is ensuring they consistently learn an optimal and safe pol-
icy. Hence, in addition to the literature study, a preliminary analysis will study the effectiveness of
SAC, DSAC, and TD3 in achieving these goals. The analysis aims to identify the most suitable algo-
rithm for improving consistency and discover methods that optimise learning to generate safer policies,
contributing to an answer to Research Question 1.3.



3
Preliminary Analysis: Comparative

Study of SAC, TD3, and DSAC

This chapter contributes to the literature study with a comparison of SAC, TD3, and DSAC in a flight con-
trol tracking task with offline learning. Section 3.1 gives the motivation for the analysis and section 3.2
informs on the details of the experiments’ environment. The experiments compare the algorithms’ per-
formance under different reference signals (section 3.3), observation vectors (section 3.4), and reward
functions (section 3.5). The chapter concludes in section 3.6.

3.1. Motivation for a Preliminary Analysis
Using RL to learn to control a complex system is time intensive. For instance, while humans can learn to
play an Atari game in minutes, Rainbow [66] needed 83 h to achieve comparable performance [37]. Be-
cause of that, experimenting directly with a non-linear and high-fidelity aircraft simulation is unpractical.
Therefore, a preliminary analysis with a simplified aircraft environment can allow for more experimen-
tation in a short time. Besides that, dealing with a simpler problem allows a familiarisation with the
studied algorithms and concepts, facilitating the subsequent work in the complex environment.

The literature study showed the evolution of RL in FCS applications. Teirlinck [38] demonstrated that a
cascaded controller with an offline-trained SAC and online-trained IDHP agents can learn a robust and
adaptive policy. Dally and Van Kampen [77] noted the need for study on alternative algorithms to the
offline SAC agent, such as TD3, which could potentially lead to improvement in tracking performance.
Furthermore, Seres [79] shows that DSAC improved the learning performance when compared to SAC
by making the learning more consistent. Those ideas show the potential for improvement in the hybrid
offline-online controller with the adjustment of the offline algorithm.

With this motivation, this chapter performs three experiments that compare SAC, TD3, and DSAC learn-
ing to track a reference pitch rate angle q of an LTI approximation of the short period dynamics of a
Cessna 550 Citation II. The three experiments compare the performance of those algorithms under
modifications in the environment formulation. Experiment I explores a comparison under different ref-
erence signals, Experiment II under different observation vectors, and Experiment III under different
reward functions. The sources from the implementation of those algorithms used in the experiments
are listed in table 3.1.

3.2. Experimental Setupof thePlantDynamics andEnvironment
The environment in RL informs the consequences of an action on a system state and how satisfactory
the new state is. If the system is complex, learning to predict what action can lead to a desirable state
is expensive. That is why the plant dynamics used in this analysis is a Linear Time-Invariant system
that approximates the short-period motion of the Cessna Citation 500 II aircraft. This plant is a part
of the environment of the experiments, where the agent should learn to control the aircraft elevator to
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Table 3.1: Details of the sources of the SAC, TD3, and DSAC algorithms implemented in this study, including their original
research publications.

Setup Algorithm Description

ALGO-1 SAC Using the SAC implementation from Raffin et al. [80] with default initialisation

ALGO-2 TD3 Using the TD3 implementation from Raffin et al. [80] with default initialisation

ALGO-3 DSAC Using the DSAC implementation from Seres [79] with default initialisation

track a reference pitch rate.

The short period LTI approximation in state-space form is described in equation (3.1). The aircraft
states are the angle of attack α and the pitch rate p; the input is the elevator deflection δe. The detailed
equations for each term in the state and input matrixes and the values of the aircraft stability and control
derivatives are available in appendix A. The equations of motion and the aircraft data are retrieved from
Mulder et al. [81].

α̇

q̇

 =

 zα zq

mα mq

 α

q

 +

 zδe

mδe

 δe (3.1)

The environment in all three experiments has the task of tracking a pitch rate signal. However, each
experiment modifies the environment to explore the performance of the studied algorithms in different
learning conditions. Experiment I studies modifications in the shape of the reference signal, Experiment
II changes the information the environment returns to the agent, and Experiment III changes the function
determining the reward an agent receives after an action. Each experiment’s modifications are listed
in figure 3.1.

Experiment I: Tasks

TASK-1 Step

TASK-2 Sine wave

TASK-3 Square wave

Experiment II: Observations

OBS-1

OBS-2

OBS-3

OBS-4

Experiment III: Rewards

REW-1

REW-2

REW-3

Figure 3.1: Summary of the different configurations in each experiment.

The discussion of the experiments’ results focuses on each algorithm’s learning and tracking perfor-
mance. Learning performance concerns the algorithm’s extent of updating the model’s parameters to
improve the return over time. The characteristics of how each algorithm learns to perform a task allow
for judging their maximum return, converge time and reliability. The tracking performance, also called
evaluation, seeks to understand the quality of the trained agent acting in an episode. The tracking
information, which includes the accuracy and success rate through episodes, allows for determining
how satisfactory is the policy the agent learned.



3.3. Experiment I: Comparing Tracking Tasks 53

3.3. Experiment I: Comparing Tracking Tasks
The shape of the tracking reference signal can entirely change the difficulty or even feasibility of the
RL task. For instance, the reference signal could be a smooth curve, a step curve, a random fast-
changing signal, or any other function shape. In different tasks, an algorithm might perform differently.
Because of that, this experiment compares the performance of the three algorithms in three different
tasks, detailed in table 3.2.

Table 3.2: Overview of the experimental setups studied in Experiment I, each comprising a different task.

Setup Task Description

TASK-1 Step The agent must make the aircraft’s pitch rate follow a step input applied
at the start of the episode with a magnitude of 0.1 rad s−1

TASK-2 Sine wave The agent must make the aircraft’s pitch rate follow a sinusoidal wave
with amplitude 0.1 rad s−1 and a period equal to half of the episode length

TASK-3 Square wave The agent must make the aircraft’s pitch rate follow a squared wave with
amplitude 0.1 rad s−1 and a period equal to half of the episode length

The graphs in figure 3.2 show the learning performance of the algorithms averaged over the three
different environments, each with one of the different tracking functions. DSAC and TD3 find a slightly
higher return at the end of training than SAC. While DSAC finds the highest return, it is slower than the
other two algorithms. On average, the three agents learn to control the aircraft during the entire episode,
as the right plot shows that the mean episode length converges to the maximum episode length of 100
steps. However, TD3 has a high variance in episode length. In some episodes, the agent fails to control
the aircraft during the entire length by making the aircraft pitch rate exceed the limits.
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Figure 3.2: Learning performance of SAC, TD3, and DSAC trained on 10,000 samples in Experiment I. The left graph displays
the mean return, and the right panel shows the mean episode length. Both graphs average each algorithm’s performance over

30 random seeds (ten for each task type) .

While figure 3.2 averaged the algorithm’s performance over the three types of tasks, figure 3.3 shows
them separately. SAC and DSAC consistently converge to a maximum return in the three tasks with
low variance. On the other hand, TD3 shows difficulty learning TASK-1 and a high variance in the
maximum return for the three tasks at the end of learning.

In figure 3.4, it is possible to see the average tracking of DSAC in the three tasks together with the
reference signal. This image shows that the DSAC has higher difficulty tracking the signal in TASK-2.
The same is observed in figure 3.5, which shows the evaluation performance of the three algorithms
after running ten episodes on each task. The three agents had more ease in tracking the signal in
TASK-1. TD3 shows that despite inferior learning performance, it can still learn a policy that performs
well when acting in the environment. TD3’s mean tracking error is lower than that of the other two
algorithms. However, it has the drawback of showing high variance, which could lead to episodes
where it performs poorly or even fails.
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Figure 3.3: Learning performance of SAC, TD3, and DSAC trained on 10,000 samples in Experiment I. The figure displays the
mean return of each algorithm for the three different tasks, each averaged over ten random seeds.
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Figure 3.4: Evaluation performance of a trained SAC agent on the three tasks in Experiment I. The figure displays the average
state value across 30 different seeds, with an episode length of 100 samples and a sampling frequency of 0.1 Hz, resulting in a

10 s episode.
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Figure 3.5: Comparison of tracking error for SAC, TD3, and DSAC in Experiment I.

3.4. Experiment II: Comparing Observation Vectors
The observation vector carries the information the RL algorithm uses to learn and decide what action
to take next. A poor observation vector can degrade the algorithm’s performance to the point that it
can obstruct learning. For example, an agent might not learn how to exit a 2D maze if it only receives
information about its horizontal position. In this case, the algorithm would not learn the prospect of
rewards for being at different heights of the maze.
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The second experiment of this analysis compares SAC, TD3, and DSAC learning and tracking per-
formances in four different environments, each containing a different observation vector. The envi-
ronments have in common the task of tracking a sinusoidal pitch rate reference with an 0.1 rad s−1

amplitude and the negative squared tracking error as a reward function. The differences between the
environments are detailed in table 3.3. Each algorithm is trained in ten different random seeds for each
environment.

Table 3.3: Overview of the experimental setups studied in Experiment II, each comprising a different observation function.

Setup Observation Description

OBS-1
[
x qref e2

]
This observation vector contains all the aircraft states x (In this case, α and
q), the values of the reference signal qref , and the tracking squared error e2,
which is the squared difference between the actual and the reference pitch
rates

OBS-2
[
e2

]
This observation vector only contains the squared error of the tracked state
q and the reference signal qref

OBS-3
[
q qref

]
This observation vectors contains the state tracked q and the reference sig-
nal qref . Note that this differs from the previous observation vector (OBS-2),
where the state and reference are used to build the tracking error

OBS-4
[
q e2

]
This observations vector provides the agent with the values of the state it is
tracking q and the tracking error e2

The graphs in figure 3.6 show the averaged learning performance of the algorithms over the four en-
vironments. It can be observed that DSAC has the highest average return. However, its learning
behaviour is slower than SAC and TD3, which quickly attain high returns early in training. At the end of
the training, the mean episode length for SAC and DSAC is satisfactory, indicating that both algorithms
effectively learn to control the aircraft during the entire episode. Similar to the results in Experiment I,
TD3 show high variance in the final mean episode length.
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Figure 3.6: Learning performance of SAC, TD3, and DSAC trained on 10,000 samples in Experiment II. The left graph displays
the mean return, and the right panel shows the mean episode length. Both graphs average each algorithm’s performance over

40 random seeds (ten for each observation vector type).

The learning performance results in figure 3.7 show the mean return of each algorithm for each ob-
servation function averaged over the ten random seeds. The return graph shows that TD3 has a high
variance in the final return for all four observation vectors. Conversely, DSAC consistently achieves
similar maximum returns regardless of the type of observation function. SAC also shows consistency
in learning with a low variance but diverges in its returned value for OBS-2.

The tracking performance in figure 3.8 shows the results of each algorithm averaged over ten episodes.
For the three algorithms, OBS-3 led to the lowest mean tracking error. While TD3 achieved the lowest
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Figure 3.7: Learning performance of SAC, TD3, and DSAC trained on 10,000 samples in Experiment II. The figure displays the
mean return of each algorithm for the four different observation vectors, each averaged over ten random seeds.

mean tracking error for all environments, it also showed the highest variance. This suggests that
even though TD3 can perform better on average, it is also the most inconsistent regarding its results,
potentially leading to undesirable behaviour.

An interesting finding from the results in figure 3.8 is the counterintuitive performance of the algorithms
in OBS-1. While the observation vector provides the agent complete information about the environment,
it did not lead to the lowest mean tracking error. This may be due to the larger size of the observation
vector, which requires a more extended learning period for the agent to learn.

Additionally, the results in figure 3.8 show that providing the agent with the state and reference values
results in better tracking performance than providing it with the state and tracking error value. This
is evident from OBS-3 outperforming OBS-4 for all algorithms. The reason is that the squared error
removes meaning about the tracking performance as the agent can not identify if the error is due to an
over- or underestimation. In contrast, OBS-3 provides the agent with the state and reference values,
allowing the algorithm to perceive the tracking error better.
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Figure 3.8: Comparison of tracking error for SAC, TD3, and DSAC in Experiment II.

3.5. Experiment III: Comparing Reward Functions
The reward function is what shapes the behaviour the agent should learn. However, no rule can define
the best reward function for a specific task. For instance, a poor reward function may not lead the agent
to learn the desired behaviour. In addition to that, an algorithm may perform differently depending on
the reward function. Because of that, this final experiment compares the three algorithms with three
different reward functions, detailed in table 3.4.
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Table 3.4: Overview of the experimental setups studied in Experiment III, each comprising a different reward function.

Setup Reward Function Description

REW-1 −(e2 + γ · [|δe|+ |∆δe|]) This reward function penalises the agent for tracking error, abso-
lute values of the control action and change in control action. The
action terms are scaled with γ = 0.1, giving more importance to
minimising the tracking error.

REW-2 −(e2 + γ · |δe|) This reward function penalises for tracking error and the absolute
value of the action with γ = 0.1.

REW-3 −(e2) This reward penalises for tracking error.

Comparing the algorithm’s learning performance under three different reward functions in figure 3.9
reinforces the results from experiments I and II. SAC and DSAC learn to converge to a maximum
return despite the type of reward functions. TD3 learns, on average, an equally high maximum return;
however, it has significantly higher variance than the other two algorithms.
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Figure 3.9: Learning performance of SAC, TD3, and DSAC trained on 10,000 samples in Experiment III. The figure displays
the mean episode length of each algorithm for the three reward functions, each averaged over ten random seeds.

The tracking performance of the three algorithms is provided in figure 3.10. The reward function REW-2
led to the lowest mean tracking error averaged over ten episodes for the three algorithms. Similarly to
the previous experiments, TD3 showed low tracking error. But sufferers from high variance. SAC and
DSAC achieved similar results, with SAC showing slightly better tracking performance.
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Figure 3.10: Comparison of tracking error for SAC, TD3, and DSAC in Experiment III.
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3.6. Concluding Remarks
The preliminary analysis compared the performances of three RL algorithms - SAC, TD3, and DSAC -
to determine their possibility of acting as an offline learned agent in a cascaded controller, as demon-
strated in Teirlinck [38]. The analysis focused on determining if they can achieve consistent and stable
learning while providing adequate tracking performance. The experiments compared the algorithms in
three conditions: (I) examining their performance in different tracking tasks, (II) in different observation
vectors and (III) in different reward functions.

The results indicate that TD3 can track well on average. However, it has high variance in learning and
tracking, with cases where it failed to control the aircraft during the entire episode. On the other hand,
SAC and DSAC showed comparable tracking performance, with DSAC exhibiting the most consistent
learning with the lowest variance in all three experiments.

Those results conclude that TD3 is ideal for tracking applications where safety is not a priority. The
algorithm is superior in average tracking performance but inferior in ensuring consistent results. On
the other hand, DSAC showed consistent and robust performance, making it the strongest candidate
for building a safe, robust and adaptive offline learned controller. These findings answer Research
Question 1.3 and establish DSAC as the algorithm with the highest potential for improving the offline
performance on RL applications to flight control systems.
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4
Robustness Analysis of the Hybrid

Controller

This chapter contains additional findings concerning the robustness experiments with the hybrid agents.
Section 4.1 summarises the hybrid controller definition, including the results from training the offline
policy. Section 4.2 shows the process of tuning the IDHP’s hyperparameters. Moreover, section 4.3
includes additional results regarding the controller robustness to different reference signals, and sec-
tion 4.4 the robustness to noise and bias.

4.1. The hybrid controller
Research in FCS using RL has shown the ability of SAC to learn policies offline that are robust and
accurate [77]. Additionally, online IDHP has demonstrated its potential for model-free learning and
real-time adaptation [57, 76]. Building on this foundation, Teirlinck [38] combined SAC with IDHP to
join their strength into a single agent. More recently, Seres [79] showed that DSAC surpasses SAC
in learning performance and yields a more conservative policy, which is advantageous for enhancing
safety in risky situations. Motivated by these advancements, this study investigates the potential of a
hybrid controller that combines DSAC with IDHP.

The main results in this study include a comparison of the developed DSAC-IDHP against the SAC-
IDHP, and the offline only SAC and DSAC algorithms. For easier reference to each type of controller,
a nomenclature in figure 4.1 is adopted.

With IDHP Without IDHP

SAC SAC-hybrid SAC-only

DSAC DSAC-hybrid DSAC-only

Figure 4.1: The nomenclature adopted to name each RL algorithm used in this research.

For each offline agent (SAC and DSAC), three training processes were performed with three different
random seeds. The training consisted of a total of 1 M steps on episodes with 2 K steps, tasked with
tracking a smooth cosine step signal. The agents are evaluated at the end of each episode. Table 4.1
shows the best performance for each offline agent on its three random seeds.
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Table 4.1: Best evaluation performance of SAC and DSAC agents during training. The training was conducted over a total of
10 M learning steps, partitioned into episodes of 2 K steps.

Id Agent nMAE Id Agent nMAE

SAC-1 SAC 8.36 % DSAC-1 DSAC 7.57 %

SAC-2 SAC 10.02 % DSAC-2 DSAC 11.80 %

SAC-3 SAC 8.03 % DSAC-3 DSAC 7.03 %

4.2. Sensitivity Analysis of IDHP's Hyperparameters
The performance of the IDHP agent dictates the hybrid agent’s learning capability. Specific hyperpa-
rameters, such as the learning rate, play a crucial role in the learning process; they can significantly
affect convergence and, in some instances, even define whether convergence occurs. Therefore, it is
critical to examine the effects of different learning rates and discount factor values in the IDHP algorithm,
as it provides valuable insights for hyperparameter selection.

The reason for not using the same hyperparameters from prior research is due to the different chal-
lenges presented by the hybrid structure. The hybrid modifies the Actor layers by freezing the neurons
derived from the offline agent. Furthermore, the hybrid formulation diminishes the influence of stochas-
tic initialisation of weights. Unlike conventional IDHP, which randomly initialises the Actor, the hybrid
structure relies on a pre-initialised network. These algorithmic adaptations underline the necessity for
parameter tuning in this scenario.

Each test run is assigned one of three labels: ”failed”, ”unacceptable”, or ”acceptable”. A run is la-
belled ”failed” when the agent cannot maintain control of the aircraft. A run is given an ”unacceptable”
label when the agent manages to control the aircraft, but the normalised Mean Absolute Error (nMAE)
improvement is less than −30%. Finally, a run is assigned ”acceptable” when the agent successfully
controls the aircraft but also keeps the nMAE improvement above −30%.

Understanding the Impact of Learning Rates
The initial hyperparameter study involved examining how the learning rates of the IDHP agent in the
SAC and DSAC affected the online learning performance. This process was carried out over 200
individual trials with random seeds. The process involved (1) sampling random values for the Actor
and Critic NNs learning rate. (2) Selecting randomly one of the offline trained models from table 4.1 (3)
Evaluating the performance of both the hybrid and non-hybrid agents in a tracking task.

The results from the experiments that vary the learning rate of Actor and Critic showed that for different
configurations, it is possible to find combinations that are most likely to lead to satisfactory runs. The
graph in figure 4.2 and figure 4.3, shows all the runs that were classified as ”acceptable” for the SAC
and DSAC, respectively. Those graphs show that the lowest nMAE resulted from runs with Actor and
Critic weights that were inversely proportional. i.e. the runs where the value of one parameter was low
and the other was high.

In addition to the runs that lead to success, it is essential to investigate the runs that led to failure or
unacceptable tracking. Notably, an ”unacceptable” outcome is preferable over a ”failed”. The overview
of those runs is shown in figure 4.4 and figure 4.5 for SAC and DSAC, respectively. These figures
reveal that an actor learning rate of 0.1 consistently avoided failures for both agents. Consequently, a
learning rate of 0.001 is chosen for the Critic. The reason is that the ”acceptable” runs graph suggests
that for an Actor learning rate of 0.1, the Critic learning rate should be lower than 0.1 for greater nMAE
improvement.

Understanding the Impact of Discount Factors
In RL algorithms, the discount factor balances the extent to which the agent values immediately versus
future rewards. A low discount factor means the agent favours immediate rewards, leading to more
exploitation. Two discount factors need tuning for the IDHP algorithm. The first is the policy discount
factor, denoted as γ. The second is the incremental model discount factor, designated as γRLS.
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Variations in the discount factor values led to the improvements in nMAE shown in figure 4.6 and fig-
ure 4.7, for the SAC and DSAC, respectively. Those graphs show only the runs classified as ”accept-
able”. The central insight from this image is that for both models, the discount factor of the incremental
model γRLS is positively correlated with the improvement, indicating higher values are preferred.
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The runs where the hybrid did not lead to adequate improvement in performance are shown in figure 4.8
and figure 4.9 for the SAC and DSAC models, respectively. This image shows that all ”unacceptable”
runs were the ones where the value of the incremental model discount factor was either higher than 0.9
or lower than 0.1. In this same value range, the SAC algorithm led to two failures, while the DSAC hybrid
had no failures. Based on those graphs, the values of both discount factors are set to 0.7, a value where
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all runs improved the nMAE while being distant enough from the range that lead to failures.
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4.3. Robustness to Varying Reference Signals
The first robustness experiment evaluated the controllers under different reference signals. The results
showed that DSAC-hybrid can better adapt to different tasks, followed by the SAC-hybrid. The table 4.2
shows each agent’s average nMAE score in the different tasks.

Table 4.2: Evaluation performance of the RL agents on the three different tracking tasks. Performance measured with mean
and variance of nMAE tracking error.

SAC-only SAC-hybrid DSAC-only DSAC-hybrid

Task 1 20.1± 1.8% 14.9± 1.5% 22.5± 7.0% 11.3± 0.6%

Task 2 11.1± 3.6% 4.5± 1.8% 13.4± 8.8% 2.9± 0.9%

Task 3 16.6± 2.2% 4.1± 0.8% 18.7± 9.8% 3.0± 0.7%

In task 1, the agent tracks sinusoidal pitch and roll angles while maintaining the sideslip angle at zero.
Figure 4.10 shows the improvement provided by the DSAC-hybrid over the DSAC-only. A clear im-
provement is in the sideslip angle, where the hybrid successfully converge to zero. For the pitch angle,
it improves the value of the symmetry line of the sinusoidal signal. However, the magnitude could be
optimised further.

In Task 2, the agent should maintain constant attitude angles throughout the episode. The tracking
performance of the DSAC-only and DSAC-hybrid is shown in figure 4.11. The DSAC-only does not
hold the pitch angle adequately. On the other hand, the DSAC-hybrid effectively maintains the pitch
angle and enhances the other states’ tracking accuracy.

In task 3, the agents must stabilise the pitch and sideslip angles while the roll angle follows a pseudo-
random sinusoidal. Figure 4.12 reveals that DSAC-only adequately tacks the roll angle but fails to
maintain pitch and sideslip angles at zero. In contrast, the DSAC-hybrid accurately tracks the tree
states. Notably, in the initial seconds, the hybrid performs poorly in tracking the roll angle. However,
this is an intrinsic behaviour of IDHP agents, which shows some oscillations before convergence.

4.4. Robustness to Noise and Bias
The second experiment evaluated the system’s robustness lifts the assumption of ideal sensors by
incorporating noise and bias into the observations of angular rates p, q, and r. The values for noise
and bias are sampled from the normal distributionN (µ = 3 ·10−5, σ = 4 ·10−7), which were determined
by Grondman et al. [82]. Only those three states were affected, as they are the only ones shared by
both observation functions of offline algorithms and IDHP. A summary of the experiment under the
influence of noise and bias is presented in table 4.3.
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(a) DSAC-only evaluation performance.
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(b) DSAC-hybrid evaluation performance.

Figure 4.10: Aircraft states during evaluation on tracking Task 1.

Table 4.3: Evaluation performance of the RL agents on Task 3 with sensor noise and bias. Performance measured with mean
and variance of nMAE tracking error.

Non-hybrid Hybrid Improvement

SAC 16.6± 2.2% 4.0± 0.9% 12.6± 2.7%

DSAC 18.7± 9.8% 2.8± 0.5% 15.9± 9.5%

The evaluation of the tracking performance of the two hybrid agents with biased and noisy sensors
can be seen in figure 4.13. Both algorithms demonstrate comparable performance when subjected to
noise. However, during the initial seconds, the SAC-hybrid shows to be noisier, with more pronounced
oscillation. Nonetheless, the hybrid architecture made both agents converge to a better policy than the
offline-only.

4.5. Concluding Remarks
This chapter determined the set of hyperparameters for the IDHP agent that is ideal for the hybrid
structure. This step was fundamental as the modifications on the architecture of the IDHP’s Actor-
network require new learning rates and discount factor values. The newly determined values for those
parameters were shown to be robust, as they were consistent in learning and did not lead to any
failures.

The robustness analysis of the agent’s capability of tracking signals that are different from the one
it was trained shows that both SAC-hybrid and DSAC-hybrid outperform the SAC-only and DSAC-
only, respectively. Between the two hybrids, the DSAC leads to better tracking performance across all
tasks.
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(a) DSAC-only evaluation performance.
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(b) DSAC-hybrid evaluation performance.

Figure 4.11: Aircraft states during evaluation on tracking Task 2.

When noise and bias are added to the observation vector of the agents, the hybrid agents also improve
the performance of their respective offline counterparts. One more time, the DSAC leads to a hybrid
that tracks the reference signal more closely on average and displays a lower variance across random
seeds. Besides that, the DSAC-hybrid also leads to a more significant improvement in the nMAE than
the SAC-hybrid.
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(a) DSAC-only evaluation performance.
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(b) DSAC-hybrid evaluation performance with sensor noise and bias.

Figure 4.12: Aircraft states during evaluation.
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(a) SAC-hybrid performance with sensor noise and bias.
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(b) DSAC-hybrid performance with sensor noise and bias.

Figure 4.13: Citation states with DSAC agents tracking Task 3 including sensor noise and bias.



5
Fault-Tolerance and Safety

RL-based controllers should be able to provide the same robustness as conventional control systems
before they can be seen in real systems. Nevertheless, those controllers may bring the novelty of allow-
ing online fault tolerance to conditions not previously conceived. That, combined with the robustness,
can allow those controllers to increase the safety of flight control systems; because of that, this section
analysis the performance of the hybrid controllers when a fault occurs.

5.1. Operation Under Reduced Control Effectiveness
The first set of experiments to check the performance of hybrid controllers during failure involves re-
ducing the effectiveness of one control surface. For each considered faulty scenario, the agents are
tested using five random seeds, and they must follow a pseudo-random reference signal for the roll
angle while regulating the pitch and sideslip angle. This section shows additional experiment results
by including the graphs with the runs of the SAC-hybrid and SAC-only.

5.1.1. Reduced Elevator Effectiveness
In the first fault scenario, the elevator’s effectiveness is reduced by 70 %. This reduction starts at the
10 s mark. It is desired that the agents can adapt to this change by compensating for the loss and
continuing to track the reference signal effectively. Figure 5.1 presents the aircraft states when testing
both the SAC-hybrid and SAC-only configurations. The figure reveals that the SAC-hybrid controller
can recover from the fault, which is not the case for the SAC-only configuration.

5.1.2. Reduced Aileron Effectiveness
In the second experiment, aileron effectiveness is curtailed by 90 %. This fault is enforced starting at the
10 s mark. Figure 5.2 illustrates the aircraft states when evaluating both the SAC-hybrid and SAC-only
configurations. It is evident from the figure that the SAC-hybrid configuration is capable of facilitating
recovery from the fault, in contrast to the SAC-only configuration.

5.2. Concluding Remarks
The experiments comparing the performance of different algorithms under reduced elevator effective-
ness highlight the benefits of employing a hybrid algorithm instead of solely relying on an offline policy
for control. The offline policies did not yield satisfactory performance under scenarios with reduced
elevator or aileron effectiveness. In contrast, the hybrid configurations demonstrated an ability to con-
tinue tracking the reference signal and recover from the fault. Notably, the DSAC configuration has
superior performance in achieving the lowest nMAE. Moreover, the SAC-hybrid agent also leads to
better performance under fault than the offline-only policies.
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(a) SAC-only’s evaluation performance.
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(b) SAC-hybrid’s evaluation performance.

Figure 5.1: Citation states when evaluating the DSAC agents in a task with reduced elevator effectiveness. Elevator reduced
by 70 % at time 10 s.
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(b) SAC-hybrid’s evaluation performance.

Figure 5.2: Citation states when evaluating the DSAC agents in a task with reduced aileron effectiveness. Aileron reduced by
90 % at time 10 s.



6
Verification and Validation

The developed aircraft environment, algorithms, and controller architecture must go through a Verifi-
cation and Validation process. This ensures the reliability and trustworthiness of the research method-
ology and results. This chapter is organised as follows: Section 6.1 outlines the verification steps,
section 6.2 discusses the validation results, and section 6.3 presents the reliability analysis of the re-
search findings.

6.1. Verification
This section provides the results of verifying the RL algorithms, the Citation environment, and the flight
controller.

6.1.1. Verification of RL algorithms
An essential part of the verification process is to evaluate the learning performance of the SAC, DSAC,
and IDHP. These algorithms should learn to perform the assigned tasks by converging to a maximum
return value. The return values for SAC and DSAC during the training steps are shown in figure 6.1.
This curve’s convergence to a high return value confirm that these agents have learned to perform the
tasks. Also, the shape of the learning curve is typical for these RL algorithms, similar to the behaviour
seen in the implementations presented by Teirlinck [38] with SAC and Seres [79] with DSAC.
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Figure 6.1: Learning curves for the SAC and DSAC algorithms. Each curve averages the performance of the three
independent runs of each algorithm. The training was conducted over a total of 10 M learning steps, partitioned into episodes

of 2 K steps.

In addition to analysing convergence, the code of the developed algorithms is covered by unit and

71
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system tests. These tests ensure that the code is implemented correctly and free of errors. The SAC
algorithm has a line coverage of 99 %, DSAC has 97 %, and IDHP has 70 %.

6.1.2. Verification of Citation Environment
The Citation RL environment uses the DASMAT software. To use this aircraft model within Python, the
programming language for which the controller was developed, the model had to be converted from
MATLAB’s Simulink model into a Python module. Verifying this environment involved comparing the
responses to a rectangular pulse input in MATLAB and Python. This comparison confirmed that the
Citation model’s Python behaviour matches its original MATLAB implementation. Figure 6.2 shows this
verification as both models result in the same response.
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Figure 6.2: verification of the consistency of the Citation model in MATLAB and Python when responding to a rectangular pulse.

Additionally, the Python implementation of the Citation environment is also covered with unit tests to
prevent unintended behaviour and code bugs. In total, the Citation environment contains a 80 % line
coverage.

6.2. Validation
This section elaborates on the work to validate the RL algorithms, the Citation environment, and the
flight controller, ensuring that these components accurately represent the real-world behaviour they are
intended to model.
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6.2.1. Validation of RL algorithms
The validation of the RL algorithmswas executed by comparing the training and evaluation performance
of the developed algorithms with those from Raffin et al. [80] implementations in a benchmark RL
environment. Specifically, the benchmark environment used for this purpose was Gym’s Brockman et
al. [83] Pendulum environment, where the agent is tasked with learning how to maintain the pendulum
vertically aligned.

The algorithms’ learning performance is illustrated in figure 6.3. This figure shows that the developed
SAC and DSAC converge to a similar range of values as the SAC from Raffin et al. [80]. Moreover, it is
essential to note that the developed RL algorithms not only converge but also exhibit competitiveness to
the compared implementation, evidenced by their earlier convergence, suggesting enhanced efficiency
in learning.
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Figure 6.3: Learning curves for the developed SAC and DSAC algorithms, and SAC from Raffin et al. [80]. Each curve
averages the performance of the five independent runs of each algorithm. The training was conducted over a total of 100 k

learning steps, partitioned into episodes of 1 K steps in the Pendulum environment from Brockman et al. [83].

6.2.2. Validation of Citation Environment
The Citation environment is based on the DASMAT software, which was previously validated in the
study by van den Hoek, de Visser, and Pool [74]. In that study, the performance of the Citation model
was assessed by comparing it with actual flight data from the same type of aircraft. This comparison
affirmed the fidelity of the Citation model to real-world flight dynamics.

Given that the Citation model has already been validated, this research did not require revalidation.
Instead, the focus was placed on ensuring the model’s Python implementation remained faithful to its
original form. As outlined in the Verification section, this involved confirming that the behaviour and
responses of the Python implementation are consistent with those of the original MATLAB implemen-
tation.

6.3. Reliability Analysis
An issue on RL research is that training is computationally expensive, which reduces the number of
experiments feasible within a time of research. That is why this research only trains three of each offline
agent. Consequently, it becomes difficult to confirm that the results found are trustable and not only an
outlier. Therefore, a reliability analysis is essential to confirm to what extent the same results would be
obtained in the case of different random seeds.

A challenge regarding the data collected is the difference in the size of the evaluation results of the hy-
brid and non-hybrid algorithms. The hybrid algorithm has some stochastic behaviour in its critic, which
it learns to improve during flight. With the hybrid, running different evaluation runs and gathering vari-
ous results across random seeds is possible. Contrary to that, the non-hybrid agents are deterministic
and perform in evaluation the same independent of the random seed. Therefore, for each evaluation
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in this paper, the hybrid was tested with five random seeds, giving more insight into the variation of its
results. This difference in data collection is one more reason for reliability analysis.

The reliability analysis in this report uses the nMAE from all the runs throughout all experiments dis-
cussed in chapter 4 and chapter 5. The tools used to perform the analysis are determined from the
recommendations in [84]. This paper defines three methods to assess the influences of randomness
in RL even when only a few runs are available. (1) Stratified bootstrap confidence intervals. (2) Perfor-
mance profiles. (3) Aggregated metrics.

6.3.1. Reliability Through Stratified Bootstrap Confidence Intervals
The stratified bootstrap confidence intervals is a method for aggregating the nMAE metric from dif-
ferent experiments to predict how likely the same results would be observed if the experiments were
repeated with different random seeds. The advantage of this method is that it aggregates normalised
scores across experiments, which allows a better understanding of the statistical uncertainty of the
results.

The stratified bootstrap method consists of random sampling, with replacement, a set of nMAE values
from each experiment. The sample size is proportional to the number of evaluations in that experiment.
Then it is possible to determine a distribution of those samples’ aggregate scores. Because the draws
are proportional to the size, it makes it more fair for the comparison between the hybrid and non-
hybrids.

6.3.2. Reliability Through Performance profile
A performance profile graph represents the nMAE distribution across all runs. The graph uses the data
from the stratified bootstrap confidence intervals to show a cumulative distribution of the model’s score.
The results for this research’s agents are shown in figure 6.4. The y values in the curve represent the
fraction of runs that lead to an nMAE lower than the threshold in the x axis. Therefore, the higher the
curve concerning the others, the better.

In the graph, it is possible to note that the hybrids have similar performance when compared to each
other and the non-hybrids when compared to each other. Because the DSAC-hybrid curve is strictly
above all others, this agent is statistically dominant. In other words, it is an agent for which runs are
more likely to have lower nMAE than the others. Between the non-hybrid algorithms, SAC only per-
forms better than DSAC. Besides that, it is possible to see that those agents lead to higher confidence
intervals, which is due to the reason that they have fewer runs than the hybrid agents.
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Figure 6.4: Performance profile curve comparing the RL agents across all experiment tasks.

6.3.3. Reliability of Agents Across Aggregated Metrics
While the performance profile allows a comparative performance between the models at a glance, it still
does not show the entire picture of the models’ statistical Uncertainties. For instance, the performance
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profile curves have intersection points, whereas the models have similar performance. For this reason,
this section looks into the aggregate metrics of the Stratified Bootstrap Confidence Intervals.

For the first analysis on aggregated metrics, three metrics are considered. The first is the median,
which shows each agent’s middle nMAE value. The second is the IQM, an alternative to the median.
The IQM discards the 25 percent top and bottom values of the scores. Therefore, it is a version of the
median that removes outliers. The final metric is the optimality gap, which is a measure of how far an
algorithm is from the perfect performance (which would be 0 % as the perfect nMAE). Essentially, this
metric shows how much more error the algorithms have when compared to the ideal scenario.

The graph in figure 6.5 shows the performance of the algorithms on the aggregated metrics. In those
graphs, lower median, IQM, and optimality gap are preferred, as they correspond to a lower nMAE.
This graph shows one more time the statistical dominance of DSAC-hybrid over the other algorithms,
with SAC-hybrid following it closely. Those two agents are also the ones with the lower optimality gap,
showing that they are the ones that get closer to the ideal controller.

This picture also shows a clearer understanding of the comparison between the non-hybrid agents.
SAC-only achieves lower nMAE. While DSAC-only has a comparable average performance, it has a
significantly higher variance in evaluation performance.
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Figure 6.5: Aggregate metrics across RL algorithms: Median, IQM, mean, and optimality gap.

Another metric is the probability of improvement, which shows how likely an algorithm is to improve its
performance compared to others. Therefore, how probable is the performance of algorithm X higher
than algorithm Y . The way this metric is calculated consists of a pair-wise average of the times an
algorithm performed better than others.

The probability of improvement analysis results for the studied algorithms is shown in figure 6.6. This
image shows that both hybrid algorithms have a higher than 80 % probability of increasing the perfor-
mance of the offline-only agents. Furthermore, the DSAC-hybrid also has a high probability of improving
SAC-hybrid. Between the offline-only agents, SAC has more than 60 % of a chance of improving DSAC.
However, this is together with a high variance, confirming that the offline algorithms’ performance is
comparable.
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Figure 6.6: Probability improvement of the studied algorithms.
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6.4. Work Reproducibility
Ensuring that others can reproduce the work in this study is very important. This helps in checking that
the results are reliable. To help with this, the seeds for the experiments are saved in the experiment files.
These files are in a repository of this thesis. This means that getting the same results as in this study
only requires running those files. This step helps in making the study more open and trustworthy.

6.5. Concluding Remarks
This chapter showed the steps for verifying and validating the built algorithms, environment, and con-
troller. Therefore, assuring they are correctly implemented and worked as they should. For example,
the results are consistent with other research. When using the developed algorithms in a benchmark
environment, they showed similar or even better performance compared to the state-of-the-art algo-
rithms’ publicly available implementations.

Besides that, this chapter looked into how reliable the results are. This was needed to provide a
statistical overview of the comparisons between the algorithms, as the low number of trained models
requires a further investigation of the effects of randomness. This analysis showed that the hybrid
agents outperform the non-hybrid ones. Moreover, it showed that the DSAC-hybrid agent was likely to
perform better than the other algorithms more than 80 % of the time.
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7
Reflection on Research Questions

This research introduced a novel hybrid Reinforcement Learning (RL) flight controller for robust and
fault-tolerant attitude control. The controller combines Distributional Soft-Actor critic (DSAC) and Incre-
mental Dual Heuristic Programming (IDHP) into a single algorithm. The DSAC is trained offline to learn
a robust policy. Then this policy is used to initialise the weights of the IDHP agent, which can provide
adaptability online. The joining of both methods results in a robust and safe controller for autonomous
control.

The study began by answering Question 1 through a literature review. Here, it laid out the RL concepts
and main algorithms by responding to Question 1.1 and Question 1.2. This study found that a hybrid
controller using Soft-Actor Critic (SAC) and IDHP showed improved performance over offline learning
only. Additionally, DSAC research has shown that it shows better learning properties than SAC and
leads to safer policies. This opened the question of whether combining DSAC with IDHP in a hybrid
setup could lead to better results, addressing Question 1.3.

Research Question 1

Question 1. What is the state-of-the-art in reinforcement learning for fault-tolerant flight control
systems?

Question 1.1. What are the key concepts and principles of reinforcement learning, and how
are they relevant to control systems design?
Question 1.2. What are the current state-of-the-art algorithms in reinforcement learning, and
to what extent do they offer possibilities to fault-tolerant flight control?
Question 1.3. What are the gaps and opportunities for future research in reinforcement learn-
ing for flight control systems?

After looking into literature, an initial analysis studied how changing the offline algorithm might improve
performance. It was found that a hybrid can take the strengths of both offline and online algorithms.
However, it also became clear that making a hybrid would introduce more complexity to the RL algo-
rithm, answering Question 2.1. The study also found that the best way to create a hybrid is by building
an Actor NN that includes layers from offline and online algorithms, answering Question 2.2.
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Research Question 2

Question 2. How can hybrid offline-online reinforcement learning techniques be integrated to
develop a fault-tolerant flight control system?

Question 2.1. What are the advantages and limitations of a hybrid offline-online reinforce-
ment learning approach?
Question 2.2. How can offline and online reinforcement learning techniques combine to
leverage their strengths?

Further analysis confirmed that the DSAC algorithm improved the learning performance when com-
pared to SAC. The results showed that DSAC was more reliable in reaching the best return, leading
to safer policies that avoid risky situations. The main downside with DSAC was that it needed more
clock time to train. Those results answered Question 3.1. For a more robust, reliable, and fault-tolerant
controller, it is envisioned building a hybrid controller that merges the distributional algorithm to IDHP,
which answer Question 3.2

Research Question 3

Question 3. How can distributional reinforcement learning methods improve the performance
of fault-tolerant flight control systems?

Question 3.1. What are the principles and advantages of distributional reinforcement learn-
ing, and how does it differ from traditional reinforcement learning methods?
Question 3.2. How can distributional reinforcement learning be used to improve the perfor-
mance of fault-tolerant flight control systems?

The developed DSAC-hybrid controller showed superior performance than SAC-hybrid, and the offline-
only DSAC and SAC. The performance was measured using the nMAE of the tracking performance
error of each algorithm. A reliability analysis was conducted to ensure the results were reliable. Alto-
gether, those findings answered Question 4.1.

The hybrid controllers showed they improved robustness and higher tracking performance compared
to SAC-only and DSAC-only. Besides that, they also showed superior fault tolerance, where they
managed to track the attitude even under reduced control effectiveness. Additionally, DSAC-hybrid
outperforms in those same aspects the SAC-hybrid. Those findings answer Question 4.2 and Ques-
tion 4.3.

Research Question 4

Question 4. How effective is the resulting fault-tolerant flight control system at achieving robust-
ness, adaptability, and safety in real-world flight scenarios?

Question 4.1. What are the most relevant performance metrics for evaluating the system’s
performance in different flight conditions?
Question 4.2. How does the fault-tolerant control system compare to traditional controllers
regarding stability, performance, and safety?
Question 4.3. How well does the system handle different types of faults and risk situations,
and what are the limitations?



8
Conclusion

Reinforcement Learning (RL) holds great promise in developing novel autonomous flight control sys-
tems that are both intelligent and safe. Offline algorithms, such as Soft-Actor Critic (SAC) and Dis-
tributional Soft-Actor critic (DSAC), have demonstrated the capability to derive control strategies that
are both robust and efficient for aircraft control. However, these algorithms exhibit limitations in terms
of adaptability during flight. In contrast, online algorithms like IDHP facilitate real-time adaptation but
come with concerns regarding robustness and the risks associated with learning during flight. Previ-
ous research has indicated that a combination of SAC and IDHP can effectively combine the strengths
of both algorithms. Notably, DSAC has shown potential in generating safer policies than those de-
rived from SAC. Thus, this research was focused towards the development and evaluation of a hybrid
algorithm that integrates DSAC and IDHP, referred to as DSAC-hybrid.

The robustness experiments of this research evaluated the SAC and DSAC algorithms in a hybrid and
non-hybrid controller architecture in two scenarios. First, tracking attitude reference signals that are
different from the ones used during training. Second, tracking a reference signal while the aircraft
sensors contained noise and bias. The DSAC-hybrid outperformed the SAC-hybrid in both scenar-
ios. Moreover, both hybrid controllers exhibited superior performance compared to their offline-only
counterparts.

When considering fault tolerance, the controllers were evaluated in situations where the effectiveness of
the control surface was decreased. Both SAC and DSAC struggled to cope with reductions in elevator
and aileron effectiveness. Conversely, the DSAC-hybrid proved aptitude at controlling the aircraft and
accurately tracking the reference signal even under these adverse conditions. Although the SAC-hybrid
also yielded improved performance compared to the offline algorithms, it had a lower performance than
DSAC-hybrid.

The main conclusion from those experiments is the significant potential in hybrid controllers (either with
DSAC or SAC) for ensuring safe flight control. They maintain the robustness of offline learning and
enhance performance through online adaptiveness. Moreover, employing distributional RL to gener-
ate an initial policy for a hybrid agent proved advantageous, as DSAC consistently surpassed other
algorithms in all experiments. This marks a significant step towards intelligent, robust, and adaptive
flight control systems. The DSAC-hybrid demonstrates the capability to deliver safety, accuracy, and
reliability, which are critical components for the future of autonomous control systems.
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Recommendations

This chapter outlines possible paths for future research to deepen our understanding of RL-based flight
control systems.

Re-use of critic network
In both DSAC-hybrid and SAC-hybrid controllers discussed in this work, only the Actor layers from the
offline agent are transferred to the online agent. This means that all the valuable information gathered
during offline learning of the value function is not used when the system is online. This is especially
concerning for DSAC, where the critic network is more advanced and understands how to explore the
environment to achieve higher rewards safely. Future research should consider finding ways also to
use the information from the critic network in the online agent.

Alternative transfer learning
The hybrid approach in this research uses a shared neural network for transferring knowledge from
the offline agent to the online agent by freezing the neurons that come from the offline agent. But this
transfer could be achieved in many other ways, and some might lead to better results. Future research
should investigate different network structures for transfer learning.

Figure 9.1 illustrates several possible architectures for the Actor-Network. The present study adopts
the hybrid approach. In the Sequential structure, the output of the offline agent is integrated as one
of the inputs for the online agent. The Add topology sums the outputs of both networks; it makes the
offline network operates like an excitation function to the online agent. Lastly, the Switch architecture
works by alternating between the networks during flight. Under nominal conditions, the control system
may employ the offline policy and transition to the online agent in response to escalating errors.

Broadening Safety Analysis
This study looked at safety mainly through the lens of fault tolerance. However, it is also essential to
look at safety in situations where high performance is not the primary goal, such as near-stall conditions
where it is more important for the agent to recover than to keep tracking a signal. Future research should
include a comparison between the hybrid and non-hybrid DSAC approaches to confirm whether those
safety characteristics can be transferred to the online agent.

Considering More Complex Controllers
This work focused on the safety-critical control loop and thus only looked at attitude control. To get
a complete picture of how these controllers can behave in more advanced conditions, looking at alti-
tude control in a cascade structure is essential. This will provide deeper insights into how RL-based
controllers operate in more challenging flight scenarios.
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Figure 9.1: Some of the possible transfer learning for the Hybrid’s Actor-Network structure.
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A
Short Period Linear Time-Invariant

System of Cessna Citation

This chapter discusses an Linear Time-Invariant (LTI) short-period approximation of the Cessna Citation
aircraft, as provided by Mulder et al. [81]. The equations of motion for the aircraft are represented by
equation (A.1). Here, α denotes the angle of attack, q represents the pitch rate, and δe signifies the
elevator deflection.

α̇

q̇

 =

 zα zq

mα mq


︸ ︷︷ ︸

A

α

q

 +

 zδe

mδe


︸ ︷︷ ︸

B

δe (A.1)

The state matrix A and the input matrix B in equation (A.1) are composed of simplified notations to
represent the linearised dynamics concisely. These matrices are further elaborated in equation (A.2)
and equation (A.3).
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 (A.3)

These control and stability derivatives in those equations are essential in modelling the aircraft’s be-
haviour within the state-space system. The values of these derivatives for the Cessna 550 Citation II
aircraft are extracted from Mulder et al. [81] and are shown in table A.1.

α̇

q̇

 =

−0.746 0.974

−1.462 −1.540


︸ ︷︷ ︸

A

α

q

 +

−0.090

−6.857


︸ ︷︷ ︸

B

δe (A.4)
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V = 59.9 m s−1 m = 4547.8 kg c̄ = 2.022 m

S = 24.2 m2 lh = 5.5 m µc = 102.7

K2
Y = 0.980 xcg = 0.30c̄

CX0 = 0 CZ0 = −1.1360

CXu = −0.2199 CXu = −2.2720 CXu = 0

CXα
= 0.4653 CXα

= −5.1600 CXu
= −0.4300

CXα̇
= 0 CXα̇

= −1.4300 CXα
= −3.7000

CXq = 0 CXq = −3.8600 CXα̇ = −7.0400

CXδe
= 0 CXδe

= −0.6238 CXq
= −1.5530

b = 13.36 m CL = 1.1360 µb = 15.5

K2
X = 0.012 K2

Z = 0.037 KXZ = 0.002

CYβ
= −0.9896 Clβ

= −0.0772 Cnβ
= 0.1638

CYp
= −0.0870 Clp

= −0.3444 Cnp
= −0.0108

CYr = 0.4300 Clr = 0.2800 Cnr = −0.1930

CYδa
= 0 Clδa

= −0.2349 Cnδa
= 0.0286

CYδr
= 0.3037 Clδr

= 0.0286 Cnδr
= −0.1261

Table A.1: Control and Stability Derivatives for the Cessna 550 Citation II, Adapted from Mulder et al. [81]
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