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Summary
Conventional wind turbines have certain downsides that potentially can be solved by Airborne Wind En
ergy Systems (AWESs). As the need for renewable energy sources grow, research interest in AWESs
have been growing over the past two decades. Eijkelhof et al. [19] have set up a simulation framework
to evaluate the power production of a fixedwing, groundgeneration AWES, using a fixedwing teth
ered aircraft and crosswind power generation. The MegAWES model, which is based on an upscaled
version of the AP3 model of Ampyx Power, is used in the framework and research. The current refer
ence model is unable to account for viscous effects or multielement airfoils, limiting the capabilities of
the framework. The objective of this thesis project is to improve the prediction of the generated aero
dynamic force of the aircraft by combining a structural and aerodynamic model into a fluidstructure
interaction (FSI) model and eliminating the previously mentioned limitations.

The simulation framework is used as a preliminary design tool and therefore computational efficiency
needs to be taken into account. The choice has been made to use the current results of the finite
element (FE) method of Eijkelhof et al. [19] and couple it to an extended nonlinear lifting line written in
Matlab as current models are not able to fulfill all requirements of the aerodynamic model. To include
viscosity and multielement airfoils, the 2D program MSES is used. The structural model requires a
force distribution on the upper and lower surface. Therefore, a method has been developed to extract a
force distribution on both surfaces using the lifiting line result. The aerodynamic and structural models
are coupled through a thinplate spline method and an inverse distance weighting.

The new model is compared to the old reference model of Eijkelhof [18] and high fidelity results of
Pynaert [49] for a circular flight path. The new model, when compared to the high fidelity results, show
better accordance than the reference model. For the available data points, deviations from the high
fidelity results dropped 16.5 to 25.2 % compared to the reference model. For all cases the deviation of
the new model is within 10% of the high fidelity results.

For the new model, the FE grid is used to determine the geometric input data for the lifting line, eliminat
ing geometric mismatches between the two models. The results of one flight state or iteration are used
as input for the next state or iterations, lowering the time needed for the solution to converge. An FSI
iteration takes roughly 22.5 seconds and for every flight state, generally 1 or 2 iterations are needed.
Before the iterations are run, the 2D data needs to be generated and a preFSI run needs to be done.

Overall, the new model shows to be more accurate, relatively low in computational cost and free of
the limitations that the reference model experienced. Therefore, the new model is a valuable addition
to the research done on fixedwing, largescale AWESs and can be used in further research.
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1
Introduction

The ability to accommodate the growing population on our planet, is related to the amount and available
energy [64]. Up until recently, we obtained almost all of this energy from fossil fuels. However, a limited
resource and their use is responsible for the greenhouse effect. To be able to sustain the growing popu
lation on Earth, there is a need for more sustainable energy sources. In 2015, 196 countries committed
to the Paris Agreement, which obliges them to keep global warming well below 2 degrees Celsius and
therefore cut back on greenhouse emission and support sustainable development [58]. New methods
of large scale sustainable energy production are needed to be able to reach this.

In recent years a new branch has emerged in the sustainable energy sector: Airborne wind energy
(AWE). Airborne wind energy systems (AWESs) aim at capturing the significantly increased wind ve
locities at higher altitudes. The winds at these altitudes are generally stronger and more consistent. In
AWESs, a flying vehicle substitutes the rotor blades of a wind turbine and a tether the supporting struc
ture, thus reducing the amount of material needed per unit of usable power compared to conventional
wind turbines. Multiple concepts of AWES are being worked on nowadays, such as onboard power
generation, groundbased power generation and flexible and fixedwings [2].

AWESs can be divided into different configurations. The first subdivision can be made whether the
systems make use of groundbased or onboard generation. Groundgeneration AWESs use the aero
dynamic force of the kite or aircraft. This force generates a torque by uncoiling the tether and this torque
is then converted by the generator into electrical power. Groundbased systems can have either a fixed
ground station, where the generator is stationary, or a moving ground station, where the generator
moves [2]. Onboard AWESs generate electrical energy in the air and transmit this from the airborne
system to the ground. This is done through a tether that is able to carry conducting electrical cables.
The onboard systems can produce the electrical energy either using crosswinds or noncrosswind,
depending on the system. Figure 1.1 shows the different companies working on the various types of
AWESs.

The most common flight mode used in AWESs is the crosswind flight mode. Loyd [39] showed that
the power output when flying crosswind is significantly higher than noncrosswind flights. Another inter
esting choice for different systems is whether to use flexible or fixedwings. Flexible wings are lighter,
which is beneficial for the power production and in the case of a crash they cause less damage. The
durability of flexible kites is limited to several hundreds of hours for current designs and materials [16].
Fixedwings have a higher lift to drag ratio and can reach much higher velocities, resulting in higher
power outputs [2]. It the case of a crash it will however cause more damage and total loss of the
system. Maximizing the power output of these systems is one of the challenges being faced nowa
days. In order to achieve higher power outputs, the aerodynamic performance needs to be optimized
and the structure needs to be lightweight. Compared to conventional aircrafts, AWESs have a much
higher wing loading in order to overcome the extra tensile force exerted on the system by the tether [63].

1
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Figure 1.1: Classification of AWES concepts and companies on the various types of AWESs [55].

At an academic level as well as throughout the industry, research is being done on developing feasible
AWESs. The Wind Energy section of the Aerospace faculty at the Delft University of Technology is one
of the academic places where research is being conducted in the field of AWE. One of the systems that
is being researched is the fixedwing tethered aircraft. A simulation framework for a multiMW AWES
has been set up and described by Eijkelhof [18] and Eijkelhof et al. [19]. When evaluating smallscale
fixedwing systems, aeroelasticity is often not considered. However, when large scale systems are
considered, such as the system evaluated by the framework of Eijkelhof, structural deformations due
to wing loading become profound and need to be taken into account [63]. In the past, aeroelastic phe
nomena have been the cause for systems to crash, showing the need to include aeroelasticity in the
design process [7, 38].

In this research, the focus will be on the fixed ground station, groundgeneration airborne wind en
ergy systems (FGSGGAWESs), using fixedwing tethered aircrafts and crosswind power generation.
The aircraft being analysed is the MegAWES model, which is based on the upscaled AP4 model of
Ampyx power and can be found in Appendix B. The model flies in pumping cycle operations, in which
the tether is reeled out while flying figure of eights and afterwards reeled in. Figure 1.2a visualizes the
different phases of a pumping cycle and Figure 1.2b shows the pumping cycle flown by the model in
the current simulation framework.
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(a) A pumping cycle and its different phases, visualized for a flexible kite [55].

(b) Pumping cycle for the MegAWES model.

Figure 1.2: Pumping cycle visualization [46].

The goal of the current research project is to improve the aerodynamic model used to predict the
aerodynamic behaviour in the simulation framework of Eijkelhof et al. [19]. The current model pre
computes lift and drag coefficients of the fixedwing aircraft using a 3D panel method (Apame), which
has been developed by Filkovic [22]. These coefficients are stored in a lookup table and for spe
cific flight states, the corresponding aerodynamic coefficients are found by interpolation. The current
aerodynamic model uses an inviscid method and thus for higher angles of attack, the prediction of the
aerodynamic coefficients will deviate from actual values. The range of angles of attack the aircraft will
operate in, is therefore limited to the linear part of the lift curve to ensure reasonable computed aero
dynamic coefficients. An aerodynamic model that accounts for the viscous effects can therefore be
beneficial for the simulation framework. This research will mainly focus on developing a fluidstructure
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interaction (FSI) model that predicts the aerodynamic behaviour accurately for largescale airborne
wind energy aircraft (high aspect ratios, multielement airfoils, high lift). This model can then be used
for mission optimisation and/or control optimisation. A full FSI model is desirable so that it can be used
for different applications as well, such as airfoil optimization or more flexible aircraft. The model should
contribute to the existing body of science and be useful for the AWE community for further research.
This is formulated into the following research question:

"How does an FSI model for the preliminary design of fixedwing multimegawatt airborne
wind energy systems look like and can this FSI model be developed and implemented in the
available simulation framework?"

The main research objective of this thesis is:

"Provide an accurate and computationally efficient FSImodel in the order of seconds for the
simulation framework ofmultimegawatt airbornewind energy systems that can be used for
further development within this framework."

To be able to answer this research question, this thesis is split up into multiple parts. Chapter 2
discusses the literature review needed to answer the research question. Chapter 3 discusses the
numerical implementation of the aerodynamic model and the resulting FSI model. Chapter 4 shows
the validation cases used to validate the written aerodynamic model. Chapter 5 discusses the various
choices and limitations of the new model. Chapter 6 shows the results of the final aerodynamic and
FSI model. Chapter 7 draws a conclusion of the work done and discusses various recommendations
regarding future work.



2
Literature review

This chapter discusses the theoretical background and existing solvers. The focus of this research
project is on the aerodynamic side of the FSI model and therefore this will bemore profoundly discussed.
The structural modelling and coupling method will be discussed for completeness, but not elaborated
upon.

2.1. Aerodynamic modelling
There are many different ways to model the flow around a body. These methods differ in fidelity and
computational cost. The methods with the highest accuracy solve the complete NavierStokes equa
tions. With an increasing number of assumptions these equations become easier to solve. When
viscosity is omitted, one arrives at the Euler equations. When rotation in the flow is omitted, one ar
rives at the full potential equations. Lastly, when compressibility is not taken into account, the Laplace
equations remain. With each of these extra assumptions, the accuracy and the computational cost
decrease. This is visualized in Figure 2.1.

Figure 2.1: Overview of aerodynamic flow models based on Jameson [28]

2.1.1. NavierStokes equations
The NavierStokes equations are the most accurate mathematical description of a viscous, compress
ible, rotational and unsteady flow. The full set of equations consists of 5 equations: a continuity equa
tion, three conservation of momentum equations and an energy equation. As these equations are
extensive and will not be used further in the research, they are not given here. If interested, the equa
tions can be found in the book of Anderson [4].

The NavierStokes equations do not have any general solutions. Therefore, obtaining practical results
from these equations can be done through simplifications or other methods:

• First of all, there are a few viscous flow problems for which certain terms in the NavierStokes
equations are equal to zero: Couette and Poisseuille flow. These simplifications reduce the equa
tions to a set that can be solved.

5
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• The equations can be simplified by neglecting certain terms. This however results in a solution
that is not precise anymore, but an approximation of the actual solution, e.g. the boundary layer
equations.

• The solution can be obtained by numerical techniques, such as Direct Numerical Simulation
(DNS), Large Eddy Simulation (LES), the Unsteady ReynoldsAvaraged NavierStokes equations
(URANS) and the steady ReynoldsAvaraged NavierStokes equations (RANS). These numerical
techniques are needed to model turbulent flows [6].

Direct Numerical Simulation (DNS)
DNS is a direct simulation of the full timedependent NavierStokes equations and the most accurate
method there is at the moment. It is not exact due to discretization and possible numerical errors. This
is at the moment only possible for low Reynolds number flows, due to the computational expense of
this technique (the CPU time scales with Re3). DNS is used for understanding turbulent structures,
laminarturbulent transition and the development of new turbulence models.

Large Eddy Simulation (LES)
Whereas DNS solves all turbulence in the flow, LES makes the assumption that small eddies have a
more universal character and that large eddies transport the turbulent energy. Due to this assumption,
LES only resolves the large eddies in the flow and approximates the effects of the smaller eddies. LES
needs less grid points than DNS and therefore the computational time is lower compared to this method.

ReynoldsAveraged NavierStokes equations (RANS)
RANS decomposes the flow variables into an average and a fluctuation. These decomposed flow vari
ables are plugged into the NavierStokes equations and therefore the equations are extended with two
extra terms: the Reynoldsstress tensor and the turbulent heat flux vector. RANS thus requires the
modelling of these two extra terms, however the overall grid can be much coarser compared to DNS
or LES and hence reducing the computational time.

Unsteady ReynoldsAvaraged NavierStokes equations (URANS)
URANS is able, like LES, to capture transient flow phenomena. However, URANS is able to do this at a
lower computational cost than LES [54]. Where RANS averages over the entire time domain, URANS
averages over a single time step.

2.1.2. Boundary layer equations
The boundary layer equations are based on the NavierStokes equations, assuming that the viscous
effects are confined within a thin boundary layer on the surface. Outside of this viscous boundary layer,
the flow is assumed to be inviscid. The properties of the boundary layer are shown in Figure 2.2.

Figure 2.2: Boundary layer properties from Anderson [4].

The full derivation of the equations can be found in Chapter 17 of Anderson [4], so here only the
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resulting equations will be shown. The boundary layer equations are deduced from the full Navier
Stokes equations using two assumptions, namely δ ≪ c and Re ≥ 1

δ2 . The continuity, xmomentum,
ymomentum and energy equations respectively become:

∂(ρu)
∂x + ∂(ρv)

∂y = 0 (2.1a)

ρu∂u
∂x + ρv ∂u

∂y = −dpe

dx + ∂
∂y

(
µ∂u

∂y

)
(2.1b)

∂p
∂y = 0 (2.1c)

ρu∂h
∂x + ρv ∂h

∂y = ∂
∂y

(
k ∂T

∂y

)
+ udpe

dx µ
(

∂u
∂y

)2

(2.1d)

2.1.3. Euler equations
As displayed in Figure 2.1, the Euler equations assume inviscid flow, which impacts the flow equations.
The continuity equation does not depend on viscosity and therefore when viscosity is neglected, this
equation remains unchanged:

∂ρ

∂t
+∇ · (ρV ) = 0 (2.2)

The momentum equations however do change. The momentum and energy equations change to
Equation 2.3 [5].

∂(ρu)

∂t
+∇ · (ρuV ) = −∂p

∂x
+ ρfx (2.3a)

∂(ρv)

∂t
+∇ · (ρvV ) = −∂p

∂y
+ ρfy (2.3b)

∂(ρw)

∂t
+∇ · (ρwV ) = −∂p

∂z
+ ρfz (2.3c)

∂

∂t

[
ρ

(
e+

V 2

2

)]
+∇ ·

[
ρ

(
e+

V 2

2

)
V

]
= ρq̇ −∇ · pV + ρf · V (2.3d)

Also notice that the thermal conductivity terms disappear due to the assumption of inviscid flow.

2.1.4. Velocity potential equations
The velocity potential equation combines the continuity, momentum and energy equations into a single
equation with a single variable: the velocity potential. The velocity potential equation does make the
extra assumpotions that the flow is irrotational and isentropic [5]. The equation is not given as it will not
be used furthermore for this research project.

2.1.5. Laplace equation
The last assumption to be added to the previous assumptions is that of an incompressible flow. For an
incompressible flow, the mass conservation becomes [4]:

∇ · V = 0 (2.4)

Given the fact that for an irrotational flow, the velocity potential ϕ can be defined such that V = ∇ϕ,
Equation 2.4 can be rewritten into the Laplace equation:

∇2ϕ = 0 (2.5)

Another way of deriving this equation is to take the velocity potential equation and realizing that
for incompressible flow a → ∞. The big advantage of the Laplace equation is the fact that it is linear,
therefore elementary flow solutions can be superimposed.
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2.1.6. Solution methods
The different equations discussed previously do not directly describe parameters such as pressure, ve
locity or aerodynamic coefficients. To obtain something useful from these equations, solution methods
are used. To solve (one of) the equations discussed above, multiple options can be considered. The
two main categories of solution methods are the nonlinear solution methods and the linear solution
methods. In the coming subsections, the most common solution methods will be discussed.

Nonlinear solution methods
Nonlinear solution methods are used, as the name suggests, to solve nonlinear equations such as
the NavierStokes, Euler and full potential equations. These methods discretize the fluid domain into
elements and apply mass, momentum and energy conservation laws on each element, e.g. FDM, FEM
and FVM [6, 27].

Finite difference method (FDM)
FDM applies a Taylor expansion to the derivatives of the governing equations at each grid point. This
method requires the mesh to be structured and this also immediately gives one of the downsides of
this method. The truncation error that is introduced in the Taylor expansion depends on the difference
between the grid points ∆x. Therefore, the smaller the distance between the grid points, the more
accurate this method will be.

Finite volume method (FVM)
The FVM is the most usedmethod in CFD nowadays. This method divides the domain into smaller cells,
called control volumes. FVM computes cell averaged values, whereas with FDM values are calculated
at discrete points. FVM applies the integral conservation laws over each control volume. FVM are not
restricted to structured grids as with the case of FDM, but can be generally applied to structured and
unstructured grids.

Finite element method (FEM)
FEM has similarities to FVM in its approach, but there are differences. First of all, the domain is divided
into arbitrary shapes, thus an unstructured grid. These control cells are called the elements, although
they are in essence similar to the control volumes of FVM. Inside an element, the socalled shape
functions are defined. These shape functions represent the variation of the solution inside the element.
Lastly, it solves the integral conservation laws of each element.

Other less used discretisation methods such as the spectral element method and the gridless method
are not discussed here, but the reader is referred [6] for more information.

Linear solution methods
The linear solution methods solve the Laplace equation, ∇2ϕ = 0. Therefore these solutions assume
inviscid, irrotational, incrompressible, steady flow without body forces. Although the list of assumptions
is becoming quite extensive, when these solution methods are applied properly, the results will correlate
well with experimental data. As these methods assume inviscid flow, linear solution methods are often
coupled to some secondary solution method, e.g. XFOIL. In that way, viscous effects can be taken into
account. The Laplace equations are linear and therefore elementary solutions can be superimposed.
These elementary flow solutions can be split up into uniform flow, source flow, doublet flow and vortex
flow. Linear solution methods aim to find a singularity distribution to satisfy the set boundary conditions.

Lifting line method
In Prandtl’s classicial lifting line method, the flow field of a wing of finite span b is replaced by a socalled
bound vortex. All vorticity present in the flow field is collapsed into this vortex and all of the lift is pro
duced at this line. The location of this vortex follows from thin airfoil theory. The center of pressure is
the point at which the pitching moment coefficient of the airfoil is zero. Lift and drag can be represented
as forces acting only on this point. However, the location of the center of pressure depends on the lift
coefficient and thus on the angle of attack. Besides the center of pressure, the aerodynamic center
is the point at which the moment coefficient does not change with angle of attack. The aerodynamic
center for inviscid, incompressible flows at subsonic Mach numbers is located at a quarter chord behind
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the leading edge. As the center of pressure depends on the angle of attack, this point can lie outside of
the airfoil in certain cases, whereas the aerodynamic center location remains unchanged with an angle
of attack variation. Therefore, the aerodynamic center is chosen as the location to place the bound
vortex and evaluate the force [32].

Helmholtz’s theorem states that a vortex filament can not end in space and therefore this bound vortex
extends by two trailing vortices at each end downstream. These trailing vortices are joined by another
vortex downstream, which is assumed to not influence the solution. Multiple horseshoe vortices are
superimposed along the span of the wing to arrive at a Γdistribution along the span. This is shown in
Figure 2.3.

Figure 2.3: Lifting line model of horseshoe vortices from Katz et al. [31].

When evaluating the lifting line, one can either use the nonentry boundary condition or the angle
of attack method.

Nonentry boundary condition method
When using the nonentry boundary condition, the control points are located at the threequarter chord,
as shown in Figure 2.3. As the blade is assumed to be a solid surface, the flow normal to the surface
needs to be zero. As the surface of the blade is compressed into a single line at the quarter chord, it
follows from Pistolesi’s theorem that the control points are 1

2c behind the bound vortex, thus at three
quarter chord. The vortices induce a downward velocity on the wing called downwash. At the three
quarter chord point a boundary condition is set such that the sum of the velocities normal to the wing
are zero:

wb +wi +Q∞α = 0 (2.6)

In Equation 2.6, wb is the velocity induced by the wing vortices, wi the induced velocity by the wake
vortices and Q∞α the component of the freestream flow. However, in the derivation that the control
points are at the threequarter chord, the assumption is made that the lift coefficient is equal to 2π sin(α),
which is only valid in the linear part of the lift curve. To be able to directly use viscous 2D lift polars,
another method could be used: the angle of attack method.

Angle of attack method
The angle of attack method places the control points at the quarter chord and thus on the bound vortex.
The control points are located at the quarter chord so that there is no induced velocity by the bound
vortex. This method calculates the perceived angle of attack at each of these control points. The start
ing point of this method is the geometry of the wing, and therefore the control and vortex points, and an
initial circulation distribution that can be chosen as one wishes. Using the BiotSavart law, aerodynamic
influence coefficient matrices can be determined and used to calculate the induced velocities at each
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control point. From these induced velocities, the perceived angle of attack can be found and used to
determine the lift coefficient from viscous lift polar data. The lift coefficients are corrected for the sweep
and therefore the occuring 3D flow phenomena. By employing the KuttaJoukowsky theorem, a new
circulation distribution can be determined. Convergence criteria are checked if the circulation distribu
tion needs to be iterated upon. If convergence is reached, the angles of attack are outputted and used
to find the spanwise lift distribution. Figure 2.4 shows a flowchart of this aerodynamic iteration loop.

Figure 2.4: Flowchart of the aerodynamic iteration loop.

Phillips et al. [47] gives an adaptation of the lifting line model described by Katz et al. [31]. The
induced velocity at any arbitrary point in space is given by Equation 2.7 according to the definitions of
Figure 2.5.

Figure 2.5: Vectors describing the horseshoe vortex from Phillips et al. [47]
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V =
Γ

4π

[
u∞ × r2

r2(r2 − u∞ · r2)
+

(r1 + r2)(r1 × r2)

r1r2(r1r2 + r1 · r2)
− u∞ × r1

r1(r1 − u∞ · r1)

]
(2.7)

The velocity at an arbitrary control point positioned on the bound vortex (quarter chord line) is given by
Equation 2.8.

Vj = V∞ +

N∑
i=1

Γvij

c̄i
(2.8)

Here vij is the induced velocity at each control point i by vortex j. When i = j the downwash of the
bound vortex segment is zero, because the control point lies on top of this vortex. Therefore vij can
be written as follows:

vij =


c̄i
4π

[
u∞×ri2j

ri2j(ri2j−u∞·ri2j)
+

(ri1j+ri2j)(ri1j×ri2j)

ri1jri2j(ri1jri2j+ri1j ·ri2j)
− u∞×ri1j

ri1j(ri1j−u∞·ri1j)

]
, i ̸= j

c̄i
4π

[
u∞×ri2j

ri2j(ri2j−u∞·ri2j)
− u∞×ri1j

ri1j(ri1j−u∞·ri1j)

]
, i = j

(2.9)

Note that these expressions by Phillips et al. is a rewritten version of the expressions given by Katz
et al. Phillips et al. rewrite the expression for the induced velocity that is given by Katz et al. using
trigonometric relations. The expression given by Katz et al. returns zero induced velocity if the spatial
vectors r1 and r2 are collinear, even if the point in space is not on the vortex segment. In the case of a
single wing the control points lie on the quarter chord and if the bound vortices on this same wing are
evaluated, it returns zero induced velocity for all bound vortex segments due to these spatial vectors
being collinear. The method by Phillips and Snyder rewrite the expression for the induced velocity
such that this singularity doesn’t occur anymore for the case of 0 degrees between r1 and r2, but it only
returns zero if the angle between r1 and r2 is ±π (control point lies on top of vortex segment). Although
this method enables one to account for most of the bound vortex, the numerical implementation of
this method is more tedious than the method of Katz et al. and therefore the method by Katz et al.,
described in Section 3.2.5, is used in this project.

If the perceived angle of attack at a spanwise location is known, the lift coefficient can be found us
ing 2D data. If the lift coefficient of a wing section is known, determining the lift on the section is trivial.
This method allows one to directly use viscous data, whereas the nonentry boundary condition method
is limited to inviscid flow if no corrections are applied. Furthermore, the angle of attack method allows
one to use 2D airfoil data of multielement airfoils, which is required by AWESs.

Vortex lattice method
Where the lifting line method discretizes the wing spanwise, but only has one element in the chordwise
direct, the vortex lattice method discretizes the wing spanwise, as well as chordwise. The wing is split
up into trapezoid shaped panels. At any control point on the wing, the sum of the normal component
of the freestream velocity and induced velocity needs to be equal to zero. Essentially, the nonentry
boundary condition method is extended chordwise to arrive at the VLM. Both VLM and lifting lines ne
glect the thickness of the wings.

Panel methods
Panel methods cover a threedimensional object with panels, just as the VLM does for twodimensional
objects. Each panel has an unknown distribution of singularities, which can be vortices, but also point
sources or doublets. Using flow tangency and calculating the induced velocities, a set of algebraic
equations can be set up. The basis of 3D panel methods is that the Laplace equation (Equation 2.5)
is solved to obtain the velocity field. Using the EulerBernoulli equation, the pressures can then be
obtained. Integrating these pressures over the surfaces provides the total forces [22].

Contrary to lifting lines and VLM, panel methods do account for the thickness of bodies, see Figure 2.6.
It is able to cover the entire object and not just the lifting surfaces, therefore taking effects into account
that lifting lines and VLM do not.
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Figure 2.6: Panel distribution a Boeing 747 that carries the space shuttle orbiter [4].

2.2. Structural modelling
The structural model used for this thesis work is a 3D finite element method. The method used by
Eijkelhof [18] is not changed for this work. The stiffness matrix outputted by MSC Nastran is directly
used for the calculation of the displacements of the structural mesh. Eijkelhof creates the mesh and the
different structural components in Matlab, after which the mass, stiffness and inertia matrices using the
linear static analysis solver of MSC Nastran. The finite element model is built in nine steps by Eijkelhof
and shortly elaborated on here for completeness:

1. The parameters of the aircraft, Appendix B are used to generate the planform. This entails the
position of the ribs, sweep, taper and twist distribution.

2. The different skin elements are assigned an identification number in order to assign properties
to the different elements. Next to that the composite layups are assigned to the skin elements
using these numbers.

3. The airfoils are interpolated from the tip to the root. In this case the airfoil at the tip is similar to
the airfoil at the root and therefore the airfoil is only scaled using the chord length.

4. Nodes at each rib are determined using a node spacing (previously determined in a convergence
study) and interpolated to the correct airfoil shape from step 3.

5. Spar sections and skin panels are added. This is done by performing the following steps. In
terpolation between the ribs is performed to obtain a quadrilateral mesh. Afterwards, Delaunay
triangulation is performed on each intersection of ribs and stringers, providing indices in between
ribs that will form a triangular element in MSC Nastran. This results in the surface mesh of Fig
ure 2.7.

Figure 2.7: Top view of the surface mesh on the wing [18]

6. The stringers of the wing are included in the model using beam elements. Each beam element
is a straight rectangular element with a certain width and composite layup.
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7. The aileron mechanism is included in the model. Stiff rod elements are used to constrain the
ailerons rotation around the axis. Where other researchers used a combination of multiple ele
ments, this approach was taken so that the equations of motion, set up by Fasel et al. [20], do
not need any modification.

8. Fuselages and tail are added to the model. This is done to account for the added mass and inertia
using beam elements. The fuselages are represented using beam elements with a circular cross
sections, whereas the tail is represented using beam elements with a hollow bar crosssection.

9. The last addition is the rib element at each rib station. Using Delaunay triangulation, each rib is
generated using triangular elements.

From this finite element model, a stiffness matrix can be obtained through Nastran. To find the
displacements of the nodes on the structural mesh, this stiffness matrix can be utilised.

2.3. Coupling methods
Aerodynamic and structural meshes have different requirements and generally speaking, thesemeshes
do not match. These nonmatching meshes need to be coupled by some coupling method in order to
utilise the forces on the structural mesh and the displacements on the aerodynamic mesh. In FSI com
putations, the loads computed by the flow solver need to be transferred to the structural nodes and the
displacements the other way around.

Some sort of interpolation or projection needs to be applied to transfer the data between the two
meshes. The general opinion is that the energy should be conserved over the interface of the fluid
and structure. Conservation of virtual work forms the basis of this assumption. In this conservative
approach, one transformation matrix is used to transfer data between the two meshes. As mentioned
by Ahrem et al. [1], this can lead to unphysical oscillations in the forces received by the structural mesh.

Another option is to not use the same transformation matrix both ways. Two different transformation
matrices are used, one for transferring forces to the structure and the other for the displacements to
the fluid. This is called the consistent approach and avoids the unphysical oscillations. Contrary to the
conservative approach, conservation of energy is not guarenteed anymore. However, when using a
partitioned approach, this does not have to influence the solution [8].

Two coupling methods are used for the interpolation between the two meshes. First of all the thin
plate spline method is used to interpolate the structural displacements onto the aerodynamic mesh. In
terms of accuracy and efficiency, the thin plate spline method performs better than any other method [8].
The other way around however, another method is used: the inverse distance weighting [56]. When
the thin plate spline method would be used to transfer the aerodynamic forces onto the structural mesh,
this would lead to large oscillations [18].

The thin plate spline method and the inverse distance weighting used in this research are unchanged
from the method set out by Eijkelhof [18]. Instead of changing the coupling method to fit the new aerody
namic model in the FSI, the aerodynamic model output is adapted such that the same coupling strategy
can be used. As explained by Eijkelhof, the thin plate spline method gives an approximation for the
displacements:

um(x⃗) =

ns,s∑
i=1

γi ∥x⃗− x⃗s,i∥2 log10
(
∥x⃗− x⃗si∥2

)
+ p(x), m = {a, s} (2.10)

Where γi is an interpolation coefficient and p(x) a linear polynomial. This equation can be rewritten
into Equation 2.11 and Equation 2.12. The displacements on the aerodynamic mesh can be found
using Equation 2.12.

TT =
[
Ma,s Pa

] [Ms,s Ps

P T
s 0

]−1

(2.11)

Where Ma,s is ∥x⃗− x⃗s,i∥2 log10
(
∥x⃗− x⃗si∥2

)
and Ms,s is the same but on the structural mesh.
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u⃗a = TT u⃗s (2.12)

The inverse distance weighting, shown in Equation 2.13, is used to interpolate the forces from
the aerodynamic mesh to the structural mesh. The force at a node on the structural mesh will be
proportional to the inverse of the distance from that point to each point on the aerodynamic mesh.

Fs,i =
∥x⃗a − x⃗s,i∥∑ns,s

k=1 ∥x⃗a − x⃗s,k∥
· Fa (2.13)

2.4. Modelling of AWESs
Aeroelastic modelling of fixedwing AWESs has developed over time and can be done using different
methods. Multiple tools have been developed, utilising various aerodynamic models, structural models
and coupling methods. Some of the more widely known solvers are ASWING [14], KiteFAST [35],
QBlade [41] and SHARPy [10]. Each solver uses different methods and programming languages, each
suited for their own use cases. The first decisions for a computational FSI solver involves a partitioned
or a monolithic solver and what models to use regarding the computational cost.

2.4.1. Partitioned versus monolithic
Computational aeroelasticity can be split up in two major categories: monolithic and partitioned solvers,
see Figure 2.8. Monolithic solvers fully couple the governing equations for the fluid and the structure.
The coupled equations are solved in one go at every time step. A disadvantage of such a monolithic
solver is that it is specific to a single problem.
On the other hand, partitioned methods have two different solvers: one for the aerodynamic part and
one for the structural part. These two solvers are coupled such that the loads are projected onto the
structural mesh and the displacements on the aerodynamic mesh. This coupling is an extra source of
errors, however if applied correctly, a partitioned solver can be as accurate as a monolithic solver. The
coupled system of a partitioned solver is iterated until convergence [26, 30].

Figure 2.8: Difference between monolithic and partitioned solvers [36]

One major advantage of the partitioned approach is that for the fluid and structure domain two
separate solvers can be used that are suited for the particular problem. Since the two solvers for each
domain are solved separately, the solvers can be replaced by different methods if required. Felippa
et al. [21] give an extensive overview of general concepts of the partitioned approach for coupled
systems.

2.4.2. Computational cost
For the final FSI model to be useful for the simulation framework, its computational cost needs to be
relatively low. It will be used in early design stages/optimization and therefore a tradeoff should be
made between fidelity and computational cost of the model. An overview of the computational cost of
different aerodynamic and structural modelling methods is given in Figure 2.9.
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Figure 2.9: Computational cost of different modelling methods, adapted from [17].

2.5. Existing solvers
AWESs are being modelled by researchers and companies in many ways and forms. Currently there
are solvers that are able to analyse the aerodynamics as well as the structures and there are solvers
that only evaluate one of the two.

2.5.1. FSI solvers
A short overview of full FSI solvers for the aerodynamic criteria is given by Table 2.1.

FSI solvers Suited for
large scale AWESs

Computationally in the
order of seconds

Viscosity
& multielement Wake

OpenAeroStruct [29]
√ √

X X
ASWING [14]

√ √ √
X

PROTEUS [61]
√ √

X X
MACH [33][34]

√
X

Dettman [12]
√ √

X X
Candade et al. [9]

√ √ √
X

KiteFAST [35]
√ √ √ √

QBlade [41]
√ √ √ √

SHARPy [10]
√ √ √ √

Table 2.1: Full FSI solvers for the different aerodynamic criteria

OpenAeroStruct
Jasa et al. [29] provide an explanation about the reasons for the development and details regarding
the tool OpenAeroStruct. The motivation for OpenAeroStruct was to provide a lowfidelity open source
aeroelastic analysis tool. Other low fidelity aerodynamic and structural tools had their limitations ac
cording to Jasa et al., e.g. limited to 2D, no derivatives, poor interface with optimizers.
OpenAeroStruct is an open source (written in Python) aeroelastic tool that combines a vortex lattice
method with a spatial beam model. The coupling of the aerodynamic and structural solvers is done in a
simplified way. OpenAeroStruct makes sure that the panels of the VLM are aligned with the structural
nodes. The forces on each panel is evenly distributed over the adjacent nodes. The displacement the
other way around is done in a similar way: the average of the two adjacent nodes is taken for each
panel. However, as mentioned before, generally speaking the aerodynamic and structural meshes
have different coarseness. Due to the coupling used, either the aerodynamic mesh is too coarse or the
structural mesh is finer than needed.
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ASWING
ASWING is a tool developed by Mark Drela and combines a lifting line with a nonlinear EulerBernoulli
beam model. The tool is written in Fortran and can be downloaded with an academic license or a
commercial license can be bought. The primary intent of ASWING was to evaluate the Vn diagram
(velocity versus load factor) to identify potential failure scenarios.
Viscosity can be added in ASWING through sectional lift data if available. Wijnja [62] used ASWING to
evaluate the Makani M600 concept.

PROTEUS
PROTEUS is an aeroelastic tool developed at the Delft University of Technology and described by
Werter and De Breuker [61]. Initially it was used as a framework for the initial conceptual design of
composite wings. Throughout the years, PROTEUS developed and more functionalities have been
added to this framework, e.g. the expansion of the aerodynamic model with fuselages and tail de
scribed by Natella et al. [44]. This also makes it quite difficult to find a good overview of the capabilities
and user experience of PROTEUS.
The initial PROTEUS tool combines a VLM with a non linear beam model. The VLM assumes inviscid
flow and the beam model uses a cross sectional modeller with a non linear Timoshenko beam model.

MACH
A higher fidelity framework is that of the MDO Lab of the University of Michigan: MACH [34]. It is a tool
written in Python with parts of incorporated FORTRAN code. MACH uses a finitevolume CFD solver
for the aerodynamics and the Toolbox for the Analysis of Composite Structures (TACS) for the struc
tures. TACS uses thinshell elements in a finite element method to accurately capture the structural
behaviour of composite wings [33].

Dettman
Dettman combines a vortex lattice method in combination with an EulerBernoulli beam model. The full
model is meant for conceptual design and is a low fidelity and computationally fast model. No viscosity
is included in the VLM, so the model does deviate for higher angles of attack. The VLM is loosely based
on Tornado, with the addition of the ability to model control surfaces. The main programming language
of Dettman is Phyton and parts of the VLM are written in C++. As the model of Dettman was a MSc
Thesis at the KTH Royal Institute of Technology, the model is not readily available to be used.

Candade et al.
Candade et al. [9] combine a VLM with 2D CFD data. Candade et al. utilise a 2D cross sectional mod
eller to capture the behaviour of composite wings and couple this to a 1D Timoshenko beam model.
Combining these two methods and utilising the 2D cross sectional behaviour, ensures an accurate, yet
computationally fast model. The subject of this model is a tethered swept wing without fuselages or
control surfaces. Bridles are attached directly onto the wing. The entire computational model is used
in the research of Candade et al. [9] to explore the influence of the bridle on the wing shape.

KiteFAST
KiteFAST consists of multiple packages and this packages can be run separately or in combination.
An FSI model can be obtained by combining the packages KiteAeroDyn for the kite aerodynamics and
MBDyn for the structural dynamics. The KiteAeroDyn module calculates the aerodynamic forces by
using a vortex step method. The 2D forces and moments are computed as concentrated loads acting
on the aerodynamic center at each 2D cross section. The 3D forces are obtained by integrating the 2D
forces over the span of the wing. KiteAeroDyn can be coupled to the multibody dynamics tool MBDyn
to obtain an aeroelastic tool. MBDyn is an open source multibody dynamics analysis tool developed
by the Politecnico di Milano university.

QBlade
QBlade is a tool developed for the design of wind turbines. However, within QBlade, modules are
present which also serve other applications. Within QBlade, there is a lifting line free wake vortex im
plemented. XFOIL is implemented and therefore 2D airfoil data can be used in the lifting line method.
If desired, 2D airfoil data can also be imported. This aerodynamic module is linked with Chrono, which
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is a multiphysics analysis tool that can be used for structural analysis [57]. Together this forms an FSI
module that can evaluate different shapes.

SHARPy
Simulation of High Aspect Ratio planes in Python (SHARPy) is a tool developed by Imperial College Lon
don. SHARPy is a toolbox for dynamic aeroelastic simulations of aircrafts and wind turbines. SHARPy
is an opensource, modular toolbox with extensive capabilities, e.g. linear and non linear analysis,
multibody dynamics and model order reduction techniques. The core code of SHARPy is written in
Python, however computationally expensive routines are in libraries coded in C++ and Fortran. The
unsteady VLM solver is able to model the wake with different fidelities.

2.5.2. Aerodynamic solvers
Besides the full FSI solvers, 3D aerodynamic solvers can be tested against the requirements set above.
The results hereof are displayed in Table 2.2.

3D aerodynamic solvers Suited for
large scale AWESs

Computationally in the
order of seconds

Viscosity
& multielement Wake

AVL [15]
√ √ √ √

Tornado [43]
√ √

X
√

VSAERO [42]
√ √ √ √

SU2 [45]
√

X
APAME [22]

√
X

XFLR5 [65]
√ √

X
√

ARC3D [48]
√

X

Table 2.2: The 3D aerodynamic solvers for the different aerodynamic criteria

AVL
AVL is a vortex lattice method developed by Drela and Youngren. Due to its inviscid nature, the VLM
assumes small angles of attack and sideslip, which is the most significant limitation of AVL. To model
the fuselage, a slenderbody method is used and the authors warn the user to proceed with caution
due to the limited experience [15].
AVL does support multiple surfaces at a wing section, such as ailerons, flaps or a combination of both.

Tornado
Similar to AVL, Tornado uses a VLM to evaluate the Laplace equation. However, Tornado is compiled
in MATLAB. The absence of viscous effects limits Tornado to the linear part of the lift curve. Tornado
does support any number of control surfaces or ailerons, however the fuselages are not taken into
account.

VSAERO
VSAERO (or Viscous Separation Aerodynamics Program) combines a linear potential flow and a bound
ary layer model. It is capable of evaluating any aircraft shape, as long as the paneling has been done
properly. The original program of VSAERO is well described by Maskew [42]. However since then,
the program has had revisions and it is not well known if these documents are still applicable to newer
versions of the program. VSAERO is part of the software package offered by AMI Aero [3] and there
fore not open source. The software package AMI Aero also includes other aerodynamic solvers, such
as VLAERO+ (a vortex lattice method), USAERO (an unsteady aerodynamic solver) and MGAERO (a
Cartisian Euler method).

SU2

The Stanfort University Unstructured, better known as SU2, is capable of solving arbitrary partial dif
ferential equations and is therefore not only applicable to solving aerodynamic problems. The SU2

framework is set up to ensure an open source package, portability to any software with a C++ compiler
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and reusability. The main capabilities of the SU2 framework are high fidelity validation studies, opti
mizations and grid adaptation [45].

APAME
APAME is a 3D panel method set up and described by Filkovic [22]. As APAME is an inviscid method,
it is limited to the inviscid region. The program produces very good results for the lift, but drag calcula
tions are off when compared to higher fidelity CFD methods.

XFLR5
XFLR5 is the first hybrid solver that is discussed. Hybrid solvers combine 2D analysis to a 3D method.
XFLR5 builds upon the XFOIL code and adds 3D analyses such as LLT, VLM and a 3D panel method.
Therefore the limitation of not being able to analyse multielement airfoils is also applicable to XFLR5.

ARC2D/ARC3D
ARC2D and ARC3D are two programs that follow the same algorithm [48]. Inviscid as well as viscous
flow can be analyzed in 2D and 3D. The solvers use either the NavierStokes or Euler equations and
solve these using a finite difference method. Therefore the computational cost will be relatively high.

Furthermore, there are higher fidelity solvers available. Vimalakanthan et al. describe the aerody
namic analysis of Ampyx’ AWES [60]. The authors use a Reynolds Averaged NavierStokes (RANS)
Comupational Fluid Dynamics (CFD) model for the 2D aerodynamic forces. These forces are fed to a
lifting line model to determine the overall forces on the aircraft. The aerodynamic coefficients are im
plemented as lookup tables by sweeping a large combination of control surface deflections and angle
of attack.
Malz et al. [40] also make use of CFD data to determine the aerodynamic coefficients. Next to this,
extensive test flights have been done to validate this data. During these test flights, the aerodynamic
coefficients were determined for each control surface if possible. The coefficients are then represented
by polynomial functions of the angle of attack [37].
Rapp et al. [52] use CFD in combination with XFLR5 to obtain the main dependencies of the aerody
namic coefficients on states and the different control surface deflections.
All of these methods use CFD data or full CFD simulations and are therefore not suitable for this re
search.

Next to XFLR5 and ARC2D there are more programs that are capable of analysing 2D airfoils. A
short overview of the programs looked into for this project are given here.

XFOIL/RFOIL
The first version of XFOIL was written by Mark Drela in 1986. The goal of this program was to use
highorder panel methods in combination with viscous/inviscid interaction. Since the first version of
XFOIL, the code has had several revisions. However, the main goal of XFOIL is still the same: the
analysis and design of subsonic airfoils. The analysis of multielement airfoils is not possible with the
current versions of XFOIL.
RFOIL is an adaptation of the XFOIL code by the Institue of Wind Energy in Delft. RFOIL includes
a method to predict the effect of rotation on airfoil characteristics. Details regarding the RFOIL code
are described by Van Rooij [53]. For higher angles of attack, the RFOIL code produces more accurate
results than XFOIL, when compared to experimental data [50].

VGK
VGK uses a FDM to solve the full potential equations and viscosity is only evaluated within the boundary
layer. VGK is limited to singleelement airfoils and the boundary layer needs to be attached for VGK to
produce results that represent real flow.
The results of VGK correlates well to experimental data when the boundary layer is attached and
present shock waves are weak [23]. If local separation of the boundary layer occurs or it is close
to separation, VGK is able to still give a good indication.

JavaFoil
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JavaFoil is an open source, relatively simple program that calculates the velocity distribution over the
surface of an airfoil using a panel method. The pressure distribution is found with the use of the Bernoulli
equation. Furthermore, JavaFoil is able to evaluate multielement airfoils.
JavaFoil does have its limitations. It is not able to model laminar separation bubbles or flow separation.
When stall occurs, separation is modelled to some extent using empirical corrections for ’conventional’
airfoils. For airfoils beyond stall, the solution becomes inaccurate.

Viiflow
Viiflow couples a 2D panel method with the integral boundary layer equations to arrive at a viscous
inviscid method. With a given displacement thickness, the boundary layer equations are solved and
the viscousinviscid coupling is down using a Newton method. It is written in Python and is able to
evaluate multielement airfoils. Viiflow shows a significant decrease in computational time compared
to XFOIL [51].

MSES
MSES is a tool developed for the analysis of multielement airfoils. It uses an Euler flow model that is
solved using a finite volume method. Similar to Viiflow, MSES includes a viscous boundary layer. This
will increase the computational time compared to the previously discussed tools. For a two element
airfoil using a typical grid (220 × 40), MSES will require about 10 seconds per iteration. For inviscid
cases, about 2 iterations are required and for viscous cases it can take around 15 to 20 iterations [13].

2.5.3. Reviewed solvers
In the previous section, multiple existing 2D and 3D solvers have been discussed. The main focus
has been on lower fidelity solvers as the FSI model should be able to evaluate different flight states in
the order of seconds. The discussed solvers aid towards answering the subquestions of Section 2.6,
which will be done in Section 3.1.

2.6. Research questions
Besides the main research question discussed in Chapter 1, other research questions need to be
addressed. To be able to answer the main research question, it is broken down into a set of more
detailed subquestions:

1. "How would an aerodynamic model look like that is able to evaluate viscosity, multi
element airfoils in the order of seconds and is suited for the simulation framework of
largescale, fixedwing AWESs?"

2. "How would a structural model look like that is capable of evaluating largescale, fixed
wing AWESs in the order of seconds?"

3. "How would the new aerodynamic and structural model be coupled?"

Furthermore, a question can be asked whether or not high fidelity modelling at this stage is needed
and when this should be done:

"Is highfidelity aerodynamic modelling needed for largescale fixedwing AWESs and at
what stage would this be done?"



3
Implementation of the FSI model

In this chapter, the implementation of the FSI model is discussed. First of all, the choice for the different
models is discussed. Followed by the implementation details of the aerodynamic model, structural
model and the FSI model.

3.1. Method selection
FromTable 2.1 and Table 2.2, 5 options remain for the aerodynamic solver: KiteFAST,QBlade, SHARPy,
AVL (although AVL has limited wake modelling capabilities) and VSAERO. Next to these, it is also pos
sible to program an aerodynamic solver.
VSAERO is part of the software package AMI Aero, which you need to contact in order to get an invoice.
Therefore for this thesis project and the use of the simulation framework, VSAERO is not a viable option.

The remaining options are thus: KiteFAST, SHARPy, AVL, QBlade and to program a solver. All of
these options need a way to include viscosity and multielement airfoils. This can be done with the
2D airfoil software of MSES or with Viiflow. Both programs are able to capture the viscous effects of
multielement airfoils. MSES is the more established program of the two and from within the Aerospace
section there is access to the MSES code. For those reasons, MSES will be used for the 2D analysis.

KiteAeroDyn uses the aerodynamic force calculating module in KiteFAST. The development of Kite
FAST was abruptly stopped and thoughts regarding the program have been published in the report of
Damiani [11]. The aerodynamics module in KiteFAST is tuned to the Makani M600 concept. Therefore,
KiteAeroDyn assumes one fuselage, two wings, a vertical stabilizer, horizontal stabilizers and pylons.
As indicated in the input files of KiteAeroDyn, it is not possible to input less than 1 pylon per wing. To
be able to run other kite geometries, such as the MegAWES model that is used in the simulation, the
code needs adjustments.

QBlade is a program used for the analysis of wind turbines. The option to analyse AWESs is build
into the program, however very little is known about this. The downside of QBlade, SHARPy and AVL
is that all of these programs are not written in Matlab and therefore can not be directly implemented into
the simulation framework. Next to this, there are some computational downsides to these programs,
e.g. QBlade is only available for Windows operating systems.

Besides the discussed downsides of the solvers, a force distribution on the upper and lower surface of
the wing is needed. The current finite element model used in the simulation framework is preferable
as its capabilities are used for the optimization of the structure of the wing. Force distributions on both
surfaces are needed as input for this model and there are no models currently out there that are low
fidelity, are able to split up the force between both surfaces and adhere to the rest of the aerodynamic
criteria. For those reasons, the decision is made to program a lifting line in Matlab and combine it
with MSES to include the viscosity and multielement airfoils. The pressure distributions produced by
MSES are used to obtain a chordwise force distribution on the upper and lower surface of the wing.

20
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The combination of these methods is able to adhere to all set aerodynamic criteria and can be easily
modified in the future by other researchers.

3.2. Aerodynamic model
Section 3.2.1 discusses the generation of the 2D data with MSES, Section 3.2.2 the generation of the
geometry of the aircraft, Section 3.2.3 the sweep correction factors for geometries with higher sweep,
Section 3.2.4 the generation of the wake points, Section 3.2.5 the generation of the Aerodynamic Influ
ence Coefficient matrix (AIC), Section 3.2.6 the calculation of the circulation distribution, Section 3.2.7
the force calculation and lastly Section 3.2.8 the force distribution chordwise.

3.2.1. Generation of 2D data
Before the lifting line code is able to run, 2D viscous airfoil data needs to be generated. This done in
three stages:

• Parameter sweep over positive angles of attack for the lift polars
• Parameter sweep over negative angles of attack for the lift polars
• Generation of the pressure coefficient distribution files

The first two stages of this process are separated to aid in the convergence of MSES. If the param
eter sweep would immediately be performed from the most negative angle of attack upwards, the first
point will most likely not converge. To be able to evaluate these angles of attack, one parameter sweep
is done from α = 0 upwards and one sweep from α = 0 downwards.

Furthermore, 7 inputs are required for the script to run. First of all, the airfoil coordinate file needs
to be present in the main folder. For the specifics on the format of this file, the reader is referred to [13].
The other inputs for the script are the Mach numbers, Reynolds numbers, array of positive angles of
attack, array of negative angles of attack, the number of elements of the airfoil and the airfoil extension.
The latter is needed for MSES to run and this extension will be used by MSES for all executable files.

Angle of attack sweep
The angle of attack sweeps are done for the Reynolds numbers that are inserted. First a spec file is
created for the positive angles. Again, for explanations about the format of the files and information
of the executable files, the reader is referred to [13]. MSET is run for the airfoil and the MDAT file is
created with the airfoil extension. The MSES file is edited for the specified Reynolds number and cor
responding Mach number, after which the code runs the MPOLAR function. MPOLAR creates the file
with the lift coefficient data and this file is automatically moved to the designated folder. These actions
are repeated for all inserted Reynolds numbers.
When this process is finished, it is repeated for the array of negative angles of attack.

Pressure coefficient distributions
To generate the pressure coefficient distributions, the script loops over the Reynolds numbers and the
angles of attack. The function runs MSET for the specified angle of attack, edits the MSES file for the
correct Reynolds and Mach numbers and executes MSES with a maximum of 100 iterations. After
running the MSES function, the pressure coefficient distribution over the surface is extracted with the
MEDP function. The distributions are moved to the designated folder after extraction.

3.2.2. Geometry generation
The geometry of the aircraft is generated in two stages. First of all, the finite element grid is utilised
and all of the info that can not be extracted from this grid is generated afterwards.
The geometry of the front part of the aircraft is extracted from the finite element grid. In that way, the
inputs for the lifting line and the structural model are similar. The control points, vortex points, local
chord, sweep, twist, dihedral and span are extracted from the grid.
Secondly the rest of the geometry is generated using function files and calculated from the parameters.
If the geometry is adapted, this should be done in geometry function files.
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3.2.3. Sweep correction
Previously, the 2D polars have been generated for the different wings and airfoil sections. However, 3D
flow phenomena will effect these polars in certain circumstances. The difference between 2D polars
and, as Goitia et al. [25] state, 2.5D polars originate from the sweep of the wing. If the wing is swept,
the sweep generates a spanwise boundary flow component, as can be seen in Figure 3.1a.

(a) Backwards swept wing and the different flows over the wing from
Goitia et al. [25]

(b) Generic sweep formulation [25]

Due to this spanwise boundary layer flow, the lift coefficient will differ at different sections of the
wing. At the root, the maximum lift coefficient is higher than at the tip (for a backward swept wing). This
is because the boundary layer is thinner at the root, due to the delayed stall and the opposite happens
at the tip. If the wing is swept forward, the stall occurs earlier at the root and is delayed at the tip.

When dihedral or sideslip of the wing increases, the determination of the sweep is not as trivial anymore.
The sweep becomes a function of the geometrical sweep as well as sweep regarding flow angles, as
displayed in Figure 3.1b. The latter is determined using the projection of the freestream velocity onto
the different panel surfaces. This projection of the freestream velocity is determined with Equation 3.1,
where ni is the normal unit vector of each panel.

Ut
∞i = U∞ − (U∞ · ni)ni (3.1)

In the local axis system, the sweep for each panel can be determined with Equation 3.2

Λloc,i = Λgeom,i + Λ∗
i = Λgeom,i + cos−1

(
∥Ut

∞i∥
Ut

∞i · i∗

)
(3.2)

Goitia et al. [25] propose a method for correcting 2D lift polars for these 3D effects. For an infinite
swept wing, this correction is Equation 3.3 and Equation 3.4. In Equation 3.4, α0 is de zero lift angle of
attack. Note that if Λloc,i is equal to zero, the 2.5D polars are equal to the 2D polars.

CL(2.5D) = CL(2D)cos2Λloc,i (3.3)

α(2.5D) = (α(2D) − α0)cosΛloc,i + α0 (3.4)
This correction is evaluated with MSES for a NACA4416 airfoil at sweep angles of 0,30 and 60, at

M = 0.2 and Re = 6E6. This is compared with CFD data from Goitia et al. [25] in Figure 3.2. The
correction of the lift polars for the different sweep angles agrees well with the CFD results. For very low
angles of attack, the polar deviates from the CFD results. However, for 0 degrees sweep, the lift polar
already deviates from the CFD results and therefore this deviation is not due to the sweep correction.

The approach for finite swept wings is similar to that of the infinite wing. The 2.5D polars are
generated using an effective sweep angle. This effective sweep angle at each section is:

Λeff,i = Λloc,iκΛ,i (3.5)
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Figure 3.2: Correction of 2D data for an infinite NACA4416 wing at different sweep angles

This effective sweep correction, κΛ,i is proposed to be a function of the aspect ratio and the spanwise
position. This function is assumed to consist of two different effects: one from the tip and one from the
root. The proposed function is described by the following equations:

κΛ(y) = 1 + κroot(η
′
root) + κtip(η

′
tip) (3.6)

η′root(y) =
y − yroot

c̄
= AR(η(y)− ηroot) = ARη (3.7)

η′tip(y) =
y − ytip

c̄
= AR(η(y)− ηroot) = AR(η − 1) (3.8)

Effectively, η′root(y) and η′tip(y)measure how many chord lengths a spanwise position is from either
the root or the tip. The two functions κroot(η

′
root) and κtip(η

′
tip) are designed with Bézier curves by

Goitia et al. [25] to fit experimental data. These curves and the resulting κΛ are plotted in Figure 3.3.
For increasing aspect ratios, the correction factor in the middle of the wing is 1. In the limit of infinity, the
effective sweep therefore becomes the local sweep as previously discussed. For aspect ratios below
approximately 5, the effect of the root will overpower the effect from the tip. This correction therefore
is only applicable for aspect ratios higher than 5, to prevent this nonphysical effect to occur.

Figure 3.3: κroot, κtip and κΛ for different aspect ratios from [25]
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Using this correction factor κΛ, the effective sweep can be determined using Equation 3.5. Equa
tion 3.3 and Equation 3.4 are replaced by Equation 3.9  Equation 3.11.

CL(2.5D) = CL(2D)F
2
Λ (3.9)

α(2.5D) = (α(2D) − α0)FΛ + α0 (3.10)

FΛ =

{
2− cos(Λeff ), Λeff < 0

cos(Λeff ), Λeff ≥ 0
(3.11)

This sweep correction is implemented in the lifting line. For each panel section, FΛ is calculated.
However, the quarter chord sweep of the current aircraft is very close to zero. When the sideslip angles
are low, the sweep correction becomes negligible. In the current model, the maximum value of FΛ is
1.00002 and the minimum value is 0.999990. In the current model, this sweep correction is neglected.
For every section, the lift polar needs to be corrected with a different value for FΛ and this has a negative
impact on the computational cost. Therefore, due to the added computational effort and the minimal
impact on the result, this sweep correction is neglected in the lifting line. However, when the geometry
of the aircraft is adjusted, this correction can be applied on the different sections.

3.2.4. Wake
The current wake model implemented in the lifting line is a frozen wake vortex model. Induction by the
aircraft on the wake or selfinduced velocities are neglected and geometric constraints and the free
stream velocity determine the shape of the wake. The wake is, similar to the control and vortex points,
generated in four separate parts: one for the main wing, one for the elevator and two for the different
vertical rudders.

The wake generation function needs the vortex points, local chord, flow angles, freestream veloc
ity, time step size and amount of time steps that the wake will be convected as input. The first wake
point will be positioned a quarter chord behind the trailing edge of the local section. The second wake
point will be convected with U∞dt.

Figure 3.4: Control and wake points as generated by Matlab

This results in four matrices of size N ×M , where N is the number of time steps +2 and M is the
number of vortex points. The +2 of N are the vortex points located on the wing and the second row are
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the points shed a quarter chord behind the trailing edge. After these two rows, wake points are added
with the previously mentioned increments. The resulting geometry is displayed in Figure 3.4.

3.2.5. Aerodynamic Influence Coefficient (AIC) matrix
Now that all the wake and control points are known, the AIC matrix can be computed. The choice is
made to follow the method explained by Katz et al. [31] instead of the method set out in Section 2.1.6
by Phillips et al. [47]. The reason for this choice is the easy numerical implementation of the method
by Katz compared to the method by Phillips et al.

The starting point for the calculation of the AIC matrix is the BiotSavart law. The general form of
the BiotSavart law for the induced velocity at an arbitrary point due to existing vorticity is:

u =
1

4π

∫
V

ω × r
∥r3∥

dV (3.12)

This expression can be simplified for a straight vortex filament with constant circulation Γ. The in
duced velocities in x−, y− and z−direction are calculated using the set of equations of Equation 3.13.
Point 1 and 2 are the beginning and end of the vortex filament, point p is the the point where the induced
velocity is required and the direction of Γ determines the sign.

Next to these equations, the code checks if R1, R2 or R1_2sqr is smaller than a certain number (in
this case this number is chosen to be 0.01). If one of these values is smaller than 0.01, the induced
velocity is set equal to zero. Otherwise, when the control points are located very closely to the vortex
segments, the induced velocity approaches infinity, which is nonphysical.

R1 =
√
(xp − x1)2 + (yp − y1)2 + (zp − z1)2

R2 =
√
(xp − x2)2 + (yp − y2)2 + (zp − z2)2

R1_2x = (yp − y1)(zp − z2)− (zp − z1)(yp − y2)

R1_2y = −(xp − x1)(zp − z2) + (zp − z1)(xp − x2)

R1_2z = (xp − x1)(yp − y2)− (yp − y1)(xp − x2)

R1_2sqr = R2
1_2x +R2

1_2y +R2
1_2z

R0_1 = (x2 − x1)(xp − x1) + (y2 − y1)(yp − y1) + (z2 − z1)(zp − z1)

R0_2 = (x2 − x1)(xp − x2) + (y2 − y1)(yp − y2) + (z2 − z1)(zp − z2)

K =
Γ

4πR1_2sqr

(
R0_1

R1
− R0_2

R2

)
U = KR1_2x

V = KR1_2y

W = KR1_2z

(3.13)

The different coefficients of the AIC matrix are determined by adding the influence of all the vortex
segments of a single horseshoe vortex. For a certain control point, the equations from Equation 3.13
are run for every vortex segment. A circulation of unit strength is assumed for all vortex segment and
the sign is determined according to the right hand rule. For each control point, this comes down to
3+2 (time steps) number of vortex segments. The first 3 are the influence of the bound vortex and the
first part of both the legs of the horseshoe vortex to the points shed a quarter chord behind the trailing
edge. The rest of the vortex segments of the legs of the horseshoe vortex are looped over and stored
in a 3D array. Summing over the third dimension and adding all the segments results in the influence
of the entire horseshoe vortex on this control point. This process is repeated for all control points and
all horseshoe vortices, resulting in a N ×N matrix, where N is the amount of control points (and thus
also the amount of horseshoe vortices).

This N × N matrix is composed out of 16 smaller matrices, since it is composed from four different
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lifting lines. Each lifting line has an influence on itself and the other three wings. Thus, this results in
4× 4 = 16 matrices. The code combines these 16 matrices into one big matrix: the AIC matrix. In total
there are 3 AIC matrices, one for each directional velocity and thus 3× 16 = 48 smaller matrices. The
only inputs required to compute these matrices, are the 4 sets of control points, 4 sets of wake points
and the cutoff distance.

3.2.6. Circulation distribution calculation
When the AIC matrices have been compiled, the iteration loop can be initiated to find the circulation
distribution. This iteration loop consists of the following steps:

• The following set of equations is solved for the induced velocities:

[u] = [AICu][Γ]

[v] = [AICv][Γ]

[w] = [AICw][Γ]

(3.14)

For the first iteration, an initial circulation distribution is inserted of a N × 1 array of ones. The
resulting u,v and w arrays are all of size N × 1.

• For each panel, the velocity normal to the panel and the tangential velocities are determined using,
Equation 3.15, where ni is the normal unit vector of panel i and ci is the unit vector in chordwise
direction.

Un,i = (U∞ + [ui; vi;wi]) · ni
Uc,i = (U∞ + [ui; vi;wi]) · ci

(3.15)

• The angle of attack at each panel is determined:

αi = tan−1

(
Un,i

Uc,i

)
+ αtwist (3.16)

• Using the KuttaJoukowski theorem and the viscous lift polars, a new circulation distribution can
be found using:

Γi =
1

2
ciUiCl(αi) (3.17)

• The newly found circulation distribution of Equation 3.17 and the initial circulation distribution are
combined to find the circulation distribution for the next iteration:

[Γ] = 0.95[Γold] + 0.05[Γnew] (3.18)

• The convergence is checked to determine if the loop is terminated. This number is defined as
max(abs(Γold−Γnew)). As long as this number is larger than 1E5, the loop repeats itself. When
the convergence is smaller than 1E5, the iteration is stopped.

3.2.7. Aerodynamic force calculation
The aerodynamic force on the aircraft can be calculated straight forwardly when the circulation distri
bution has been found. This circulation distribution provides an angle of attack for each panel from
the final iteration. Using this angle of attack, the lift and drag of the different wings can be found using
Equation 3.19.

Li =
1

2
ρU2

∞Cl(αi)dSi

Di =
1

2
ρU2

∞Cd(αi)dSi

(3.19)

Also, the moments can be determined easily by multiplying the forces of each panel with the respec
tive arm.
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3.2.8. Chordwise distribution
Initially, the idea was to not have information regarding the chordwise force distribution. However, af
ter the model was working, the idea changed and the chordwise force distribution is required. To not
change the working model, chordwise information is obtained using the pressure distribution from the
2D viscous polars. As the lifting line model only gives a force per spanwise section and the struc
tural model requires a spanwise as well as a chordwise distribution, the following approach is taken to
convert this point force at a spanwise location to a chordwise distributed force. As an example, the re
constructed MRevE airfoil from Eijkelhof [18], the pressure coefficient distribution and the lift coefficient
distribution is shown in Figure 3.5.

From the pressure coefficient, the lift coefficient over the airfoils upper and lower surface is determined
using:

Cl =

∫
Cp,l − Cp,ud

x

c
(3.20)

Note that in Equation 3.20 the influence of the skin friction is neglected. However, this factor will be
discussed in Section 4.5.

For both the upper and the lower surface, the lift coefficients for a given number of sections is de
termined. Figure 3.5c uses 20 sections for each surface. Each airfoil surface is normally distributed for
this number of sections in x

c . Each section approximates the pressure distribution integral numerically
and places this lift coefficient in the middle of the panel, as can be seen in Figure 3.5c. Afterwards, the
code determines the percentage per panel compared to the total lift coefficient of the entire airfoil. This
percentage is multiplied with the lift force outputted by the lifting line, to arrive at a chordwise distribution
of this force.
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(a) The reconstructed MRevE airfoil from [18] (b) Pressure coefficient distribution over the MRevE airfoil at
α = 0,M = 0.15 and Re = 1.2E7

(c) Lift coefficient distribution over the MRevE airfoil at α = 0,M = 0.15 and Re = 1.2E7

Figure 3.5: The reconstructed MRevE airfoil, pressure coefficient distribution and lift coefficient distribution.

3.3. FSI model
The different aspects of the aerodynamic model and their implementation have been discussed in Sec
tion 3.2. In this section, the implementation of the structural model and its coupling will be discussed.

3.3.1. Initialization
Before the FSI iteration loop is started, the deflection, structural twist, dihedral due to the deformation
and the overall force vector are set to zero. This is to make sure that for the first iteration loop, the
aerodynamic model evaluates the undeformed wing.
Furthermore, the convergence criteria are set. There are three criteria implemented and if one of the
three is reached, the code exits the iteration loop. First of all, a maximum number of iterations is set to
make sure that if the iteration loop does not converge, it will not run infinitely. The maximum number of
iterations is set to 10, as the experience has been that the loop has never exceeded this number when
it converges. The other two convergence criteria are for the lift and deflection. The loop stops if the
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difference in lift between two iterations is less than 100 Newton or if the maximum deflection between
two iterations anywhere on the wing drops below 1 mm.

3.3.2. Iteration loop
The iteration loop runs the aerodynamic model and structural model in a loop for every state, which are
determined by an array of angles of attack, roll angles and velocities. The loop runs in the following
order:

1. The deflection, structural twist, structural dihedral and force are taken from the previous state or
iteration as input for the iteration. In case there is no previous state or iteration, these parameters
are taken to be zero.

2. The aerodynamic model is run using the deflection, structural twist and dihedral as inputs, out
putting the force distributions on both surfaces and a new force vector.

3. The structural model is run with the force distributions of the surfaces, giving the deflection, twist
and dihedral due to the deformation. The forces outputted by the aerodynamic model are trans
ferred to the structural mesh within the structural model, using the coupling method described
in Section 2.3. At the end of the structural model, the deformations are transferred back to the
aerodynamic mesh and thus the output of the structural model is defined on the aerodynamic
mesh.

4. The convergence criteria are checked. If none of the criteria is reached, step 2 and 3 are repeated.
5. Before proceeding with the next state, the force vector, structural twist, structural dihedral and

deflection are stored in matrices. This gives matrices for the four variables where the result for
every state can be found.

Figure 3.6: Flowchart of the FSI loop.



4
Aerodynamic model validation

Some general cases have been put into the written lifting line code in order to validate the model. Next
to that, the chordwise force distribution method is discussed.

4.1. One point
A horseshoe vortex is created in matlab to validate the induced velocities on the control point located
on the bound vortex. Katz et al. [31] show that the induced velocity of a semi infinite straight vortex
filament is equal to:

v =
Γ

4πd
(4.1)

The control point is located at the origin, vortex points at (0,1),(0,1) and to simulate ‘infinity‘, the
other two points are located at (100,1) and (100,1). With d being 1 in this case. According to Equa
tion 4.1, the code should give 0.79577 (for a Γ value of 10). The Matlab code indeed gives 0.7957.

4.2. Multiple vortices
If multiple vortices are added, the induced velocities can also be easily determined using the same
method. Vortices are added at a d of 3,2,2 and 1 as can be seen in the following figure:

Figure 4.1: Multiple vortices validation, represented in 2D

The values according to Equation 4.1 should be: 0.2652 0.3979 0.7958 0.7958 0.3979 0.2652.
The code gives values of: 0.2651 0.3978 0.7957 0.7957 0.3978 0.2651. The very small discrepancies

30



4.3. Three horseshoe vortices 31

are due to the fact that 100 is not infinity, but if these points are taken closer to infinity, the solution
approaches the correct values.

4.3. Three horseshoe vortices
The third validation is three horseshoe vortices of different strengths. The circulation of the three vor
tices is 5,10 and again 5. These horseshoe vortices are shown in the following figure:

Figure 4.2: 3 Horseshoe vortices

In total there are 6 trailing vortices (2 per horseshoe) and 3 bound vortices. The bottom and top
one have a circulation of 5 and the middle one is chosen to be 10. The influence of the bound vortices
is expected to be zero, this is due to the fact that the angle between r1 and r2 is zero and looking
at the biotsavart law, if the cross product between these vectors is zero, the induced velocity will be
zero. Calculating the induced velocities of the trailing vortices with Equation 4.1, the code should give:
0.1326 0.3979 0.7958 0.7958 0.3979 0.1326.
The code gives the values: 0.1326 0.3979 0.7957 0.7957 0.3979 0.1326, which corresponds to
these values. Next to this, the induced velocities by the bound vortices are zero. This corresponds to
what was expected.
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4.4. Multiplane and boxwing
As the MegAWES model has a tail with wings in the same plane, the code needs to be tested for a
similar case. This can be done with multiplane and box wings. Gagnon et al. [24] evaluate a boxwing
at M=0.3. The CFD solver used, solves the steady Euler equations. Thedens compares the results
of the CFD solver of Gagnon et al. with results from APAME. The boxwing configuration is shown in
Figure 4.3.

Figure 4.3: Boxwing configuration [24]

The wings span b, fillet radius R and height over span h
b are all defined as a function of the chord c,

with b = 12c, R = 0.15c and h
b = 0.2. The wing its airfoil is a NACA0012 airfoil over the entire wing. As

the wing is evaluated at a Mach number of 0.3, the Reynolds number is equal to 7.24E6.

Both Gagnon et al. and Thedens evaluated the angle of attack for a target lift coefficient CL of 0.5.
The CFD solver of Gagnon et al. found the angle of attack to be 5.41, whereas Thedens achieved a
lift coefficient of 0.5 at an angle of attack of 5.86.

First of all, only the multiplane wing is run using the written Matlab code to see if the code is able
to evaluate multiple wings in the same plane. Next, the full boxwing is evaluated.

4.4.1. Multiplane wing
The multiplane wing is the box wing of Figure 4.3 without the vertical endplate to join the two wings.
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(a) Multiplane wing including wake

(b) 3D lift coefficient for the multiplane wing for angles of attack between 5 and 6 degrees

Figure 4.4: Multiplane wing

A sensitivity study is performed for the number of sections per wing. The lift coefficient for more
than 18 sections per wing changes with less than 0.1% and therefore 18 sections per wing is taken for
the multiplane wing. As the endplate joining the two wings will not produce lift if the wing is only under
an angle of attack, the result for this multiplane wing should be close to the results from Thedens and
Gagnon et al. for the boxwing. The 3D lift coefficient for this multiplane wing is displayed in Figure 4.4b.

For the target lift coefficient of 0.5, the multiplane wing needs to be at an angle of attack of 5.84 degrees,
which is close to the 5.86 from Thedens. Gagnon et al. found this angle of attack to be 5.41 degrees.

4.4.2. Boxwing
Now that the multiplane has been tested, the full boxwing could be implemented in Matlab. The mul
tiplane wing of Figure 4.4a is connected at both sides by a vertical wing, Figure 4.5a. Whereas the
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model used by Thedens and Gagnon et al. have a radius between the vertical and horizontal wing to
reduce compressibility effects, the wings here have been connected by a 90 degree angle.

(a) Boxwing including wake

(b) 3D lift coefficient for the boxwing for angles of attack between 5 and 6 degrees

Figure 4.5: Boxwing

Again, a sensitivity study has been done to see how many sections are needed so that the lift co
efficient changes less than 0.1% when increasing this number. For the boxwing this resulted in 21
sections per wing.

The angle of attack for the boxwing to achieve the desired lift coefficient of 0.5 is now 5.94. Again,
Gagnon et al. found an angle of attack of 5.41 and Thedens of 5.86.
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4.5. Chordwise force distribution
As discussed in Section 3.2.8, the code extracts the lift coefficient data from the pressure coefficient
data using numerical integration approximations. For a given amount of sections per element, the
lift coefficient is determined per panel. To validate if the approach taken is valid, two different cases
are investigated: a single and a multielement airfoil. The Makani M600 multielement airfoil and the
MRevE airfoil from Eijkelhof [18]. The MRevE airfoil is an adjusted version of the first element of the
M600 multielement airfoil. The camber of the MRevE airfoil is increased to be able to reach higher lift
coefficients. The multielement airfoil of the M600 and its distributions can be found in Figure 4.7. The
MRevE airfoil has been previously discussed and shown in Figure 3.5.

To check the validity of the chosen method, both airfoils are evaluated over a range of angles of attack.
The difference between the pressure distribution method and the values given by MSES is expressed
in percentage using Equation 4.2 and for the two airfoils this results in Figure 4.6.

Percentage =
∆Cl

Cl,MSES
100 (4.2)

The expectation for the lift coefficient for increasing angles of attack, is that the deviation from the
MSES lift coefficient will grow more profoundly. For increasing angles of attack, the flow around the
airfoil will become more turbulent. The transition point on the upper surface will move upstream and the
transition point on the lower surface downstream. The upper point however will move further upstream
than the lower point downstream, resulting in a more turbulent flow over the entire surface. Turbulent
flow results in an increase in skin friction and this factor is not taken into account when computing
the lift coefficient with the pressure distributions. This phenomenon also occurs for negative angles
of attack, but the other way around: the transition point on the upper surface moves downstream and
the transition point on the lower surface upstream. Therefore the deviation is expected to grow when
moving away from an angle of attack of zero. This is indeed observed in Figure 4.6.

Below the stall angle of attack, the deviation is well below 1% compared to the lift coefficient determined
with MSES. On top of that, the lift coefficients are not used as absolute numbers, but to determine a
distribution over the surface and then multiplied with the lift force computed by the lifting line. Therefore
this method is accurate enough for this model to determine chordwise force distribution.

(a) The deviation in percentage of the M600 multielement airfoil
compared to MSES

(b) The deviation in percentage of the MRevE airfoil compared to
MSES

Figure 4.6: The deviation in percentage from the chosen method compared to the values of MSES
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(a) The M600 multielement airfoil

(b) Pressure coefficient distribution over the M600 airfoil at α = 0,M = 0.2 and Re = 7E6

(c) Lift coefficient distribution over the M600 airfoil at α = 0,M = 0.2 and Re = 7E6

Figure 4.7: Makani M600 multielement airfoil, pressure coefficient distribution and lift coefficient distribution.



5
Model considerations

In this chapter, various aspects, choices and limitations of the FSI model are discussed.

5.1. Reynolds number variations
In this section, the chordwise force distribution method of Section 4.5 is discussed. The presented
method works well for a large angle of attack range. However, these results are evaluated at a single
Reynolds number. When the Reynolds number is increased, MSES returns peculiar pressure distribu
tions for certain Reynolds numbers.

(a) Pressure distribution, Re = 2E7, α = −0.25 (b) Pressure distribution, Re = 2E7, α = 0

(c) Pressure distribution, Re = 2E7, α = 0.25 (d) Pressure distribution, Re = 1.6E7, α = 0.25

Figure 5.1: Pressure distributions for the MRevE airfoil at 2 Reynolds numbers

37
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Subfigures (a)(c) of Figure 5.1 show the pressure distributions of the MRevE airfoil at a Reynolds
number of 2E7 and angles of attack of 0.25,0 and 0.25. Whereas for an angle of attack of 0.25, the
pressure distributions looks normal, the same airfoil at the same Reynolds number starts to develop a
pressure peak on the lower surface. This pressure peak is present for the rest of the angles of attack
at this Reynolds number. Figure 5.1d, shows the same airfoil at a lower Reynolds number, where the
pressure peak is not present. Next to this, the mpolar function of MSES is not able to converge for this
Reynolds number and airfoil. When using these pressure distributions, the wing loading becomes very
concentrated around the pressure peaks and much higher than on any other part of the wing where no
pressure peaks arise. This is due to the fact that these distributions are used to determine the chordwise
force distribution (Section 4.5). The wing loading for a scenario where the angles of attack are such
that the pressure distributions with pressure peaks are used and a scenario where this is not the case
are shown in Figure 5.2. The result of the pressure peaks is the resulting chordwise force distribution
that serves as an input for the structural model. In the case of the pressure peaks, the structural model
returns certain points on the lower surface to actually break away from the rest of the wing and the
input for the next iteration of the aerodynamic model will not represent the actual wing. Therefore it is
necessary to remove the pressure peaks, otherwise the entire FSI model will break down.

(a)Wing loading at higher loading

(b)Wing loading at lower loading

(c) Side view of the wing loading at higher loading (d) Side view of the wing loading at lower loading

Figure 5.2: The wing loading at two loading scenarios: one in the range of the pressure peaks and one outside of this range

The question arises if the pressure peaks do actually arise, if it is due to the poorly designed airfoil.
As explained earlier, the airfoil is reverse designed from images. It could also be due to the limitations
of MSES. To answer this question, the MRevE airfoil is evaluated with XFLR5 [65]. XFLR5 uses the
analysis capabilities of XFOIL and therefore should be capable of analysing the MRevE airfoil. The
comparison of both programs is shown in Figure 5.3 at a Reynolds number of 2E7 and an angle of
attack of 0.25. Over the majority of the airfoil, MSES predicts a higher ∆Cp compared to XFLR5. This
results in a higher predicted lift coefficient by MSES than predicted by XFLR5, but XFLR5 does show
a similar pressure distribution.
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Figure 5.3: XFLR5 and MSES compared for Reynolds = 2E7 and α = −0.25

If XFLR5 is used to evaluate the conditions of Figure 5.1, the resulting pressure distributions to not
show the same peaks as predicted by MSES:

Figure 5.4: MRevE airfoil evaluated with XFLR5 for Reynolds = 2E7 and α = −0.25, 0, 0.25

Figure 5.4 strengthens the idea that the pressure peaks of Figure 5.1 are due to some MSES in
duced problem. To generate the pressure distributions, one run is done from the first negative angle of
attack down and one run from 0 upwards. This indicates that MSES struggles to find a proper solution
for a zero angle of attack. When the positive angle of attack run is adjusted from 0 and upwards to
0.01 and upwards, MSES returns pressure distributions without any pressure peaks. For all of the
Reynolds numbers, this solves the problem of the pressure peaks. The underlying reason why MSES
has problems converging for an angle of attack of 0 at certain Reynolds numbers is not known. As
improving the source code of MSES is outside the scope of this thesis, no extra effort is put into solving
this particular problem.

Where this solves the problem for the pressure distributions, mpolar is still unable to converge for
all of the Reynolds numbers. Converging issues still occur and the mpolar function can not produce lift
coefficient polars for all Reynolds numbers. The choice is made to limit the Reynolds number for the
lifting line to a lift polar that is fully converged (in this case 1.2E6). As the lift polars are used to deter
mine the spanwise lift distribution and the pressure distributions are used to determine the chordwise
distribution, this choice entails that overall the lift is slightly underpredicted due to the use of lift polars
at lower Reynolds numbers. For determining the chordwise distribution, the correct Reynolds numbers
are used.
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5.2. Sensitivity analysis
In this section, a sensitivity analysis is performed on the number of panels spanwise as well as chord
wise.

5.2.1. Spanwise panels
The biggest contributor to the computational effort is the amount of spanwise panels. First of all, adding
extra spanwise panels increases the time needed for the spanwise force distribution. Next to this, the
chordwise force distribution needs to be determined for every panel. The computational time can be
reduced if the number of panels is chosen such that the calculated force does not change significantly
when more panels are added. Two different scenarios have been evaluated to determine this number:
one relevant to the cycle used by Eijkelhof [18], Figure 5.6.

Figure 5.5: Sensitivity analysis of number of panels front wing in lower loading

Both figures show the absolute lift force generated by the aircraft as well as the percentage differ
ence from the previous number of panels. Figure 5.5 shows the loading case relevant to the cycle of
Eijkelhof. An angle of attack of 3 degrees, roll angle of 20 degrees and a flight velocity of 80 meters
per second are used. The number of sections of the front wing is evaluated from 6 to 70 for these flight
parameters. When the number of sections is increased, the lift force converges, however not smoothly.
The rough character of the difference is probably due to the interaction between the wake of the front
and the rear. Figure 5.6 shows a more general loading case of an angle of attack of 5 degrees, roll
angle of 0 and a flight velocity of 100 meters per second. This case shows a smoother convergence.
Looking at both Figure 5.5 and Figure 5.6, when 30 spanwise sections are chosen, the difference when
adding more sections is less than 0.1 %. This difference is deemed as small enough that adding more
sections is not worth the extra computational effort. For that reason the choice is made to use 30
spanwise sections.
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Figure 5.6: Sensitivity analysis of number of panels front wing in high loading

5.2.2. Chordwise panels
Next to the amount of spanwise panels, the amount of chordwise panels needs to be determined. To
be able to do so, the same two cases as discussed in Section 5.2.1 are evaluated. Figure 5.7 shows
the deflections for varying number of chordwise panels and Figure 5.8 the structural twist.

Differences in both deflection and structural twist are due to the varying stiffness of the wing chord
wise. Depending on where the force is chosen to be applied chordwise, both deflections and structural
twist can vary for the number of sections. Although both the deflections and the structural twist do not
show a big dependency on the number of chordwise sections, it does influence the result. However,
next to the influence itself, computational effort should also be taken into account. With an increasing
number of chordwise panels, the computational effort increases.

Figure 5.7: Tip deflection for varying number of chordwise panels
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Next to the deflections, Figure 5.7 also shows the difference to the result of 40 chordwise panels.
40 chordwise panels is assumed to be enough to capture the chordwise effect properly. For the other
number of chordwise panels, the result is compared to the result of 40 panels and the difference is
shown. A similar approach is taken for the structural twist, as can be seen in Figure 5.8.

Figure 5.8: Structural twist for varying number of chordwise panels

Looking at both Figure 5.7 and Figure 5.8, 5 chordwise panels are already sufficient to capture the
correct behaviour of the wing. Due to the stiff nature of the wing, it is expected that not many sections
are needed to correctly predict the deflections and structural twist. Using 5 chordwise panels, the
difference in tip deflection compared to 40 panels is in the order of 1 mm and the structural twist differs
under 0.01 degrees. As computational effort is important for a preliminary design tool, the results of 5
chordwise panels is deemed to be accurate enough.

5.3. Wake sensitivity
In this section the length and the discretization of the wake is discussed. Both of these variables need
to be set before running the FSI model and this does not change throughout the loop.

5.3.1. Wake length
The length of the modelled wake influences the resulting lift force predicted by the model. The wake
model currently implemented in the FSI model is a frozen vortex wake model, meaning that the wake
only convects with the freestream velocity and does not self induce. Adding the wake rollup in the
model will increase the computational effort and this increase is at this moment not deemed worth the
increase in accuracy. The length of the wake in themodel is determined by three factors: the freestream
velocity, the time step size and the number of time steps. To determine the length of the wake, the high
loading case of Section 5.2.1 is taken (α = 5o, U∞ = 100m

s and a roll angle of 0). Figure 5.9 shows the
lift force for different wake lengths and the difference the increase in wake length induces per meter.
When the wake is modelled for 60 meter, increasing the wake length with 1 meter, the total lift force
changes with less than 0.01 %. As the change in lift force is less than 0.01 %, a wake length of 60
meter is assumed to capture the influence of the wake sufficiently.
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Figure 5.9: Lift for different wake lengths

5.3.2. Wake discretization
As the length of the wake is chosen to be 60 meter, the input for the discretization of the wake needs
to be determined. Figure 5.10 shows two examples of wake discretization. Figure 5.10a is the case
where the entire wake consists of a single vortex element. The first wake points is shed a quarter
chord behind the trailing edge and the second set of wake points are located 60 meters downstream.
Figure 5.10b shows the case where the wake is discretized in 10 vortex filaments. The effect of the
discretization can be that certain vortex filaments will be excluded from the aerodynamic calculation,
as discussed in Section 3.2.5.

(a)Wake with 1 vortex element (b)Wake with 10 vortex elements

Figure 5.10: Discretization of the wake using 1 or 10 elements

When the number of time steps and the time step size is varied, the result is Figure 5.11. The
product of the the time step size, number of time steps and freestream velocity is kept constant at 60
meter. When the wake is discretized in more vortex filaments, the predicted lift force increases, due
to the exclusion of certain vortex filaments by the rear part of the aircraft. The difference in lift force
between a wake comprised of a single filament and a wake of 500 filaments is slightly over 0.5 %.
As the computational effort increases with a more discretized wake, a wake with a single filament is
chosen.
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Figure 5.11: Lift force for varying wake discretizations

5.4. Computational time
The time needed for the FSI model to run is one of the important parameters for a preliminary design tool.
When running a cycle, following states will generally be very similar. For that reason, the calculated
aerodynamic force and deformation are used as the starting values for the following state. Therefore the
solution will converge faster and reduce the time needed for the simulation. Table 5.1 shows the time
needed for the different parts of the FSI cycle. The times for the lifting line, chordwise force distribution
and structures is per iteration of the FSI cycle. Generally, the first state needs about 5 iterations to
converge. Due to the previously explained method of using this output as the input for the following
state, further states only need 1 or 2 iterations to converge. The times of Table 5.1 are based on the
time needed by a MacBook Pro 2018 with a 2,2 GHz 6Core Intel Core i7.

PreFSI run Lifting line Chordwise force distribution Structures
±27 s ±1 s ±0.1 s ±1 s

Table 5.1: Computational times of the different parts of the FSI cycle

The time needed for the preFSI run is the most time consuming and largely due to setting up the
transformation matrices that are used to couple the aerodynamic and structural meshes. Furthermore
it extracts the lifting line geometric input data from the finite element grid. Not much can be done about
this time needed as the setup of the matrices simply takes computational effort.

Next to the times indicated in Table 5.1, the MSES files need to be generated. The time needed
for this depends severely depends on the amount of Reynolds numbers evaluated and the range of
angles of attack. Nonetheless, it will take anywhere up to 1 or 2 hours. This number is based on the
fact that for this research 141 angles of attack at 5 different Reynolds numbers for 2 different airfoils
were evaluated. The time needed is almost fully due to the time needed by MSES to evaluate the airfoil
and therefore not much could be done to reduce this time without diving into the source code of MSES.

5.5. Wing adaptation
The new model will be tested against the reference model of Eijkelhof [19] and the high fidelity results
of Pynaert [49]. As the simulation framework is being developed since these results have been ob
tained, the FE grid of the current wing in the framework is different from the FE grid used when Pynaert
obtained his results. The angle of attack is different for the two wings. As the input for the lifting line is
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extracted from the FE grid, the used grid and the resulting angle of attack need to be similar to be able
to compare the results. The difference in angle of attack is shown in Figure 5.12. The washout of the
wing can clearly be seen and there is an offset between the two grids of about 5 degrees. To compare
results between the different models, a correction is applied to the new grid of 5 degrees. This ensures
comparable aerodynamic results from the lifting line. The pressure distributions used for the chordwise
force distribution are taken at the corrected angles of attack as well.
Although this ensures proper aerodynamic results, when the deformations are calculated for the differ
ent models, this is done with the FE grid of the respectivemodel. Therefore, the deformations calculated
can be different from one another even though the same FE method is used.

Figure 5.12: Spanwise twist angle of the two different grids



6
Results

This chapter is divided into multiple sections. First of all the results for the aerodynamic model are
discussed in Section 6.1.

6.1. Aerodynamic model
The aerodynamic model is tested against the current model of Eijkelhof [18]. The flight path of the
aircraft is circular and the position on the path can be described with the circumferential angle. The
flight path, flight velocities, roll angles and angles of attack are displayed in Figure 6.1 and these are
the inputs for the model.

(a) The flight path and velocities (b) Roll angles over flight path

(c) Angles of attack over flight path

Figure 6.1: Input data for the reference model of Eijkelhof [18]
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Over the flight path, 4716 data points are available for these parameters. These are inserted in the
lifting line model and the resulting lift force for the reference model of Eijkelhof, the CFD and FSI results
of Pynaert and the result of the developed lifting line. Pynaert has taken circumferential angles of 0,
π
2 , π and 3π

2 and tested the reference model of Eijkelhof using CFD. Pynaert coupled his CFD result to
MSC Nastran for a full FSI model. One thing that should be kept in mind for the result of Pynaert is that
Pynaert did not use the exact input data for the angle of attack from Eijkelhof, but instead calculated
the angle of attack using the lift force given by the reference model and the inviscid CL −α curve. The
angles of attack that Pynaert used are therefore not exactly similar to the ones used by Eijkelhof and
used for the lifting line.

The lift on the aircraft for the different models is presented in Figure 6.2. The written lifting line code
predicts lower lift for all circumferential angles compared to the reference model. However, the lifting
line still slightly overpredicts lift compared to the CFD and FSI results. For increasing lift, the lifting line
result deviates more from the results from Pynaert. At the lower velocity points in the flight path, the
lifting line results are much closer to the CFD and FSI results.

Figure 6.2: The lift on the aircraft for the 4 different models

Multiple reasons for the slight overprediction of the lift compared to the results from Pynaert can be
identified:

• The fuselages are not in the lifting line model. Over the largest part of the flight path, the angle
of attack is negative. Vimalakanthan et al. [60] state that the contribution of the fuselages is 5%
of the total lift for the AP3 model. This estimation is at higher angles of attack, nevertheless is
does show that the fuselages influence the resulting lift. Vimalakanthan et al. investigated the
AP3 model of Ampyx Power and as the aircraft used for this research is based on an upscaled
version of this model, this estimation is reasonable.

• The interaction effect at the root of the wing and fuselages is not accounted for.
• Since the fuselages are not modelled, the lifting line slightly overpredicts the area of the wings.
Where the fuselages are supposed to be located, the lifting line assumes there is more lifting
surface and therefore overpredicts the wing area.

• The angles of rotation for the aircraft are not accounted for. These roll rates add a velocity on the
different control points and therefore influence the angle of attack and resulting lift.
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• The ailerons and their deflections are not included. These ailerons will change the 2D character
istics over certain parts of the front wing. As can be seen in Figure 6.1b, the aileron deflection
over this cycle is small. Nevertheless, this will influence the resulting lift.

6.2. FSI model
Using the resulting forces from the aerodynamic model, the structural model can be used to determine
the deformation of the wing. When an aerodynamic force distribution over the wing is inserted, the
structural model determines the deformation of each of the finite element grid points. Figure 6.3 shows
the deflection of the wing tip at a circumferential angle of zero, which is 0.35 m.

Figure 6.3: Deformation of the wing tip at high loading (circumferential angle of 0)

Figure 6.4 show the results for the deflection, dihedral and structural twist of the wing tip throughout
the full cycle. The deflections of the tip are for all angles 0.020.15 m lower than the results of Eijkelhof
[18]. As the aerodynamic forces predicted by Eijkelhof are higher throughout the entire cycle, it is
expected that the deformation will also be larger. Wijnja et al. [63] analysed the Makani M600 aircraft
and measured tip deflections. Although this aircraft is different from the used model, the deflections of
the tip are of similar order.
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(a) Tip deflection over the cycle (b) Tip dihedral over the cycle

(c) Structural twist at the tip over the cycle

Figure 6.4: Structural deformations of the tip over the cycle

Next to the variation of the tip, the spanwise deflections and dihedral are computed. Figure 6.5
shows these for a circumferential angle of 0 degrees, the first point of Figure 6.2. As the wing is fixed
in the middle, the deflection is zero at a spanwise position of zero. The dihedral does not go to zero, as
there is no control point in the middle of the wing. If there would be a control point there, the dihedral
would also be zero at this point.
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Figure 6.5: Spanwise deflection and dihedral for a circumferential angle of 0

Figure 6.4 and Figure 6.5 show that the deformations over the cycle are small. Considering the fact
that the aircraft analyzed is over 40 meter in total span, tip deflections of centimeters is not much. The
influence of the amount of structural twist and dihedral is expected to not be great as well. Due to the
washout of the wing, the lift at the tips is low, if not negative, see Figure 5.2b. At the tip the dihedral is
largest, but due to this effect, the overall lift will not be influenced much. The same reasoning holds for
the structural twist. Due to the washout, the structural twist has less influence on the overall lift when
approaching the tip. Looking at the spanwise variation of the structural twist and dihedral of Figure 6.6
at a loading case of the cycle, this can be seen clearly. The rough spanwise variation of the twist is
due to the interpolation of the thinplate spline method. The structural twist and dihedral angles close
to the middle are close to zero and therefore the influence on the lift produced by this part of the wing
is small. When approaching the tips, these angles become larger, but the washout of the wing limits
the effect on the lift.

Figure 6.6: Spanwise structural twist and dihedral for the lower loading case of the evaluated power cycle.
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The deflection, dihedral and structural twist are all used as input for the aerodynamic model. If the
FSI model is run for the entire cycle, the result is Figure 6.7. The results from the FSI model are slightly
lower than the result for the lifting line. Due to the high stiffness of the wing, the results for the FSI
model are close to the lifting line results.

Figure 6.7: The written FSI model compared to the reference models

The overall result shows that the new model is closer to the results of Pynaert over the entire cycle.
Table 6.1 shows the difference in percentage of the new and reference model compared to the FSI
results of Pynaert. The new model shows to be a big improvement from the reference model over the
entire cycle. The general trend is that for higher loading, the new model deviates more from the FSI
results than for lower loading. This seems to be caused by the the difference in CFD and FSI results
from Pynaert. The data from Pynaert shows a larger difference between FSI results and aerodynamic
results. In the new model, the difference for this aircraft is very small, where this is more pronounced
in Pynaerts results.

0 π
2 π 3π

2

Reference model 25.5 % 25.0 % 26.3 % 24.3 %
New model 9.0 % 6.9 % 1.1 % 6.3 %

Table 6.1: Difference of the old reference model and the new model compared to the high fidelity model of Pynaert at the
different circumferential angles.

The change in lift when including the structural model is more pronounced for the results of Pynaert.
Figure 6.8 shows the tip deflection over the cycle for the different models. The tip deflections of the
used model are similar for the four data points of Pynaert and therefore it can be concluded that the
bigger deviation between aerodynamic and FSI models does not stem from the deflections itself.
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Figure 6.8: The deflections for the different models

Secondly, the structural twist can be looked at to see if this deviates between the new model and
the results from Pynaert. Figure 6.9 shows that there is a difference between the structural twist results
of Pynaert and the new model. As the structural twist directly influences the angle of attack and there
fore the generated lift, this explains the bigger difference between the FSI and aerodynamic results of
Pynaert. The structural twist follows the general trend of the loading and at high loading angles, the
discrepancy between the two models increases, therefore resulting in higher deviations between the
FSI and CFD model of Pynaert at higher loading.
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Figure 6.9: The twist at the tip due to deformation of Pynaert and the new model

Overall the new model shows to be an improvement compared to the reference model of Eijkelhof.
Next to the improved results for the evaluated power cycle, the newmodel is not limited to the linear part
of the lift curve as was the case in the reference model. MSES is able to run from Matlab, eliminating
the need for knowledge regarding MSES. Generally, CFD results take in the order of hours, whereas
the new model is able to evaluate flight states in the order of seconds. Although the results still deviate
from high fidelity methods, the aerodynamic behaviour can be much better predicted compared to
the reference model, without the limitations the reference model experienced. However, there remain
some uncertainties regarding the new model. The difference in structural twist could be the result of
the different FE grids used, but also a difference in chordwise force distribution between the method
used and CFD.



7
Conclusion and recommendations

This chapter aims to draw a conclusion from the previously presented results, answer the research
questions and give recommendations regarding future work. Next to that an outlook will be given on
further use of the model.

7.1. Conclusion
Airborne wind energy aims to solve existing issues experienced by conventional wind turbines, such as
saturation of wind farms, material costs and fluctuating wind speeds. As airborne wind energy keeps
on developing, the need for a public reference system to compare research of universities as well as
companies has grown. The reference model of Eijkelhof et al. [19] provided such a reference system.
Within this reference model, there was room for improvement and this research has focused on the
FSI model of the framework. The aerodynamic model used by Eijkelhof is not able to capture viscous
effects, analyse multielement airfoils or easily run different geometries. With the aim to incorporate
these aspects into an FSI model, the research objective of this research was as follows:

"Provide an accurate and computationally efficient FSImodel for the simulation framework
of multimegawatt airborne wind energy systems that can be used for further development
within this framework."

First three subquestions needed to be answered in order to arrive at an FSI model:

1. "How would an aerodynamic model look like that is able to evaluate viscosity, multi
element airfoils in the order of seconds and is suited for the simulation framework of
largescale, fixedwing AWESs?"

2. "How would a structural model look like that is capable of evaluating largescale, fixed
wing AWESs in the order of seconds?"

3. "How would the new aerodynamic and structural model be coupled?"

The best way to incorporate all of the aspects into an aerodynamic model that is easy to adjust was
found to program a solver in Matlab. The 2D viscous airfoil program MSES was coupled to a lifting
line within Matlab. Next to the lifting line, a method was implemented to obtain the chordwise force
distribution on the upper and lower surface of the wing from the 2D pressure distributions. Although
this method is more time intensive than taking an existing solver, it is the best option for further research,
which will be elaborated upon in the recommendations.
MSC Nastran was used to obtain the deformations of the wing as this method is used by Eijkelhof
for research regarding the structural optimization of the wing. Therefore, this method was already
implemented for the current model and reverting to a simpler structural model would not be preferable
for future use of the FSI model.
The aerodynamic and structural model have been coupled using the inverse distance weighting and
a thinplate spline method. These methods have been proven to work in the old reference model and
as the aerodynamic model was adjusted in such a way that the output of the new aerodynamic model
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resembles the same output as the old reference model, this coupling method could be used for the new
model without major adjustments.
The resulting FSI solver is used to evaluate the power cycle previously run by Eijkelhof, resulting in
Figure 7.1. The result of the cycle shows that the new model is better capable of calculating the
aerodynamic force compared to the referencemodel, as can be seen in Table 7.1. Furthermore, the new
model is not limited to low angles of attack and capable of evaluating multielement airfoils. Although
the results are closer to the high fidelity results, there remain some uncertainties about the accuracy
of the new model. The difference in structural twist could be due to the different FE grids used or a
different chordwise force distribution obtained through the used method compared to CFD.

0 π
2 π 3π

2

Reference model 25.5 % 25.0 % 26.3 % 24.3 %
New model 9.0 % 6.9 % 1.1 % 6.3 %

Table 7.1: Difference of the old reference model and the new model compared to the high fidelity model of Pynaert at the
different circumferential angles.

Figure 7.1: The written FSI model compared to the reference models

The last research question to be answered was if high fidelity modelling is needed at this stage:

"Is highfidelity aerodynamic modelling needed for largescale fixedwing AWESs and at
what stage would this be done?"

As Table 7.1 shows, the reference model deviates about 25 % over the entire cycle from the high
fidelity results. When using the model in a simulation framework to estimate the power production of
AWESs, an overprediction in force of this magnitude will result in a large overprediction of the power
production. The new model shows a significant decrease in this deviation and therefore, when imple
mented, would predict the power production more accurately. When it is used as a preliminary design
tool, low fidelity modelling is able to give a good indication of the force. However, as high fidelity mod
elling is inherently more accurate, when moving from preliminary design to more detailed design, one
should switch to higher fidelity models.
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Next to the accuracy of the model, computational efficiency is of importance as it will be used mainly
as a preliminary design tool. One FSI iteration takes about 2 to 2.5 seconds, comprising of slightly over
one second for the lifting line and the chordwise force distribution and slightly over 1 second for the
structure side. A preFSI run needs to be done to compile the transformation matrices to transfer forces
and displacements between the two meshes and extracts the wing geometry from the finite element
mesh that takes roughly 27 seconds. Compiling lift polars and pressure distributions for the airfoils
using MSES needs to be done once before the FSI is initiated. Depending on the range of angles of
attack and Reynolds numbers, this can take up to 1 or 2 hours. As the output of one state is used as the
input for the following state, generally only one or two iterations are needed per state for the solution
to converge.

Overall, the FSI model shows an improved accuracy for all input data used. As it incorporates MSES
within Matlab and includes viscosity and multielement airfoils, the new model is able to contribute to
the ongoing research of AWESs. Improving the modelling accuracy of AWESs is one of the needed
improvements in order to compete with conventional wind energy methods and that is where this re
search is able to contribute. It can be used as a new reference model in the simulation framework and
can be easily build upon due to its setup in Matlab. Everybody with a background in Matlab and the
user guide should be able to adapt the model for a specific use case.

7.2. Recommendations
Although the new model shows promising results over the evaluated power cycle at a much lower
computational cost than CFD, there are still a lot of improvements that can be implemented. Some
improvements can be made to increase accuracy of the model, others to remove limitations or reduce
the computational time.

First of all, time could be invested to work out the problems of MSES. As discussed in Section 5.1,
MSES was unable to resolve the pressure distributions for the MRevE airfoil when starting at an angle
of attack of 0. Besides, the mpolar function was unable to resolve the lift polars for certain Reynolds
numbers, resulting in a lower Reynolds number polar used for all the airfoils and introducing an under
prediction in lift. As XFLR5 was used to validate that the airfoil could be resolved at 0 angle of attack,
there is some intrinsic error in MSES that causes this to fail. For this research only two types of airfoils
were used and therefore eliminating the non converged files was fairly easy. However, when research
is going to be done for multiple different airfoil runs, this task becomes very timeintensive. Investigat
ing the source code of MSES could therefore benefit the accuracy of the model and eliminating any
redundant processes taking place could also speed up the file generation process. As adjusting the
MSES source code was outside the scope of this research, no time has been invested to adapt MSES.

The aerodynamic model itself shows promising results, although multiple improvements can still be
made:

• The fuselages are not in the lifting line model. Over the largest part of the flight path, the angle of
attack is negative. Vimalakanthan et al. [60] state that the contribution of the fuselages is 5% of
the total lift for the AP3 model. This estimation is at higher angles of attack, nevertheless it does
show that the fuselages influence the resulting lift. Vimalakanthan et al. investigated the AP3
model of Ampyx Power and as the aircraft used for this research is based on an upscaled AP3
model, this estimation is reasonable.

• The interaction effect at the root of the wing and fuselages is not accounted for.
• Since the fuselages are not modelled, the lifting line slightly overpredicts the area of the wings.
Where the fuselages are supposed to be located, the lifting line assumes there is more lifting
surface and therefore overpredicts the wing area.

• The angles of rotation for the aircraft are not accounted for. These roll rates add a velocity on the
different control points and therefore influence the angle of attack and resulting lift.

• The ailerons and their deflections are not included. These ailerons will change the 2D character
istics over certain parts of the front wing. As can be seen in Figure 6.1b, the aileron deflection
over this cycle is small. Nevertheless, this will influence the resulting forces and moments.



7.2. Recommendations 57

• No real sideslip correction is implemented in the model at this point. At this moment the inputs for
the aerodynamic model in the framework does not include the sideslip angle, but if this changes,
a correction is needed for the sideslip.

The chordwise force distribution method that is used in this research shows reasonable results, how
ever, a proper validation study can be done with CFD data. As MSC Nastran is used for the structural
side of the FSI model, a force distribution is needed on the upper as well as the lower surface of the
wing. Other methods such as a vortex lattice method are unable to resolve this for the two different
surfaces, as they solve singularity strengths. This method shows however the low computational cost
and therefore it has benefits for the preliminary design phase. A 2D CFD validation study could show
the actual accuracy of this method compared to higher fidelity modelling.

The frozen wake model implemented currently is computationally efficient, but for more detailed wake
modelling and interaction it should be adapted. If the need is there to evaluate wind farms of AWESs,
the wake model can be adapted to a free vortex wake and the interaction between wakes of different
systems can be accounted for. This will increase the computational cost and if a single system is eval
uated, this increased computational cost is not preferable. For N wake nodes, a frozen wake models
computational effort is in the order of N , but when a free wake model is introduced, the effort is in the
order of N2.

The higher purpose of the FSI model is to more accurately predict the power production of the air
borne wind energy system at low computational cost. At the moment it is not able to do so, as it is not
implemented within the simulation framework of Eijkelhof. To be able to reach this goal, the FSI model
should be implemented in the Simulink environment of the framework.
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A
User guide FSI model

This user guide explains the different aspects of the FSI model developed in this research project. Step
by step, the guide will walk through the code and explain the different functions. The goal of this guide
is to enable anyone that has this guide and the Matlab code to run the code and adapt it.

A.1. Downloading required files
The files can be downloaded from: https://github.com/JelmerBlom/Aeromodel.git. One should gener
ally run the scripts from the folder ‘Aeromodel‘ if not indicated otherwise.

A.2. Running MSES from Matlab
To generate the 2D airfoil data, MSES is run with the file ’Generate_MSESfiles.m’. To be able to run
this Matlab script, make sure that you are in the ’Run_MSES’ folder, otherwise the script is not able to
run. This script generates the required data in three stages:

• Parameter sweep over positive angles of attack for the lift polars
• Parameter sweep over negative angles of attack for the lift polars
• Generation of the pressure coefficient distribution files

The first two stages of this process are separated to aid in the convergence of MSES. If the param
eter sweep would be immediately be performed from the most negative angle of attack upwards, the
first point will most likely not converge. To be able to evaluate these angles of attack, one parameter
sweep is done from α = 0.01 upwards and one sweep from α = 0.01 downwards.

To be able to run the ’Generate_MSESfiles.m’ script, one should be in the folder with the Unix exe
cutable files. Three folders need to be added within this folder: ’CP_distributions’, ’Polar_pos’ and
’Polar_neg’. The generated files will automatically be stored in these folders. If other names are pre
ferred, one could change the name of the folders, but need to be aware that it needs to be changed in
the script as well in that case.

Furthermore, 7 inputs are required for the script to run. First of all, the airfoil coordinate file needs
to be present in the main folder. For the specifics on the format of this file, the reader is referred to [13].
The other inputs for the script are the Mach numbers, Reynolds numbers, array of positive angles of
attack, array of negative angles of attack, the number of elements of the airfoil and the airfoil extension.
The latter is needed for MSES to run and this extension will be used by MSES for all executable files.
The Mach numbers, Reynolds numbers and angles of attack need to be inserted as arrays, e.g. Equa
tion A.1. The first number in the array of Mach numbers should correspond to the first Reynolds number
etc.

Mach =[0.1 0.2 0.3]

Reynolds =[1e7 2e7 3e7]
(A.1)
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A.2.1. Angle of attack parameter sweep
Both the positive and negative angle of attack sweep is done in similar fashion. The files are generated
in the following manner, where EXT indicates the extension of the airfoil to be evaluated. For general
formatting requirements, the reader is referred to [13].

1. The spec.EXT file is created in the format required by MSES. The spec.EXT file is a list of the
angles of attack to be evaluated.

2. Themses.EXT is created, which is a file indicating the flow conditions. The commands for creating
this file are specified in the file ’actions.txt’.

3. The mses.EXT is edited for the specific Reynolds and Mach number.
4. The ’mpolar’ executable is run for the specified angle of attack range.
5. The resulting polars are moved to the folders ’Polar_pos’ or ’Polar_neg’.
6. Step 25 are repeated for all Reynolds and corresponding Mach numbers.

A.2.2. Pressure distributions
The pressure distributions are extracted by running ’mset’ and using the specifiedpressure editor of
MSES ’medp’ to extract the distributions. During the angle of attack parameter sweeps, the surface
pressure data is also stored in the ’polarxP’ files, however not all sweeps are able to converge as
discussed in Section 5.1. Therefore the pressure distributions are generated using the first method
from the following steps:

1. The mses.EXT is created.
2. The mdat.EXT is created, using ’actions.txt’.
3. The mses.EXT is edited for the specific Reynolds and Mach number.
4. The initialization program ’mset’ is run.
5. ’mses’ is run to obtain the 2D data for the specified angle of attack.
6. The pressure distribution is extracted using ’medp’, the commands are specified in the file ’findcp.txt’.
7. The resulting file is moved to the folder ’CP_distributions’.
8. Step 37 are repeated for every angle of attack.
9. Step 28 are repeated for every combination of Reynolds and Mach numbers.

A.3. PreFSI run
Although the 2D airfoil data has been generated, more input is needed before the actual aerodynamic
and structural model can be run within the FSI iteration loop.

First of all, the parameters from MSC Nastran are imported. The structural properties of the front
wing are determined outside the Matlab script and need to be imported to calculate the deformations.
For the current wing geometry, these parameters are loaded from the ’PreFSI.mat’ file. Using these
parameters, both transformation matrices can be determined. The ’Pre_FSI’ function uses the FE grid,
wing parameters, chord positions, spanwise positions and the number of panels to determine the thin
plate spline transformation matrix and the inverse distance weighting matrix.

The geometry of the aircraft is generated in two stages. First of all, the finite element grid is utilised
and all of the info that can not be extracted from this grid is generated afterwards.
The geometry of the front part of the aircraft is extracted from the finite element grid. In that way, the
inputs for the lifting line and the structural model are similar. The control points, vortex points, local
chord, sweep, twist, dihedral and span are extracted from the grid.

The rest of the geometry is generated using function files and calculated from the parameters. The
four function files that generate the rest of the geometry are:

• Generate_mainwing(), this generates general parameters of the front wing. The parameters that
are extracted from the FE grid are inserted in the resulting struct.

• Generate_elevator(), which generates the elevator of the aft part.
• Generate_vert(), which generates the vertical wings on the tail.
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A.4. Aerodynamic model
The aerodynamic model is one of the major building blocks of the resulting FSI model. In this section,
the model will be elaborated on and discussed where certain parameters can be adjusted. This will
be done in a systematic manner, such that changes to the model can relatively easy be made. Firstly,
the in and outputs of the function will be discussed. After which each part of the code will be walked
through and discussed which parameters can be adjusted in each part.

A.4.1. In and outputs
The aerodynamic model is written in a function file and therefore it appears as a single line in the FSI
script. This is done to keep the overall FSI script as clean as possible.
To be able to run, the aerodynamic model needs 21 inputs to run, in the following order:

1. The flow velocity
2. The angle of attack
3. The sideslip angle
4. The roll angle
5. Number of chordwise panels
6. Dihedral at each panel due to the deformation
7. Twist at each panel due to the chordwise deformation
8. Deflection at the quarter chord line due to the deformation
9. Control points on the front wing
10. Vortex points on the front wing
11. Local chord at the control points
12. Local chord at the vortex points
13. Geometric front wing twist
14. Mainwing parameter struct
15. Elevator parameter struct
16. Vertical wing parameter struct
17. Front wing parameters from FE grid
18. Number of spanwise panels front wing
19. Number of panels elevator
20. Time step size
21. Number of time steps

If the aerodynamic model is run without a structural model or deformations, inputs 68 can simply
be set to zero.

If the aerodynamic model is run with these inputs, it will return four outputs: The total force vector,
the force matrix of the upper surface, the force matrix of the lower surface and the lift force on each
panel.

A.4.2. Initialization
In this section of the code, all other parameters are determined or calculated that are needed to find the
force distribution on the aircraft besides the inputs of Section A.4.1. These are set out in the following
list:

1. The number of panels for the vertical wing is set, which is chosen to be 3.
2. Three different airfoils are specified: one for the front wing, one for the aileron sections and one

for the tail. For the front wing this is the previously discussed MRevE airfoil and for the tail it is a
NACA0012 airfoil. The different panels on the front and rear part of the aircraft all get assigned
an airfoil shape. The code rounds the number of panels that fit the aileron width and starting point
from the tip.

3. The air density is set at ρ = 1.225 kg
m3 .
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4. The ’core_radius’ is set at 0.01 m, see Section 3.2.5.
5. The rotation matrix for the aircraft is set up using the angle of attack, roll angle and sideslip angle.
6. The 2D airfoil data is imported from the generated MSES files. Due to the convergence issues

of MSES, at the moment only polars at a Reynolds number of 1.2e7 are imported. If the MSES
convergence issues would be solved, more polars should be imported to have a more accurate
polar at each section.

7. The deflection (if there is any) is used to determine the new control and vortex points on the front
wing.

8. The control and vortex points are generated for the aft part of the aircraft.
9. The normal and chordwise unit vectors are determined for all panels.
10. The areas of each panel is calculated.
11. Sweep correction factors are calculated for the front wing. At the moment these correction fac

tors are commented out of the code, as the sweep on the current geometry is so little that the
correction factors are very close to 1. If geometries will be evaluated with higher sweep angles,
the correction factors can be uncommented and with these correction factors the angle of attack
and lift coefficients can be corrected according to Section 3.2.3.

12. The full geometry is rotated using the rotation matrix to arrive at the specified state.
13. The dihedral at each section is determined using the geometrical dihedral and the dihedral due

to the deformation of the front wing.
14. The wake is determined for the front as well as the aft part of the aircraft. With the current frozen

wake model, this is done before the iteration loop. If at some point a free vortex wake would be
desirable, the wake should be generated within the iteration loop, such that the induced velocities
at the wake points can be determined. This would increase the accuracy of the solution, although
the computational cost increases as well.

15. The AIC matrices are determined using the function AIC_calc. The only inputs for this function
are the 4 sets of control points, 4 sets of wake points and the cutoff distance. The way these AIC
matrices are built, is explained in more detail in Section 3.2.5.

A.4.3. Iteration loop
Now that all the parameters and matrices are known, the circulation distribution can be found using an
iteration loop. Before the actual loop is initiated, the convergence criterion and maximum number of
iterations can be set. The loop consists of the following steps:

1. The following set of equations is solved for the induced velocities:

[u] = [AICu][Γ]

[v] = [AICv][Γ]

[w] = [AICw][Γ]

(A.2)

For the first iteration, an initial circulation distribution is inserted of a N × 1 array of ones. The
resulting u,v and w arrays are all of size N × 1.

2. For each panel, the velocity normal to the panel and the tangential velocities are determined
using:

Un,i = (U∞ + [ui; vi;wi]) · ni
Uc,i = (U∞ + [ui; vi;wi]) · ci

(A.3)

In Equation 3.15, ni is the normal unit vector of panel i and ci is the unit vector in chordwise
direction.

3. The angle of attack at each panel is determined:

αi = tan−1

(
Un,i

Uc,i

)
+ αtwist + αtwist,structural (A.4)
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4. Using the KuttaJoukowski theorem and the viscous lift polars, a new circulation distribution can
be found using:

Γi =
1

2
ciUiCl(αi) (A.5)

5. The newly found circulation distribution of Equation A.5 and the initial circulation distribution are
combined to find the circulation distribution for the next iteration:

[Γ] = 0.95[Γold] + 0.05[Γnew] (A.6)

6. The convergence is checked to determine if the loop is terminated. This number is defined as
max(abs(Γold−Γnew)). As long as this number is larger than 1E5, steps 15 are repeated. When
the convergence is smaller than 1E5, the iteration is stopped. Reaching the maximum number
of iteration is the second way the iteration loop can be stopped. This number is set to 10000
as experience has shown that if the solution converges, the number of iteration needed is well
below 10000 and therefore 10000 can be seen as a number beyond which the solution will not
converge.

The function Aero_force determines the total force vector and moments on the aircraft using the
converged induced velocities at each panel.

A.4.4. Chordwise force distribution
The spanwise force distribution on the front wing has been determined in the iteration loop. However,
the structural model is not able to use this spanwise distribution, but needs a chordwise distribution on
the lower and upper surface of the wing. Therefore, the last section of the aerodynamic model deter
mines the chordwise distribution of the force on both surfaces using the pressure distributions and the
spanwise force distribution. The theory of this method is explained in Section 3.2.8.

The aerodynamic model determines the chordwise force distributions through the following steps:

1. The Reynolds number of each panel is determined, which differs due to the change in local chord
length.

2. An array of Reynolds numbers used for the generation of the MSES files needs to be specified
here. For this research this is an array from 8E6 to 2.8E7 with intervals of 4E6. These have been
chosen because these are the minimum and maximum Reynolds numbers encountered in the
evaluated flight path of Eijkelhof [18]. If other Reynolds numbers are used for the generation of
the 2D airfoil data, the same Reynolds number array needs to be inserted here.

3. A similar array as for the Reynolds numbers needs to be specified for the angles of attack. The
angles of attack used for the 2D data range from 15 to 20 with an interval of 0.25. Again, if these
angles are changed for the generation of the 2D data, this array needs to be adjusted in similar
fashion.

4. For all panels, the actual Reynolds numbers and Reynolds numbers used for the generated data
are compared. For each panel a Reynolds number used for the data generation that is closest
to the actual Reynolds number is determined. The same thing is done for the angle of attack,
resulting in a Reynolds number and angle of attack for each spanwise panel that is also used in
the data generation.

5. For each spanwise panel of the front wing, the chordwise force distribution is determined with
the function Chordwise_force. This function needs the Reynolds number and angle of attack
determined in step 4, the airfoil extension, the number of chordwise panels, the number of airfoil
elements and the spanwise lift distribution as inputs. From these inputs, the function outputs the
force magnitudes on both surfaces and the chordwise position of these forces. The method itself
is explained in more detail in Section 3.2.8.

The result from step 5 is the input needed for the structural model of the FSI loop.
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A.5. Structural model
The structural model is compared to the aerodynamic model relatively simple, as the more difficult part
of the structural model is setting up the FE model and running it in MSC Nastran. In this FSI model,
this is already done and only the results from the Nastran model are taken to calculate the deformations.

The structural model needs 5 inputs to run: the force matrices for the upper and lower surface of
the wing, both the transformation matrices and the number of sections of the halfspan. Furthermore,
the ’PreFSI’ file needs to be loaded to obtain the structural parameters, e.g. the stiffness matrix. The
structural model outputs the deflection at the quarter chord, the structural twist and the new deformed
FE grid.

The structural model works according to the following steps:

1. The forces on the aerodynamic mesh are transferred to the structural mesh using the inverse
distance weighting transformation matrices (one for the upper surface and one for the lower sur
face).

2. The structural deformations are determined using:

F = Kx (A.7)

3. The deformations on the structural mesh are transferred back to the aerodynamic mesh with the
use of the thinplate spline transformation matrix.

4. The twist due to the structural deformation is determined by taking the deformed LE and TE.When
these are deformed differently, there is a resulting angle between the two points.

5. The deformation of the lifting line is taken as the deformation at the quarter chord of the upper
surface of the FE grid. This introduces the assumption that the airfoil shape remains undeformed
under the deformation. As the wingbox is very stiff, this assumptions is deemed acceptable.

A.6. FSI loop
Now that all the building blocks of the FSI model have been explained, the iteration loop itself is the
last part of the model. The iteration loop runs the aerodynamic model and structural model in a loop
for every state. The loop runs in the following order:

1. The deflection, structural twist, structural dihedral and force are taken from the previous state or
iteration as input for the iteration. In case there is no previous state or iteration, these parameters
are taken to be zero. At the moment, the first state is thus an array of zeros for all four parameters.
If one wants to change the initial state, it should be changed here.

2. The time step size is determined using the current velocity.
3. The deflection, structural twist, dihedral and total force are set to the value of the previous state.
4. The aerodynamic model is run using the deflection, structural twist and dihedral as inputs, out

putting the force distributions on both surfaces and a new force vector.
5. The structural model is run with the force distributions of the surfaces, giving the deflection, twist

and dihedral due to the deformation. The forces outputted by the aerodynamic model are trans
ferred to the structural mesh within the structural model, using the coupling method described
in Section 2.3. At the end of the structural model, the deformations are transferred back to the
aerodynamic mesh and thus the output of the structural model is defined on the aerodynamic
mesh.

6. The convergence criteria are checked. If none of the criteria is reached, steps 35 are repeated.
7. Before proceeding with the next state, the force vector, structural twist, structural dihedral and

deflection are stored in matrices. This gives matrices for the four variables where the result for
every state can be found.
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A.7. General comments
If the FSI model returns an array of NaN, this is due to the range of polar data. If MSES is unable to
converge for the full range and the lifting line model requires a lift coefficient outside of the converged
range, it will produce a NaN for the circulation. When one NaN is in the array of the circulation, this will
produce an entire array of NaN’s in the following iteration as a result of the matrix multiplication.



B
MegAWES planform

Figure B.1: Wing planform of the used model [18]
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Figure B.2: Planform parameters [18]



C
MSES modification

The MSES version used in this research is a modified version of the original MSES program. Eijkelhof
modified the original MSES code to improve stall prediction. The method used is from Van Rooij [53],
which used this method to adjust XFOIL for better stall prediction, resulting in RFOIL. This method is
also described by Van Den Kieboom et al. [59].

In the wake interval of the boundary layer source code files, the shear lag coefficient is adjusted. For
both the laminar and turbulent interval the following shear lag coefficient, proposed by Van Rooij [53]
is used:

Kc = 4.65− .95tanh(.275Hk − 3.5) (C.1)

This is the only modification made to the original MSES source code.
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