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Abstract

Flapping wings display complex flows which can be used to generate large lift forces. Flexibility in
wings is widely used by natural flyers to increase the aerodynamic performance. The influence of
wing flexibility on the flow can be computed using numerical analysis with Fluid Structure Interac-
tion (FSI). However, there is a lack of open-source FSI methods. Therefore, a new implementation
is developed for the well-known CFD code OpenFOAM to facilitate FSI with the multi-physics cou-
pling library preCICE. The OpenFOAM adapter does not require changes to the OpenFOAM source
code and is compatible with a variety of OpenFOAM versions. Structural modelling is performed us-
ing the open-source code CalculiX.

The method is validated using the laminar incompressible cylinder-with-a-flap benchmark for
one steady and two unsteady cases. Good coherence is seen for the deflection and force generation,
but the coupled method is sensitive to the eigenmodes of the structural model.

The influence of inertial, elastic and aerodynamic forces is quantified using a 2D wing. A sinu-
soidal flapping motion is imposed on the leading edge of the vertical wing. The inertial force on the
wing dominates for high mass ratios and the wing deflection is rather independent of the flow. For
a low mass ratio, the wing deformation scales with the increasing elasticity. The maximum lift and
lowest drag were found for the wing with large flexibility and low mass so the passive deformation
by aerodynamic forces creates a favourable shape for lift production.

Flexible translating and revolving wings at an angle of attack of 45° show that chordwise flexibil-
ity decreases both lift and drag, however the lift over drag ratio is increased. The flow around both
wings forms a coherent structure with a Root Vortex (RV), Tip Vortex (TV), Leading Edge Vortex
(LEV) and Trailing Edge Vortex (TEV). The LEV on the revolving wing is stable for approximately up
to half the span because vorticity is transported outward in the vortex core. The flowfield and LEV
breakdown are consistent with experimental data of the same wing. The translating wing builds up
circulation but the LEV detaches quickly near the centre of the wing. Chordwise bending reduces
the angle of attack which decreases the distance to the core of the shed LEVs.
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RV Root Vortex

TE Trailing Edge

TEV Trailing Edge Vortex

TFI Transfinite Interpolation

TV Tip Vortex

URANS Unsteady Reynolds Averaged Navier Stokes

UVLM Unsteady Vortex Lattice Method



Nomenclature

Greek Symbols
Symbol Description Units
α Angle of attack rad
δ Chord lengths travelled at reference length −
Γ Circulation m2 s−1

Γ Interface between fields −
λ2 Vortex criterion s−2

µ Dynamic Viscosity kgm−1 s−1

ν Kinematic Viscosity m s−1

ν Poisson’s ratio −
Ω Angular velocity rads−1

Ω Antisymmetric part of the velocity gradient s−1

Ω Solver domain rads−1

ω Vorticity s−1

Φ Flapping angle amplitude rad
φ Flapping angle rad
φ Wall flux in simulation −
Π1 Effective Stiffness, see eq. 2.19 −
ρ Density kgm−3

τ Dimensionless time −
τ Viscous stress tensor Nm−2

θ Pitch angle rad
Roman Symbols
Symbol Description Units
EI Flexural stiffness Nm2

FR Frequency Ratio −
Re Reynolds number −
Ro Rossby Number −
St Strouhal number −
A∗ Dimensionless stroke amplitude −
c chord m
Cd ,CD (Sectional) Drag coefficient m
Cl ,CL (Sectional) Lift coefficient m
D Drag N
E Young’s modulus Nm−2

F Force N
f Frequency Hz
g Gravitational constant ms−2

h Helical density ms−2

h Wing thickness m
I Area moment of inertia m4

xxi



xxii Nomenclature

k Reduced frequency, see eq. 2.1 −
L Length scale m
m∗ Mass ratio −
p Pressure Nm−2

Q Vortex identification criterion, see eq. 2.27 s−2

R Wing radius m
r radius m
S Symmetric part of the velocity gradient s−1

S Wing area m2

T Time scale s
t Time s
U Velocity ms−1

u Flow velocity field ms−1

u Structural displacement m
W Work j
x Mesh displacement m
Superscripts
Symbol Description Units
* Dimensionless equivalent of a quantity −
Subscripts
Symbol Description Units
cn Cosine −
D Lift −
f fluid −
L Drag −
LE Leading edge −
N Normal −
s structure −
sn Sine −
T Tangential −
T E Trailing edge −
dev Deviatoric part of a tensor −
ext External −
hyd Hydrostatic part of a tensor −
ref Reference value −
root Property at the wing root −
tip Property at the wing −
Other Symbols
Symbol Description Units
∆ Difference −
∇ Nabla operator −



Chapter 1
Introduction

Over the past years an increment interest in Micro Aerial Vehicles (MAVs) has lead to an increase
in research towards flapping wing aerodynamics. This research is often based on natural flyers
as these display remarkable capabilities in force production, manoeuvrability and efficiency. Cur-
rently, these capabilities are unmatched by man made flyers. The aerodynamic phenomena found
on flapping wing are different from the classic airfoil theory that is used at higher Reynolds num-
bers. Unsteady phenomena play a large role in the force production by flapping wings, as shown in
figure 1.1.
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Figure 1.1: Maximum lift coefficient as a function of the Reynolds number. The shaded area indi-
cates lift generating capabilities from steady flows. From Jones & Babinsky (2010)

As the Reynolds number decreases from 105 and 104 a sharp decline is seen for the lift gener-
ating capabilities of steady flows. This denotes the border between steady and unsteady lift gener-
ating mechanisms. Beneath this border traditional lift generation mechanisms such as translating
and rotary suffer from reduced performance. In contrast flapping wings benefit from the unsteady
aerodynamic phenomena at low Reynolds numbers which permit the generation of large lift forces.

Several unsteady aerodynamic effects are found on flapping wing: The Wagner effect, added
mass effect, clap and fling effect, Kramer effect, wake capture effect, tip vortex contribution and
a stable LEV. The latter effect was first recognised by Ellington et al. (1996) and is often the most
prominent feature for lift generation in flapping wing aerodynamics. It is seen on wings moving at
a high angle of attack which feature dynamic stall (Sane, 2003). A vortex is formed over the lead-
ing edge which can remain stably attacked to the wing surface. A low pressure area inherent to the
vortex creates a large suction force on the wing. The suction force acts perpendicular to the wing
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2 1. Introduction

surface and are the dominant component of the forces. Therefore, the force contribution acts per-
pendicular to the wing for large angles of attack (Birch & Dickinson, 2001). The high suction force
leads to a maximum in the lift coefficient for 45° angle of attack (Percin & van Oudheusden, 2015;
Trizila et al., 2011; Phillips & Knowles, 2011).

The motion of flapping wings is determined by an acceleration phase and a phase of rectilin-
ear motion. Both translating and revolving wings at high angles of attack are capable of developing
a LEV at the acceleration phase, but only for revolving wings the LEV can remain stably attached
to the wing surface Lentink & Dickinson (2009b). For translating wings a vortex streak is formed
which resembles the von Kármán vortex street behind a cylinder. Early research by Ellington et al.
(1996) postulated that the LEV stability in revolving wings was caused by outboard vorticity trans-
port. Lentink & Dickinson (2009b); Jardin & David (2015); Jardin (2017) evaluate the influence of the
various apparent rotational effects on the LEV, and reach the conclusion that mainly the Coriolis
force is responsible for the stability of the LEV. The relative influence of the Coriolis force is related
to the degree of translating versus rotating motion, expressed in the Rossby number. The rotational
effects scale inversely with the Rossby number on the wing, and the LEV stability is deteriorates for
higher Rossby numbers.

Apart from a different flapping motions, natural flyers exhibit flexible wings. Birds and bats ac-
tively deform their wings, while most insects rely on passive wing deformation (Shyy et al., 2013).
Experimental research Zhao et al. (2010) showed that the application of flexibility on a simple re-
volving wing leads to smaller lift but decreases the drag likewise. Numerical research on 2D and 3D
flapping wings showed that the wing efficiency for a given angle of attack can be increased by the
application of flexible wings. The dynamic behaviour of the wing is categorised by the mass and
frequency ratio, which determine the relative importance of the inertial, elastic and aerodynamic
force on the wing. Vanella et al. (2008); Dai et al. (2012); Luo et al. (2010) found that relative low
mass ratios flapping wing reaches the largest lift over drag (L/D) for a frequency ratio near FR = 1/3.
Heavier wings create an advanced pitching motion and the point of best performance is reached for
more flexible wings.

More recently experiments towards the influence of flexibility on flapping wings was performed
using tomographic Particle Image Velocimetry (PIV) by van de Meerendonk (2016). In this work a
revolving wing was tested for three wings with a varying elasticity. The lift and drag decreased for
the added elasticity, but an increase in L/D ratio was noted. The flowfield showed similar structures
for the flowfield with more coherency for larger elasticity. Furthermore, the LEV of the flexible cases
was more compact and showed higher levels of vorticity transport through the LEV core. Breakdown
of the LEV is seen for all three wings around midspan after the wing revolved for approximately 40°.

Numerical modelling of the wing using a Fluid Structure Interaction (FSI) method can be used
to gain more insight in the fundamental interaction that takes place between the structure and the
fluid. A FSI models The interaction between the fluid and structure by exchange of boundary data.
From the fluid side, the force or equivalent quantity has to be mapped onto the structure. The struc-
ture is then evaluated which leads to a structural deformation which is which in term affects the fluid
flow. FSI simulations with large interaction require implicit coupling, where multiple subiterations
can be used for every coupling timestep.

Several commercial methods exist for the modelling of FSI coupled simulations. On the open-
source side a smaller variety is seen. The most used open source CFD code, OpenFOAM does not
include standard methods of creating a FSI simulation (OpenFOAM and The OpenFOAM Founda-
tion, 2018).

Generic FSI coupling can be performed by simply exchanging boundary data through text files,
however this poses large limits on the scalability of the simulations. More sophisticated methods
also exist, such as FOAM-FSI developed by Blom et al. (2015). However it is not without its draw-
backs, since it is not being maintained. Recent progress by Chourdakis (2017b) has opened the door
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for a new approach: In this work a method is proposed to couple OpenFOAM with other packages
for conjugate heat transfer simulations. The communication between the packages is performed
using the multi-physics coupling library preCICE Uekermann (2017). In this thesis the OpenFOAM
adapter is further developed to extend its capabilities to FSI problems with OpenFOAM. The research
goal of this thesis can therefore be stated as:

This research aims at improving the understanding between the flexibility of flapping wings
and the aerodynamic by constructing a numerical Fluid-Structure Interaction model using
open-source software.

To reach the goal this work is divided in three parts. First a literature review of flapping wings
and fluid structure interaction is given. Chapter 2 focusses on the flow phenomena on flapping
wings and the implication of flexibility in wings. Theory on FSI is treated in Chapter 3, where the
different steps that are implemented in the coupling code are evaluated. The second part explains
the method that is developed in this thesis. Chapter 4 treats the implementation of the OpenFOAM
adapter and is followed by chapter 5 which explains the validation procedure: First the numerical
model of the fluid and the structure are validated separately, which is used to quantify errors in the
individual solvers. One way coupling of the coupled problem is then used to verify that the mapping
of parameter is performed accordingly. Next, full coupling is performed to finalize the validation
procedure. The benchmarking case by Turek & Hron (2006) is used for this purpose.

The last part of this thesis focusses on fluid structure interaction modelling of flapping wings.
A strongly coupled simulation of a 2D flapping wing is evaluated in chapter 6. Here the influence
of the wing mass and elasticity on the force coefficients is derived. Furthermore, the effect of the
flexibility on the flow field is evaluated. The influence of flexibility on a 3D wing is treated in chapter
7. Three wings of various elasticity are tested in both a translating and revolving motion. Finally,
chapter 8 summarizes the conclusions from the thesis and gives recommendations for further work.





Chapter 2
Flapping wing Aerodynamics

In this chapter the theory behind flapping wing aerodynamics is presented. This theory forms the
basis for the largest part of the thesis. Numerous studies have already been performed towards
flapping wing aerodynamics, and this has enlightened a lot of knowledge about the flow phenomena
which are present on flapping wings. Still, much work is yet required in flapping wing aerodynamics.
In the research by Gutierrez et al. (2017) it is shown that common quasi-steady methods for lift
prediction are inconsistent and inaccurate. Therefore there is a need for high fidelity models to
predict the aerodynamics around flapping wings.

The effect of various flapping parameters will be treated. Also the fundamental flow phenomena
that are seen are discussed. First an overview of rigid wings is given, since the research in flapping
wing aerodynamics has started in this field.

Next the role of flexibility in flapping wings is given in section 2.4. Here, additional parameters
are treated which influence the flow around the wing. Furthermore, differences between flexible
wings and rigid wings are given.

2.1. Kinematics of flapping flight
The forces on flying objects can be decomposed in four components: Lift, gravitational force, thrust
and drag. For steady flight, the lift should equal gravity, and the thrust the drag, respectively. Most
human made aircraft rely on a separation of the lift and thrust creation. Lift is generally created by
a stationary wing and the thrust by an engine.

Natural flyers such as birds, bats and insects utilize their wings to create both lift and thrust
with a single body part, eliminating the necessity for a separate thrust generating system. In the
past decades, MAVs have been built which rely on flapping wings for both lift and thrust generation,
such as the Delfly, described by de Croon et al. (2012). The wings of these flyers provide both lift
and thrust because they create their own movement relative to the flow by flapping. With respect to
stationary wings, this complicates the description of the wing kinematics, since the wing location
(and shape) is now varying in time.

2.1.1. Wing movements
The movement of flapping wings is divided in two phases, respectively the upstroke and down-
stroke, see figure 2.1. The stroke reversal between these phases are called the supination and prona-
tion. The former follows after the downstroke, the latter after the upstroke. Figure 2.2 denotes the
parameters which are used to characterise the flapping motion.

Alternatively to the rotational flapping motion displayed in figure 2.1, a translational motion is
present in many studies. The translational motion is normally referred to as a plunging, and denoted
by h(t ) which replaces φ(t ) and is a length scale.
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Figure 2.1: Basic kinematics of a flapping wing, modified from Sane (2003). (Left) Wing planform
with the span and mean chord. (Middle) Stroke path. (Right) Flapping motion.
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Figure 2.2: Flapping parameters, modified from Lu & Shen (2008) and Shyy et al. (2013). (Left) D
and U denote the extrema which are separated by the stroke angular amplitude, Φ. φ(t ) denotes
the positional angle of the flapping wing, α is the geometric angle of attack with respect to the
stroke plane, or the pitching angle. (Right) The stroke plane is defined by the wing base and the
wing tip position at maximum and minimum sweep. The elevation angle of the wing is given by
θ(t ).
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2.1.2. Description of the wing motion
For a given wing the positional angle, elevation angle and pitch can then be expressed as a function
of the flapping frequency or its non-dimensional counterpart: the reduced frequency. Equation 2.1
gives the general expression for the reduced frequency. The second part is the form for hovering
flight (no free stream velocity). In that case the reference length and velocity are respectively the
span and the tip velocity: Lref = R and Uref = 2πΦ f R. The reference velocity in hovering flight can
alternatively be defined as some other spanwise velocity. The velocity at mid-span, 75% span or at
the tip are commonly used (van de Meerendonk, 2016, p. 5).

k = 2π f Lref

2Uref
= π

ΦAR
(2.1)

The kinematic angles can then be expanded in Fourier series to represent a large variety of smooth
motions that are found in flapping wings in nature:

φ(t/T ) =
3∑

n=0

[
φcn cos(2πkt/T )+φsn sin(2πkt/T )

]
, (2.2)

θ(t/T ) =
3∑

n=0
[θcn cos(2πkt/T )+θsn sin(2πkt/T )] , (2.3)

α(t/T ) =
3∑

n=0
[αcn cos(2πkt/T )+αsn sin(2πkt/T )] . (2.4)

2.1.3. Propagation of the wing
To quantify the flapping period, different measures exist. The Formation Number (FN) is used by
Poelma et al. (2006). It is defined by the distance the wing section travelled with respect to the
reference chord. Since the formation number is a function of time and spanwise location, it rises
quicker at the tip than at the root:

F N = x(r )

c
. (2.5)

The formation number allows different sections of the wing to be compared for the same dis-
tance travelled. For comparing the wing at a certain time-instance the non-dimensional time or the
travel length can be used. T is the flapping period, so the dimensionless time reaches one after a
completed period. The measure δ is the distance travelled at some reference spanwise position, so
for one chord length travelled it reaches unity:

t∗ = t

T
, δ∗ = δ

c
. (2.6)
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2.2. Flow phenomena in flapping wings
The unsteady flow that occurs on flapping wings displays a large number of aerodynamic phenom-
ena. Depending on the type of flow, these phenomena carry varying importance in the determina-
tion of the aerodynamic forces. In flapping wing literature different effects are recognised. This may
be attributed to the fact that some effects may incorporate flow features that can also be named
under other effects. The different phenomena that are distinguished in this thesis are (Sane, 2003;
Shyy et al., 2013):

Wagner Effect
An impulsively started wing will not create the steady state lift immediately. Rather, according to
Wagner (1925) the instantaneous lift is half the steady state value, and the rest of the lift is build-up
asymptotically until reaching the steady state value.

The lift builds up gradually because of two processes. First, the Kutta condition is established
after a finite time because of the viscous action that causes delay. More importantly, the circulation
of the trailing edge has to be shed. The so-called starting vortex influences the circulation on the
airfoil which diminishes with distance. Only when the starting vortex is far away, the steady-state
lift is reached.

The Wagner function shows an initial lift which is half the final lift, by non-circulatory effects.
This lift is caused by the acceleration of the fluid particles and is referred to as the added mass effect.
This effect is treated below more extensively.

Sane (2003) mentioned on the basis of various studies that the Wagner effect might not be very
strong in Two Dimensional (2D) wings in the low Reynolds number as found in insect flight. For
Three Dimensional (3D) flapping wings the Wagner effect was found to have a small influence.

Clap-and-Fling
This effect is a wing-wing interaction effect, also known as the Weis-Fogh mechanism. In nature
pigeons use it for large lift creation at take-off and insects such as the dragonfly use the mechanism
for high lift creation. The DelFly MAV makes use of the clap-and-fling effect as discussed by de
Croon et al. (2012); Gillebaart (2011).

Figure 2.3 shows the clap and fling effect. During the clap motion the wings move towards each
other (A) and touch (B). The junction of the two wing surfaces in (C) is paired with the acceleration
of the fluid between the wings as a jet. The fling phase commences with the suction of fluid by the
separation of the two wing surfaces (D). Next the leading edge vortices are created near the wing
surfaces when the wings move apart (E). The starting vortices that are formed at the trailing edge
annihilate each other since they are of opposite circulation, thereby mitigating the slowdown in lift
build-up predicted by the Wagner effect.

Delayed stall and LEV
For an impulsively started inclined wing the circulation on the airfoil is build up over time. This
is because a circulation is created both at the leading edge and the trailing edge, the latter in the
form of the Trailing Edge Vortex (TEV). The TEV quickly convects in the free stream and thus a net
circulation is the result. For low angles of attack and rounded leading edges, the flow stays attached
to the airfoil and lift is created as seen on aircraft wings. For flat plates or airfoils operating at higher
angles of attack, the flow separates and forms a vortex which can stay closely attached to the wing,
the so-called Leading Edge Vortex (LEV).

Depending on the flow conditions and airfoil, the LEV can stay attached for some time to the
airfoil, hence delaying the stall.

The LEV is an extremely important phenomenon in natural flight and is utilized by a great variety
of flying insects, birds and bats. The high flow velocity induced by the vortex leads to a low pressure
area on the top side of the wing which creates a lift force. The pressure contribution is creates a
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Figure 2.3: Clap and fling effect, from Sane (2003).

force normal to the wing surface, and for higher angles of attack the resulting force on the wing is
virtually oriented 90◦ with respect to the wing surface as described by Birch et al. (2004). Hence the
resulting force is dominated by the pressure forces, which are created for a large part by the LEV.

In 3D flight, the LEV can be stabilized by the presence of spanwise flow, which creates a dis-
placement of the vorticity in the flow from the root to the tip of the flapping wing Ellington et al.
(1996). An example of an insect wing with a LEV experiencing spanwise flow is given in figure 2.4.

Figure 2.4: Leading edge vortex with spanwise flow, from Sane (2003).

Added mass
For any object that is accelerated in a fluid, the surrounding fluid particles will need to be accel-
erated too. This reaction force of the fluid with respect to the wing is felt as if the wing has more
inertia, therefore this term is referred to as ’added mass’ or ’added mass inertia’. The added mass
effect is particularly important for high flapping frequency in a high density medium (Kang et al.,
2011).

The determination of the added mass term is not trivial, because it is difficult to distinguish the
different terms of the force production in the accelerating flight (Sane, 2003). The magnitude of the
added mass is usually a fraction of the total fluid mass which is displaced by the body, as noted by
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Kang et al. (2011). Moreover, the acceleration of the body may not be the same as the acceleration
of the fluid particles (Katz & Plotkin, 2001, p. 441).

Wing-wake interactions
The flapping wings create vortices which are shed in the flow. These vortices are composed of high
energy regions and therefore the creation contributes to the drag. By capturing these high energy
regions, insects can regenerate part of the energy in the vortex, as hypothesised by Dickinson et al.
(1999)

The mechanism is shown in figure 2.5. The set of vortices created by the previous stroke phase
(A, B, C), induce a higher velocity on the wing surface, thereby augmenting the resulting force (E).
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Figure 2.5: Wake capturing effect, from Sane (2003).

Kramer effect
The Kramer or rotational effect exists in the pronation and supination of the flapping phase. The
effect is named after M. Kramer who first described it (Kramer, 1932).

During the pronation or the supination the wings are rotated around a spanwise axis. The trail-
ing edge rotates and translates at the same time. The flow deviates from the Kutta condition and
a separation point is created on the wing surface. As a result of this, a large shear force is created
around the trailing edge to reconstruct the Kutta condition, which is paired with additional circula-
tion to the wing. The sign of the wing rotation determines whether the restoring circulation has a
positive or negative contribution to the lift (Sane, 2003). Dickinson et al. (1999) discussed the effect
of advanced, symmetric and delayed rotation on a 2D model. It was found that the advanced rota-
tion created positive effect on the lift, while a negative contribution was found for delayed rotation.

Additional to the phenomena above, Shyy et al. (2013) named the following 3D effect as an in-
fluence to the generation of aerodynamic forces on flapping wings.

Tip vortex contribution
Contrary to stationary wings where the tip vortices give rise to the induced drag, for flapping wings
the tip vortices can have a beneficial effect on the lift. Whether the tip vortex actually is beneficial
depends on the specific kinematics of the wing. A gain in lift can be attributed to two phenomena:
Firstly, the high velocity in the tip vortex causes a low pressure area which helps to increase the lift
near the tip section. Secondly, the tip vortex helps to anchor the LEV, and reduces its shedding.

The disadvantages of the tip vortex are: The induced flow by the the tip vortex reduces the ef-
fective angle of attack. Furthermore, fluid is transported from the pressure side of the airfoil to the
suction side. As a result, the pressure difference over the wing is smaller and so is the resultant force.
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2.3. Physics in flapping wings
The theory of flapping wings has been an object of study for the past decades. Most of this research
has focussed on rigid wings to reduce the number of unknown parameters in the studies. However,
the phenomena and equations described in this chapter are equally valid for wings of finite stiffness.
In the next section the role of wing flexibility will be further explained.

The flow around flapping wings can be highly unsteady and displays a number of different flow
phenomena which have been described in section 2.2. In the following section the important scal-
ing parameters are treated that are of influence on the flapping wings. These are introduced with
respect to the governing equations of the flow field. Non-dimensionalisation of these equations
leads to an expression that shows the relative influence of the scaling parameters.

2.3.1. Scaling parameters for rigid wings
The fluid flow around the flapping wings can be modelled using the unsteady Navier-Stokes equa-
tions. The velocity regimes of interest are in the low Mach number range, and thus the incom-
pressible Navier-Stokes equations are utilized, as given in the following equations, here in vector
notation:

∇∇∇·uuu = 0, (2.7)
∂uuu

∂t
+ (uuu ·∇∇∇)uuu = − 1

ρ
∇∇∇p +ν∇∇∇2uuu. (2.8)

The distinct terms of the Navier-Stokes equation treat the different effects that influence the
flow. The time derivative captures the unsteadiness of the flow while the convective term relates to
the inertial forces. The pressure forces are represented by the pressure gradient at the right hand
side, and the last term relates to the viscous forces, that can be seen as diffusion. The relative im-
portance of these terms can be captured in various non-dimensional numbers, which describe the
relation between these parts of the equation.

For revolving or flapping wings it can be convenient to attach the frame of reference to the wing.
In this case, the boundary condition on the wing simplifies to an absolute no-slip condition because
the domain moves with respect to the wing. Furthermore, it can be useful for graphical purposes
since the axis system is fixed on the wing, and different contributions of the fictional rotational
forces can be recognised.

The wing based frame is not an inertial reference frame, such as in equation 2.7, but a rotating
reference frame. In Lentink & Dickinson (2009a) the derivation of the Navier-Stokes equations on a
rotating reference frame is given. The resulting form is given in equation 2.9, where the additional
terms are outlined by the parenthesis. Figure 2.6 shows the inertial and rotating frame of reference
for a fruit fly wing. The angular acceleration, also referred to as Euler acceleration, is only non-zero
when the wing is accelerating. It is directed perpendicular to the radial distance, in the direction
of the rotation. The centrifugal acceleration is directed towards the basis of rotation by definition.
The Coriolis acceleration is the only rotational acceleration term which is dependent on the local
velocity. Therefore the direction of this term changes with the flow vector. The figure displays the
vector of the Coriolis force for isolated spanwise and chordwise flow.

∂uuu

∂t
+ (uuu ·∇∇∇)uuu + ∂ΩΩΩ

∂t
×rrr︸ ︷︷ ︸

Angular

+ΩΩΩ× (ΩΩΩ×rrr )︸ ︷︷ ︸
Centrifugal

+2ΩΩΩ×uuu︸ ︷︷ ︸
Coriolis

=− 1

ρ
∇∇∇p +ν∇2u∇2u∇2u (2.9)

Reynolds number
The Reynolds number is the ratio between the inertial and viscous forces in the flow. It is defined
by:
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Figure 2.6: Wing rotational frame of reference, with the angular, centrifugal and Coriolis accelera-
tions. Adapted from Lentink & Dickinson (2009b).

Re = UrefLref

ν
. (2.10)

In hovering flight, the reference velocity and length are chosen to be respectively the tip velocity and
the radius at some spanwise location. The Reynolds number can then be expressed as:

Re = 2Φ f R2

ν
. (2.11)

The exact definition of the Reynolds number depends on the reference length and velocity scale
chosen. For the length scale the mean chord (cm) is commonly used. In 2D plunging flight, the
maximum or mean plunging velocity is used and the chord length is the length scale.

Irrespective of the reference scales chosen, a Reynolds similarity criterion can be set-up. When
preserving the flap angular amplitude angle, similarity between two models can be reached when
the factor f R2 is kept constant. The research of Ellington et al. (1996) and Dickinson et al. (1999)
satisfied Reynolds similarity on their model by use of this factor. Similarity at very low Reynolds
numbers can furthermore be achieved by testing in a high-viscous fluid. Birch & Dickinson (2001)
tested a robotic model of a Drosophila wing in mineral oil to achieve a Reynolds number of Re = 160.

Reduced frequency and Strouhal number
Both the reduced frequency and the Strouhal number are used to denote the unsteadiness of the
flow. The definitions of both measures are very similar, but a slight difference in definition can be
distinguished. The Strouhal number relates the relative influence of the flying speed with respect to
the flapping speed. Therefore, in principle the Strouhal number is meaningless for hovering flight
since the free stream velocity is zero. In contrast, the reduced frequency is a non-dimensional form
of the flapping frequency which represents the unsteadiness by comparing the spatial wavelength
of the flow disturbance with the chord length (Triantafyllou et al., 2000).

The definition of the Strouhal number is given in equation 2.12. A famous application of the
Strouhal number is the von Kármán vortex street behind a cylinder or an airfoil, where the frequency
is determined by the equation with St = 0.1−0.2 (Katz & Plotkin, 2001, p. 539):

St = f Lref

Uref
. (2.12)

When considering a flapping or plunging airfoil, the Strouhal number is a function of the flap-
ping or plunging frequency, the length scale (mean chord or wing span) and the free stream velocity.
For a plunging airfoil, thrust is obtained at a range of Strouhal numbers. The vortices in the wake
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are reversed with respect to the vortices behind a cylinder, and therefore are referred to as reverse
von Kármán vortices (Lai & Platzer, 1999).

In equation 2.1 the reduced frequency was introduced. This parameter relates the flapping fre-
quency to some reference velocity to create a non-dimensional measure for the unsteadiness of the
flapping motion. For hovering flight, the tip velocity is often used:

k = 2π f Lref

2Uref
= π

ΦAR
. (2.13)

Rossby number
The relative importance of the fictional rotation forces are expressed in the Rossby number, which is
defined as the ratio between the inertial and Coriolis forces. A low Rossby number represents a flow
with dominant rotational effects. For a rotating wing it can be expressed using the radius of gyration,
which gives the distribution of the cross sectional area around the axis of rotation: Ro = Rg /c. Since
the radius of gyration may be hard to determine, often the tip radius is used to compute the Rossby
number. In that case the equation 2.14 can be used. Furthermore, at local spanwise location the
relative importance of rotational forces can be derived using the local radius to compute the Rossby
number:

Ro(r ) = r

c
. (2.14)

For many natural flyers the wing tip based Rossby number close to Ro = 3, see figure 2.7. A
low Rossby number means a relative high importance of the Coriolis and centrifugal force with re-
spect to the inertial forces, and these rotational accelerations promote the LEV stability according
to Lentink & Dickinson (2009b); Jardin & David (2015).
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(2009b).

Non-dimensional form of the Navier-Stokes equations
Using the expressions for the Reynolds number and the reduced frequency, the Navier-Stokes equa-
tions as seen in 2.8 can be non-dimensionalised. The length, time and velocity scale are cm , 1/ f and
Uref respectively. The superscript (*) is used to denote a dimensionless variable:

k

π

∂uuu∗

∂t∗
+ (uuu∗ ·∇∇∇∗)uuu∗ =−∇∇∇∗p∗+ 1

Re
∇∇∇∗2uuu∗. (2.15)

As can be seen, the importance of the unsteady part rises with increasing reduced frequency. The
viscous forces are most important for a low Reynolds number.
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A similar expression can be derived taking into account the rotating frame of reference. in this
case, the resulting equation 2.16 shows that the angular acceleration scales with the inverse of the
dimensionless stroke amplitude, A∗ =Φ0R/c. This non-dimensional number displays the travelled
tip distance in terms of chord lengths travelled. The centrifugal and Coriolis accelerations scale
with the inverse of the Rossby number. A unidirectional moving wing (purely rotating or translating)
leads to a an infinite stroke amplitude, hence no angular accelerations are present. For translating
wings the Rossby number is infinite, hence the Coriolis and centrifugal terms go to zero:

k

π

∂uuu∗

∂t∗
+ (uuu∗ ·∇∇∇∗)uuu∗+ 1

A∗
∂ΩΩΩ∗

∂t∗
×rrr∗+ 1

Ro
ΩΩΩ∗× (ΩΩΩ∗×rrr )+ 1

Ro
2ΩΩΩ∗×uuu∗ =−∇∇∇∗p∗+ 1

Re
∇∇∇∗2uuu∗. (2.16)

Before it was noted that the Rossby number found for many natural flyers is close to Ro = 3,
where the inertial and rotational forces are in the same order of magnitude. Furthermore, wing
stroke amplitude Φ0 (half the stroke amplitude Φ) ranges from 0.6 to 1.5 for insect flight. The di-
mensionless stroke amplitude therefore has the same order of magnitude as the Rossby number
since there exists a simple relation between these figures. This leads to the notion that all three
rotational forces, angular, centrifugal and Coriolis have similar magnitudes.

2.3.2. LEV, Burst and Breakdown
Ellington et al. (1996) performed experiments on the airflow around the wing of the Hawkmoth
Manduca Sexta and a scaled model at a Reynolds number of O (103). An intense leading edge vortex
was found on the downstroke which could explain the high aerodynamic force that the insect re-
quires to stay aloft. It was noted that the dynamic stall at the downstroke created a stable LEV. This
vortex has a conical structure and grows through the sweeping motion. In figure 2.8 the conical
shape of the vortex is clear and the low pressure area under the LEV is pronounced.

Ellington et al. (1996) argued that the origin of the LEV could be in the rotational phase (prona-
tion) or in the translational phase. In the latter case, the LEV would occur due to delayed stall, while
during pronation because of the rotational mechanism. It was found that a LEV was formed during
the pronation which is 2-dimensional in structure. At the beginning of the translational phase, this
pronation LEV is left behind and a new LEV is formed because of translational effects. This LEV
grows to a conical structure. Garmann & Visbal (2013) show that the width of the vortex grows lin-
early from the root to the tip. For wings with an aspect ratio over 2, the LEV spans the entire chord
and starts to interact with the TEV, which induces losses in the suction outboard.

Garmann & Visbal (2013) studied revolving and translating wings with an aspect ratio of 2 and at
a Reynolds number of 3,000 for a flapping motion. At the beginning of the stroke the vorticity over
the wing is built up. In accordance with the Kelvin’s theorem the leading edge and trailing introduce
circulation of the same magnitude in the flow. For a large range of angles of attack the circulation on
the leading edge manifests in the form of a stable LEV. A vortex ring is formed by the LEV, Tip Vortex
(TV), Root Vortex (RV) and TEV, see the upper part of figure 2.8. The lower part of the figure reflects
the latter part of the downstroke, where the TEV has shed and is convected in the free-stream.

LEV Breakdown
Sane (2003) describes the difference in 2D- and 3D-LEVs. The LEV in 2D possesses inherent insta-
bility that leads to a periodic formation and shedding of the LEV and the formation of a von Kármán
sheet. For 3D airfoils at similar angles of attack, a stable LEV is found that remains attached to the
wing and for which the resultant force vector acts perpendicular to the wing. The stability of the
3D-LEV must therefore arise from a 3D effect, such as the transport of vorticity in the wake.

Ellington et al. (1996) recognised a spanwise flow in the experiment on Manduca Sexta wings.
It was postulated that this axial flow is essential for the stability of the LEV because it convects vor-
ticity to the wingtip. In 2D flows it is seen that the LEV is unstable because the vorticity cannot be
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Attached LEV

0.50Cp-7.0

0.25Cp-3.5

Figure 2.8: Absolute pressure contours at Re = 3,000 for (left) The leading edge vortex on a re-
volving wing for the revolving angle φ= 57.3◦ and φ= 85.9◦, at 50% and 75% of downstroke. (Top
right) The conical LEV on a revolving wing. (Bottom right) The LEV lifts from the translating wing.
Adapted from Garmann & Visbal (2013).
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convected in spanwise direction and thus the LEV saturates. The build up of vorticity eventually
causes vortex breakdown at 60-70% of the wingspan during the second half of the downstroke, and
the circulation on the wing decreases. This behaviour can be seen in the bottom of figure 2.8.

Tight and

compact core

Sudden expansion of vortex

core due to breakdown

Figure 2.9: Pressure contour for 75% of the downstroke. The expansion of the vortex core denotes
the onset of breakdown. Adapted from Garmann & Visbal (2013).

Garmann & Visbal (2014) investigated the breakdown of the LEV on a revolving wing and showed
that breakdown characterised by sudden expansion of the vortex core. The case for a Reynolds
number of 3,000 is shown in figure 2.9. At 75% of of the flapping angle vortex breakdown occurs and
the LEV lifts up and orients streamwise with the TV.

Lentink & Dickinson (2009b) refer to the breakdown as bursting, and found it to occur in mid-
stroke, irrespective of the angle of attack. It is thought that the breakdown is initiated by deceleration
of the core flow, under influence of the TV. The vortex bursting happens at larger Reynolds numbers,
where the flow is more unstable. Although the LEV is burst, the turbulent rotating fluid still remains
close to the wing surface. Therefore the force production may not be significantly affected.

Ellington et al. (1996) reported breakdown of the vortex at 60%-70% spanwise position. Gar-
mann & Visbal (2014) showed that the vortex breakdown occurred at approximately 50% of the span,
irrespective of the aspect ratio. Liu & Aono (2009) investigated the size effects of hovering insects
and tested wings for a Reynolds range from O (101) to O (104). Breakdown at 70%-80% span was
reported for the higher Reynolds numbers.

2.3.3. Reynolds number effect
Birch & Dickinson (2001) tested the importance of the spanwise flow for the stability of the LEV. The
flow was tested on the model wing of the fruit fly (Drosophila Melanogaster) at a Reynolds number
of 160. A low spanwise flow of 2-5% of the average tip velocity was seen in the vortex core. However,
a large region of strong spanwise flow was found at two-thirds of the chord from base to tip.

Measures to inhibit the spanwise flow at the wing did not lead to instability in the LEV. Fences at
the Leading Edge (LE) inhibited the remaining spanwise flow in the vortex core, but had no effect on
the LEV. Fences at the Trailing Edge (TE) inhibited the large portion of spanwise velocity near the TE,
and decreased the overall force on the wing, but did not change the structure of the LEV. Therefore,
the difference between an unstable 2D-LEV and stable 3D-LEV cannot be attributed to the spanwise
flow for low Reynolds numbers. It seems that the force production at these low Reynolds numbers
is dependent on the strength of the LEV, and in lesser extent to the LEV stability, since the LEV is
more robust compared to LEVs at higher Reynolds numbers. Liu & Aono (2009) showed that the
flow at very low Reynolds numbers showed a very weak LEV and TEV and TV, but with very stable
behaviour. The flow becomes relatively 2D, with little spanwise interaction.

Insect wings display LEVs from Re = 160 for Drosophila to Re = 5,000 for Manduca wings. Lentink
& Dickinson (2009b) even report on stable LEVs on high Reynolds numbers flyers such as birds.
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Birch et al. (2004) tested the LEV stability for Reynolds numbers of 120 and 1,400. It is found that a
stable LEV exists for both Reynolds numbers. Figure 2.10 shows the velocity field at spanwise po-
sition 0.45R, and the LEV is clearly visible. The contour plot shows the spanwise velocity at this
spanwise position. For both images, a strong outward axial flow is seen behind the LEV.

The spanwise velocity in the core is nearly zero for the low Reynolds number flow. The stability
of the LEV at Re = 120 is therefore not dependent on the transport of vorticity in the vortex core. In
contrast, at Re = 1,400 a peak velocity is found near the vortex core with a magnitude of 150% the
wing tip velocity. This flow may transport vorticity the wingtip and thus increase the stability of the
vortex. This difference in flowfield indicates that the stability mechanisms are different for high and
low Reynolds numbers.

Lentink & Dickinson (2009b) show the effect of the Reynolds number in figure 2.12 for Re =
[110;1,400]. The main effect of the higher Reynolds number is that spiral bursting is seen for both
unidirectional and reciprocating motion. The bursting of a vortex means the coherent vortex struc-
ture deteriorates to a turbulent volume of rotating fluid, which is still stably attached to the wing.
It was found that the LEV stability is independent of the Reynolds number, although the stabil-
ity mechanism is different. Furthermore, the importance of the Rossby number rather than the
Reynolds number is stressed on the stability of the LEV.

Dai et al. (2012) presented similar results, when a flexible flapping plate was numerically tested
at Re = [176;500;1,000]. The flow field showed increasingly complex vortical structures with the
higher Reynolds numbers. The vortices break down and form a wake with randomly oriented vor-
tices. The effect on the wing deformation is minimal though, with very little difference between the
lowest and highest Reynolds number.
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Figure 2.10: Flow field direction and magnitude at 0.45R in the chordwise direction is plotted using
the arrows. The spanwise velocity on the wing is superimposed using a contour plot. At Reynolds
numbers of 120 and 1,400, adapted from Birch et al. (2004). The spanwise velocity is plotted along
the line connecting the LEV core and the highest spanwise velocity.

Figure 2.11 shows that the net force increases with the Reynolds number, an effect which is
found in multiple researches (Birch et al., 2004; Lentink & Dickinson, 2009b; Percin & Oudheusden,
2015; Dai et al., 2012). Only for low angles of attack, the viscous contribution to the drag assures that
the net force is larger for lower Reynolds numbers. Figure 2.17 further underlines this. The wing at
Re = 110 shows a higher profile drag and is less able to create forces by pressure differences over the
wing. Because these effects, lift over drag (L/D) ratio and wing efficiency increase significantly with
the Reynolds number.

The force angle between resultant force and the wing chord approaches 90◦ forα> 30°. At lower
Reynolds numbers, the viscous drag contribution tilts the force vector further to the rear of the wing
and the approximation of 90◦ is delayed. The contribution of the pressure forces acts perpendicu-
lar to the wing, indicating that the net force at the wing for high angles of attack is dominated by
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pressure forces especially at higher Reynolds numbers.
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Figure 2.11: Force on the dynamically scaled wing model for different Reynolds numbers, adapted
from Birch et al. (2004). (Left) Resultant force coefficient. (Right) Force angle approaches 90° for
larger angles of attack, which indicates that the net force is dominated by pressure forces.

2.3.4. Wing kinematics influence
The strength, position and stability of the LEV are highly dependent on the movement of the wing.
When comparing a translational motion with a revolving one, the (fictional) rotational forces have
to be taken into account. Lentink & Dickinson (2009b); David et al. (2012); Jardin et al. (2012); Jardin
& David (2014, 2015); Jardin (2017); Garmann & Visbal (2013) have shown the importance of the
rotational forces with respect to the LEV stability. Especially the Coriolis force has an anchoring
effect on the LEV.

Rotational versus Translational motion
Lentink & Dickinson (2009b) discussed the effect of the angular, centrifugal and Coriolis acceler-
ations on the LEV. The difference of the flow characteristics were tested for differences between
translation versus rotation (measured by Rossby number), unidirectional versus reciprocating (by
dimensionless stroke amplitude) and the influence of viscosity (by Reynolds number). By means
of flow visualisation and force measurements the effect of these dimensionless numbers were de-
duced. A model fruit fly wing was tested at Reynolds numbers of 110 and 1,400 in two types mineral
oil. Some set-ups were also tested in water, rendering Re = 14,000.

The difference between rotation and translation is clear when looking at the difference between
Ro = 2.9 and Ro =∞ in figure 2.12. For a low Rossby number, a compact and stably attached LEV is
seen irrespective of the Reynolds number or the dimensionless stroke amplitude. Therefore, the ro-
tational movement with the (fictional) Coriolis and centrifugal forces are key to a stable attachment
of the LEV.

The nature of the stable vortex for a rotational movement is disputed among different researches.
On one side there is the research of Lentink & Dickinson (2009b), which states that the Coriolis and
centrifugal force are paramount for LEV stability. This conclusion is supported by the work of Jardin
& David (2014, 2015); Jardin (2017), where numerical simulation is used to individually test the ef-
fect of the rotational forces. From this research the Coriolis force is extracted as the most important
factor for the LEV stability and anchoring to the wing surface.

The work by Garmann & Visbal (2013, 2014) contradicts this statement. Here the stability of the
LEV is attributed to the spanwise pressure gradient and the centrifugal force. By the spanwise con-
vection of the flow behind the LEV, the separation from the tip is prevented to propagate inboard.
Because this disturbance does not reach the LEV, separation is avoided.
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Both theories agree that the centrifugal force, together with the pressure gradient, creates cen-
trifugal pumping. According to Lentink & Dickinson (2009b) the Coriolis force is pointed outboard
(for positive chordwise flow), and in direction of travel (for spanwise outward flow). The latter term
creates a stabilizing effect for the spanwise flow created by the centrifugal pumping. Garmann &
Visbal (2014) indicate that the Coriolis force is directed away from the surface, which does not pro-
mote stable attachment of the LEV.
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Figure 2.12: Graphic representation of the effect of the Rossby number, dimensionless stroke am-
plitude and the Reynolds number on the flow around a model fruit fly wing. From Lentink & Dick-
inson (2009b).

Jardin & David (2014) performed artificial tuning of the rotational forces, as shown in figure 2.14.
Three cases, displayed in figure 2.13, are computed for a finite wing: uniform spanwise inflow (trans-
lation), spanwise varying inflow to simulate the varying inflow velocity experienced by a revolving
wing without rotational terms and a rotating wing. The LEV sheds quickly for the translating case
which displays 2D flow at the midplane. The spanwise velocity gradient creates a spanwise flow in
the core driven by the pressure gradient. The LEV is more stable with respect to the translating case,
but sheds eventually. The addition of the rotational terms can be seen for case (c), where spanwise
flow is extended behind the LEV. The LEV is more stably attached to the wing and does not shed.

Recent work of Jardin & David (2015) and Jardin (2017) aims at determining the function of the
centrifugal and the Coriolis term in the flow field and force production. This is done by numerical
simulation of the incompressible Navier-Stokes equations in a rotational frame of reference, as in
equation 2.9. In the first research the terms were taken into the calculations according to table
2.1. Figure 2.15 shows the lift coefficients of the revolving wing. Three cases follow the same trend,
namely case A, B and 0 (rectilinear spanwise flow as depicted in figure 2.13b). After δ = 1, the lift
drops which indicated that a spanwise flow, nor the addition of centrifugal force is sufficient to
anchor the LEV to the wing. From this figure it is evident that the flow field and lift force are hardly
affected by the addition of the centrifugal forces.

When only the Coriolis term is considered, the highest lift is reached. It is suggested that the
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Figure 2.13: Spanwise velocity contours and vorticity λ2 < 0 criterion iso-lines. at midplane with
Re = 500. (a) low spanwise velocity for a translating wing and the LEV sheds. (b) spanwise gradient
without rotational terms. Spanwise velocity is largest in vortex core. (c) Revolving wing. Spanwise
flow is seen in the core of the LEV and behind the LEV. From Jardin & David (2014).

Figure 2.14: Spanwise velocity contours and vorticity λ2 < 0 criterion iso-lines. at midplane with
Re = 500. (a) low spanwise velocity for a translating wing and the LEV sheds. (b) spanwise gradient
without rotational terms. Spanwise velocity is largest in vortex core. (c) Revolving wing. Spanwise
flow is seen in the core of the LEV and behind the LEV. From Jardin & David (2014).

Table 2.1: Different testcases for Jardin & David (2015)

Case Centrifugal term Coriolis term

A No No
B Yes No
C No Yes
D Yes Yes
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velocity changes which are produced by the centrifugal term are amplified by the Coriolis term,
which alters the flow field slightly. It is however evident the Coriolis term is responsible for obtaining
a high lift coefficient.

Figure 2.15: Effect of the centrifugal and Coriolis forces on the lift force on the wing, according to
table 2.1. A (×), B (◦), C (+), D (ä). Rectilinear spanwise flow as seen in figure 2.13b is depicted by
0 (−−). Adapted from Jardin & David (2015)

Further research by Jardin (2017) evaluated the influence of the Coriolis and centrifugal terms by
assigning the coefficients Fco and Fce . A value unity for the coefficients reflects the actual physical
revolving situation. A wing with an relative high aspect ratio of 9.5 is used to assure an unstable
section where 2D effects dominate and a section near the root where rotational effects stabilize the
flow. Figure 2.16 shows the flow field for increasing values of the Coriolis term coefficient, Fco =
[0.5,1,1.5,2]. In all figures, an attached LEV can be seen in the inboard part of the wing, and it is
connected with the RV. more to the outboard section the initially formed LEV sheds and forms a
streamwise structure. The location where the LEV sheds can approximately be seen as the region
where transition occurs from the quasi-steady region with attached LEV, to the unsteady region. The
unsteady region is characterised by small-scale structures. For higher Coriolis effect, these small
scale structures are pushed further outboard, so more stable flow is present on the wing. It is clear
therefore that the Coriolis force has a stabilising effect on the LEV.

Breakdown Jardin et al. (2012) investigated the flow on a reciprocating NACA0012 airfoil using
DNS at a Reynolds number of 1,000. Both translating and revolving flapping wings were investi-
gated. For the translating wing, strong inward velocities are seen 0.6 chord length away from the
tip under the influence of the TV. In the revolving case it is known that there are strong outward
velocities on the suction side. The breakdown of the LEV near the tip can thus be explained by the
inward tip velocity which counteracts the outward flow, hence creating instability. At this location,
the LEV lifts from the surface and tilts in the direction of the flow, after which it connects to the tip
vortex. It was seen that the LEV detached from the wing at 85% of the span, after which it tilted in
streamwise direction. Stabilizing effects are noted from the outboard flow that is present close to
the trailing edge of the wing, created by the rotational accelerations. This inhibits the formation of
TEVs and destabilizing cross-wake effects.

Forces The stable LEV creates higher forces for the revolving case compared the translating case.
Garmann & Visbal (2013) reported a difference of 32%. Lentink & Dickinson (2009b) showed the
effect of the Rossby number on the force coefficients in figure 2.17 (left). The LEV was shed only for
Ro =∞. At the other Rossby numbers (Ro = [2.9,3.6,4.4]) the LEV was attached under the influence
of the rotational forces which are most dominant at the lowest Rossby number. For a wing with
a large aspect ratio, this leads to a root region where rotational effects permit a stable LEV, and a
outboard section which displays more 2D flow.
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(a) (b)

(c) (d)

Figure 2.16: Top view with Iso-surfaces of Q-criterion to display the vortical structures at a rotation
angle of φ = 120° after an impulsive start, with Re = 500. Fco is 0.5 (Top left), 1, (Top right), 1.5
(Bottom left) and 2 (Bottom right) and Fce = 1 for all cases. Adapted from Jardin (2017).
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Figure 2.17: Effect of the Rossby number, dimensionless stroke parameter and Reynolds number
on the force coefficients for a range of angle of attack: α= [0◦;90◦]. Changes in Rossby number are
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represented by opaqueness. (Left) A low Rossby number promotes a stable LEV and enhances the
force on the wing. (Middle) The forces on the reciprocating wing are higher compared to those on
the unidirectional moving wing. (Right) The vortex breakdown does not deteriorate the force on
the wing, the coefficients rise with Reynolds number. Adapted from Lentink & Dickinson (2009b).
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Angle of attack
Birch & Dickinson (2001) reported the strong correlation between the force production and the an-
gle of attack. The force production is linked directly to the strength of the LEV, so the vortex strength
is dependent on the angle of attack.

A LEV can be found over a large range of angle of attack. For Re = 5,000−25,000 Percin & van
Oudheusden (2015) found that a LEV exists forα= 15◦−75◦. While the general behaviour of the vor-
tices is comparable over this range, the morphology changes because spanwise gradients increase
for higher angles of attack. Trizila et al. (2011) investigated the effect of the angle of attack, plunging
amplitude ratio and phase lag at Re = 100. The numerical model investigated both a 2D and a 3D
wing with an aspect ratio of 4. It was found that in general, a higher angle of attack gave a higher lift.
A maximum in the lift coefficient is found for an angle of attack of 45◦ (Percin & van Oudheusden,
2015; Trizila et al., 2011; Phillips & Knowles, 2011).

2.3.5. Shape of the wing
Usherwood & Ellington (2002) investigated the influence of the shape of the leading edge of the
wing. A hawkmoth wing at a Reynold number of Re= 5,560 was tested. The force coefficients were
found to be insensitive to the radical changes in the wing geometry.

2.3.6. Spanwise characteristics and Aspect ratio
To understand how the LEV develops over the wing, and how the behaviour differs between the
inboard and outboard section, the spanwise characteristics of the wing have to be evaluated. The
flow on translating and revolving wings is very different as was seen in the previous section.

Jardin et al. (2012) showed that three different regions could be distinguished on the translating
wing, as seen in figure 2.20. There is 2D behaviour near the root up to 1.4 chord length from the
tip, with vortex shedding at both the LE and the TE. Near the tip (up to 0.6 chord lengths from the
tip), the LEV connects with the tip vortex and the region is characterised by strong 3D flow. The
circulation of the LEV reaches a plateau because surplus in circulation is transported in streamwise
direction by the tip vortex.

Between the tip and the midplane region, there is a transition region in which both 2D and 3D
effects are seen. The transition region extends 1.4 chords from the tip. In this region, a high vorticity
is built up, above the margin the LEV would shed in a 2D flow. The 3D influence of the tip inhibits
this shedding by of the LEV. Jardin et al. (2012) argue that the 2D instability of the LEV is partly due
to the cross-wake interaction between TEVs and LEVs. The tip vortex inhibits further formation of
TEVs and hence takes away a destabilizing term for the LEV for a small portion of the span.

The effect of the aspect ratio on the translating case was investigated. It was found that the
influence of the tip vortex created a stabilizing effect on the LEV, until a length of 1.4 chord lengths
from the tip, irrespective of the aspect ratio. Increasing the aspect ratio only leads to a larger section
of 2D flow on the inboard part of the wing, which is clearly visible in figure 2.19. Similar results were
found for a wing with AR = 4 by Garmann & Visbal (2014). For very low aspect ratio wings, the two
tip vortices start counter-acting and the influence region of each tip vortex shrinks.

Poelma et al. (2006) showed that the circulation on the leading edge grows linearly with the
formation number until it reaches a plateau. Since the tip moves fast, here the plateau is reached
first when the LEV is saturated. In quasi steady state, the vorticity builds up nearly linearly from the
root until a maximum is reached at 0.7-0.8 of the span. After this point the circulation drops to zero
at the tip.

2.3.7. Temporal development of the LEV
Poelma et al. (2006) created for the first time a quantitatively measured, three-dimensional velocity
field around a revolving wing. The wing model is based on a Drosophila wing and is tested at Re =
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Figure 2.18: The production of circulation on a (top) translating and (bottom) revolving wing.
From Jardin et al. (2012).
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256 and α = 50◦. During the impulsively started phase it was found that the LEV grows linearly
with the formation number, and that no significant spanwise flow is present. The quasi-steady state
showed large spanwise flow behind the wing which could help to convect vorticity produced at the
leading edge.

The build up of forces and circulation over translating and revolving wing is treated by Jardin
& David (2014). Figure 2.20 shows the circulation which is built up in the LEV at midplane versus
the nondimensional travel distance. Three cases are considered, which are shown in figure 2.13. All
three cases show a rapid build-up of circulation in the first chord length travelled, when there is still
low spanwise transport. The circulation build-up of the translating wing is higher compared to the
other wings, and continues until δ= 2.4 as the circulation of the LEV drops since the vortex is shed.
Case (b) and (c) are similar in behaviour. The gradient of circulation build up is lowest for case (c),
which indicates that this motion is most efficient in the transportation of vorticity from the LEV to
the wake.

For this flapping distance range the LEV stays attached for both case B and C. However, as can
be seen in figure 2.14, the distance from the LEV to the wing in case B is large, while the vortex core
of the LEV in case C is very close to the wing. Figure 2.20 shows that the lift deteriorates for case B,
since the LEV and associated low pressure area is too far away from the wing. Therefore, although
spanwise gradients help attaching the LEV to the wing, the force generation is mainly enhanced by
the rotational effects.

Figure 2.20: Comparison of the translating-, spanwise velocity gradient- and revolving wing. (Left)
The circulation captured in the LEV defined by the λ2 = 0 iso-line. For cases A (◦), B (×) and C (+).
(Right) The lift coefficient from cases A (normal), B (dashed), C (dash-dotted). Adapted from Jardin
& David (2014)

Lentink & Dickinson (2009b) tested the effect of the unsteady reciprocating wing versus the
quasi-steady unidirectional wing, measured in the dimensionless stroke amplitude (A∗). The dif-
ference in LEV development is only clear for the unstable, translating wings. For these wings, the
reciprocating motion does not enhance the LEV stability, but for small stroke amplitudes the wing
changes direction before the LEV sheds. In this manner lift is created by means of the dynamic stall
process. This is reflected in figure 2.17, where the forces on the reciprocating wings are higher than
those on the unidirectional wings. This can partly be attributed to the unsteady phenomena such
as the Kramer effect and added mass.
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2.4. Flexible Flapping wing
Although less extensive than rigid wings, there has been a number of researches into flexible wings
in the past years. Flexible wings are very common in natural flyers since wing deformation can
help in achieving better performance of the wing at a lower wing mass. Birds and bats can actively
deform their wings while insect wings generally deform passively (Shyy et al., 2013).

The addition of flexibility in the wings leads to an increase in difficulty in numerical modelling
and increases the parameter space. The flexible structure is first introduced with its implications
for the terminology and equations. The important scaling parameters with the added flexibility are
treated. Next the relations between the flexibility and flow parameters are given.

The wing deformation can be assigned to three aspect: Elastic, inertial and aerodynamic forces.
The former is part of the wing structure and has a restoring component to the wing initial shape.
The inertial force is due to the wing kinematics, and the aerodynamic force follows from the flow
field the wing develops.

2.4.1. Scaling parameters for flexible wings
Additional to the scaling parameters which are used for the fluid dynamics and kinematic mo-
tion (Reynolds number, reduced frequency, Strouhal number, Rossby number), the flexible wing
requires structural modelling. The structural modelling introduces scaling parameters which relate
the structure to the fluid, such that relations between the fluid-structure interaction can be quickly
deduced from these parameters.

Considering the time dependent von Kármán plate equation:

ρshs
∂2W

∂t 2 + Eh3
s

12(1−ν2)
∆2W = fext, (2.17)

where ρs denotes the wing density, W the vertical displacement and hs the wing thickness. The
material properties are the Young’s modulus and Poisson’s ratio with respectively E and ν. ∆ is the
Poisson operator. The external forces per unit length acting in vertical direction are denoted by fext

and will be composed of the fluid forces.
Non-dimensionalisation of equation 2.17 can be done by introducing the effective structural

parameters. The ratio between the inertial forces of the wing and the inertia of the displaced fluid
is referred to as the effective inertia. The effective stiffness of the wing is the ratio between wing
bending forces and the fluid dynamical force. The effective rotational inertia relates the wing rota-
tional moment of inertia with the rotational inertia of the fluid. The effective inertia, stiffness and
rotational inertia are defined as:

Π0 = ρ∗h∗
s

k

π
, (2.18)

Π1 = Eh∗3
s

12(1−ν2)ρ f U 2
ref

, (2.19)

Π2 = IB

ρU 5
ref

. (2.20)

where ρ∗ = ρs/ρ f , h∗
s = h/c. The product of these two ratios is the mass ratio:

m∗ = ρsh

ρ f c
, (2.21)

which relates the inertial forces of the wing to the aerodynamic forces. For a derivation of this ex-
pression, consult appendix D.
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By non-dimensionalisation of equation 2.17, the effective inertia and stiffness can be easily in-
corporated in the formula:

Π0
∂w∗

∂t∗2
+Π1∆

∗2w∗ = f ∗
ext. (2.22)

The effective stiffness of the wing can also be expressed in terms of the frequency ratio, which
relates the flapping frequency f and the first natural frequency of the wing f1. The frequency ratio
is suitable for wings with a periodic motion since it depends on the flapping frequency.

FR = f

f1
. (2.23)

2.4.2. Properties of flexible wings in nature
Daniel & Combes (2002) derived a scaling argument to investigate the importance of respectively
the inertial and the aerodynamic force, and concluded that in many cases the inertial forces are
significantly larger with respect to the aerodynamic ones. In the case of a Hawkmoth wing with
a mass ratio of m∗ = 5, the deformation pattern was investigated for flapping in air and helium
(15% the density of air). No significant difference was seen in the deformation. Dai et al. (2012)
performed more research to wing deformation, and the way this is influenced by the wing stiffness
and mass ratio. They found out that the pitching behaviour is very dependent on the mass ratio,
which represents the relative importance of the wing inertia and aerodynamic forces. In insects,
mass ratios occur from m∗ = 0.5.

The flexural stiffness is an important parameter to measure the resistance of the wing against
bending. It is the product of the area moment of inertia (I) and the Young’s modulus (E), and usually
denoted by EI . For natural flyers, Combes & Daniel (2003) found that the spanwise direction has a
flexural stiffness of 1-2 times that of the chordwise direction. This property is more pronounced for
larger wings.

Torsion affects Camber
Ennos (1988) commented on the importance of the torsion on the design of insect wings. He posed
a model of an insect wing made of a corrugated membrane and a rigid member at the leading edge
which allowed for torsion, see figure 2.21. Comparing the motion of the proposed wing model with
real insect wings showed that the torsional bending mechanism aligned well. The forces and mo-
ments developed during insect flight can produce the degree of camber and torsion as seen in the
model. Therefore, the inertial forces during pronation and suspination and aerodynamic force dur-
ing the flapping motion produce aerodynamic forces, which combined with the stiffness provided
by the spars caused a positive camber. In turn, this has a positive effect on the aerodynamics.

The same structure is postulated to function in birds wings. Species like hummingbird display
large wing deformation, in which camber could be formed by the orientation of the wing feathers.

Du & Sun (2008) created a numerical model to investigate the effect of a varying twist and cam-
ber deformation during a flapping motion. The twist and camber were imposed on the structure,
such that there was no actual interaction in the solver. The wing kinematics and Reynolds number
were specified at the radius of the second moment of area of the wing: r2 = 0.6R. A linear twist was
used to mimic the twist deformation as commonly seen in insects (Ellington, 1984).

With respect to the flat plate, an increase in lift and decrease in drag could be attained by vary-
ing the wing shape. It was found that the deformation of the camber is dominant for the gain in
performance. Only applying a camber of 10% for an angle of attack of 40◦ at Re = 200 yielded in a
CL and CL/CD increase of respectively 15% and 12%. This effect was even more pronounced at the
higher Reynolds number of Re = 4,000, since the LEV was more concentrated and located closer due
to the thin shear layer. The twist did not affect the resulting force much. For sustained flight thus,
the camber helps to attain a certain amount of lift at a lower angle of attack and a higher lift over
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Figure 2.21: The production of camber by wing twist caused by leading edge torsion. From Ennos
(1988).

drag ratio, decreasing the power demand.
The results were extrapolated to the typical flight characteristics of a bumblebee. It was found

that a typical bumblebee motion with a flat plate would require a constant value angle of attack of
25◦ and a power consumption of 50W/kg. The application of 6% camber and a twist of 20◦ yielded a
decrease in the angle of attack and power of respectively 20◦ and 42W/kg (-16%).

2.4.3. Effect of flexural stiffness
Vanella et al. (2008) performed a numerical study towards 2D flexible wings in hovering. The struc-
tural modelling was performed using a simplified wing model made up of two pseudo elements with
a torsional spring. The wing body was then created using an interpolation between two elements,
leading to a wing deformation with only one degree of freedom. Wing were tested for three different
Reynolds number: 75, 250 and 1,000.

The frequency ratio was defined as the ratio of the flapping frequency to the natural frequency
of the structure: FR = f f / fn . In this research values until FR = 1/2 were tested because the simplified
model failed for more flexible wings. The flapping wing is modelled on a 2D grid using the immersed
boundary method, and the fluid and structure integrated simultaneously and interactively.

Three different vortices were recognised: the LEV, TEV and the End of Stroke Vortex (ESV). It was
found that the LEV was quite insensitive to the wing deformation, while the ESV is very dependent
on the flexibility of the link. For the rigid wing and other stiffnesses, two peaks are seen: one at wing
acceleration by the LEV, which quickly translates away from the wing, and second contribution
from the TEV. The latter can be enhanced by a strong ESV. For the frequency ratio of FR = 1/3 the
lift peaks were connected, because a stronger ESV was present, which created earlier in the stroke a
strong TEV which enhanced the lift. The larger continuous lift on the wing creates a local optimum
in terms of coefficients. at this frequency ratio the lift over drag ratio, and performance ratio (lift
over power) were optimal.

The effect of the flexibility is most pronounced for the lowest number Reynolds number of 75.
At FR = 1/3 the lift over drag ratio and performance ratio are enhanced with respectively and 28%
and 39%. At the other Reynolds number the ratios are enhanced too, but not as significant. For
all Reynolds numbers, the stiffness of the wing creates a sweep of the trailing edge near the end of
stroke which causes a stronger ESV with respect to the rigid model or other stiffnesses. This ESV is
key to producing a strong TEV which is responsible for the large lift in this 2D model.

Dai et al. (2012) found that the optimal flexibility for lift production is a function of the mass
ratio. For a high mass ratio, inertial forces are dominant, and a more flexible wing gives higher lift.
This can be explained by the passive rotation of the wing that is enhanced by the wing flexibility.
For the right frequency ratio, the wing is deformed during the initial wing accelerations, after which
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elastic forces reduce the angle of attack during the translational phase. The vibration of the first
eigenmode of the wing causes an angle of attack increment before stroke reversal. At lower mass
ratios, the FSI is more important and a favourable wing angle of attack can be prolonged by the
contribution of the aerodynamic forces.

For a frequency ratio FR =≤ 0.3, the wing deformation enhances the lift produced by the wing,
even thought the structure develops a disadvantageous negative camber. Under this value, espe-
cially the efficiency of the wing increases, mainly due tot he lower drag production. This is espe-
cially true for the low mass ratio wings, where the inertial and aerodynamic torque pair to form a
favourable angle of attack during the entire stroke motion (for example in figure 2.25. Higher fre-
quency ratios cause even lower drag, but also suffer a large loss of lift, and therefore lose efficiency.

The pitching angle has a profound effect on the aerodynamic forces. In general, a advanced
pitching motion leads to higher lift, drag and power coefficients compared to the symmetric mo-
tion. The delayed pitch has lower coefficients. In terms of efficiency, the symmetric wing is best in
providing lift per unit power. A interesting point is found for m∗ = 5 and FR = 0.51. Here the delayed
pitching caused by the phase delay is compensated by the high influence of the inertial forces, and
a nearly symmetric motion is the result, with higher efficiency.
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Figure 2.22: The effect of frequency ratio (FR), mass ratio (m∗) and pitching phase angle (φ). The
thick line depicts the symmetric motion, the dotted line the delayed phase (φ= π/4) and the nor-
mal line the advanced phase (φ=−π/4). (Top left) The lift coefficient, (Top right) the drag coeffi-
cient, (Bottom left) the power coefficient and (B) the L/D ratio. Adapted from Dai et al. (2012)

Zhao et al. (2010) tested 16 wings of varying flexibility in chordwise direction at a Reynolds num-
ber of Re ∼ 2,000. The wing planform was based on a Drosophila wing with a stiff leading edge, and
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a range of flexural stifnesses close to those found in nature was tested. The flexibility was expressed
in Flexural stiffness (EI), which can be calculated by the applied force at the trailing edge F , the local
chord length w and the measured deflection δ:

EI = F w3

3δ
. (2.24)

The force data was gained for the wings in steady revolving motion at a range of angles of attack:
α = [−9;90]. It was found that the resultant force on the wing is highly dependent on the flexural
stiffness of the wing. With increasing rigidity, the net force which is produced by the wing rises. The
same figure is seen for the drag coefficient, where a monotonic increase in drag is seen for increasing
angle of attack. The lift coefficient shows another trend. The highest absolute lift is produced by the
rigid wing at 45◦ angle of attack. More flexible wings have a lower maximum lift, which also occurs
at higher angles of attack. For increasing flexible wings, a plateau can be seen, at which the lift is
quite constant over a large range of angle of attack.

The lift-drag polar shows that the different curves are nested into each other. The most flexible
wing is encapsulated in the slightly more rigid wing, and all wings are nested in the most rigid wing.
This indicates that the more rigid the wing is, the more capable it is in producing force.
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Figure 2.23: Drag, lift and resultant force coefficient for a range of flexural stiffnesses (EI). The
lift-drag polar shows that the polars for decreasing flexural stiffness are nested in the stiffer wings.
Figures adapted from Zhao et al. (2010).

The lift over drag ratio is shown in the left contour plot in figure 2.24. The rigid wing shows a
decreasing lift over drag ratio for increasing angle of attack. The ratio is 1 atα= 45◦, which indicates
that the resulting force vector has an angle 45◦ with respect to the incoming flow and is perpendic-
ular to the wing surface. The flexible wings shows a slightly slower decrease of the lift over drag ratio
until ∼60◦ angle of attack. After this angle the flexible wing still retains some lift by the plateau seen
in figure 2.23, so the lift over drag ratio does not go to zero, as it does for the rigid wing.

The force angle is shown in figure 2.24 and is defined as the angle the resultant force has with
respect to the vector perpendicular to the angle of attack at the LE. The rigid wing has a force which
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Figure 2.24: Contour plots for the effect or chordwise flexibility over a range of angles of attach
on (left) the lift over drag ratio and (right) the force angle with respect to the wing angle of attack.
Adapted from Zhao et al. (2010).

is always perpendicular to the wing, which indicates the resultant force is dominated by pressure
differences. The same is true for the flexible wings, but here the flexible wing alters the force angle.
The resultant force for very flexible wings is directed more upwards and therefore has a larger lift
producing part. The most flexible wing tested showed up to 30◦ force vector angle.

Furthermore, the centre of pressure showed a dependency on the flexibility of the wing. For the
rigid wing, the centre of pressure shifted from 0.2 to 0.35 chordlength for increasing angle of attack.
The flexible wing did not display a large shift, and the centre of pressure stayed closer to the leading
edge.

2.4.4. Effect of the mass ratio
Luo et al. (2010) created a high fidelity system to solve the interaction between viscous, incompress-
ible flow and a highly deformable thin structure. The fluid was solved using the incompressible
Navier-Stokes equations which were solved on a nonuniform grid using the Immersed Boundary
Method (IBM). Special care was taken to decrease artificial oscillation as is often seen in IBM. the
structure is solved using a Finite Element Method (FEM) tool especially designed for thin-walled
structures: NONlinear STAtic and Dynamic analysis (NonStaD). Both frame and plate elements were
used in the formations of the flexible wings that were tested. the Message Passing Interface (MPI)
library was used to connect the codes.

The FSI solver was used to solve the flow around a plunging, low aspect ratio flat plate, and a
simplified dragonfly wing. In both cases the mass ratio was assumed high, so inertial effects were
dominant in the determination of the structure deformation. Also convergence is faster since the
simulation is practically one-directional from the structure to the fluid.

Dai et al. (2012) continued the line of research using the same numerical platform to investigate
the roles of the aerodynamic, elastic and inertial force on a chordwise flexible wing with AR = 2.
In the present research, a reciprocating wing in hovering motion was investigated, using simple
sinusoidal flapping and active pitching motion at the root. The role of the mass ratio was addressed
to find the relative importance of the wing inertia and the aerodynamic force. Also the effect of the
Reynolds number, phase angle of pitching and wing stiffness were investigated.

The effect of the mass ratio of the wing is modelled by taking different mass ratios: m∗ = 0.5,1,5.
The latter figure represents the situation in which inertial forces completely dominate the wing de-
formation. In this flow it is noticed that the inertia causes an advanced wing rotation: hence the
torque about the leading edge switches signs before the pronation and suspination. Figure 2.25
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shows the torque about the leading edge for a low mass ratio. Contrary to the scaling argument of
Daniel & Combes (2002), the aerodynamic torque has a similar order of magnitude as the inertial
torque, and therefore the wing deformation is governed by equally by the inertial and aerodynamic
forces. The inertial forces are most prominent in wing reversal, where the largest kinematic ac-
celerations take place. The aerodynamic forces are highest when the wing velocity is greatest, so
in midstroke. Therefore there is a phase-lag between these two processes. As a result, during the
stroke the angle of attack of the wing is reduced significantly due to the aerodynamic force.
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Figure 2.25: Instantaneous torque about the leading edge produced by the inertia and the aerody-
namic forces, for m∗ = 0.5 and FR = 0.36 in symmetric flapping. Adapted from Dai et al. (2012)

The mass ratio influences the wing deformation and forces. The thick line in figure 2.22 shows
that the lift can always be increased by adding some flexibility, but there is a optimum value for this.
The absolute maximum lift that can be attained is higher for the high mass ratio wing. The drag
reduces with flexibility, mainly because the angle of attack is reduced and thus the force angle is
more directed in the lift direction. In this figure it is clear that the low mass ratio wing deforms more
and therefore has a lower drag. The power is strongly coupled to the drag curve and shows similar
behaviour. At last the lift-over-power ratio is more favourable for the low mass ratio wing, mainly
due to the enhanced deflection that causes less drag

Nature-inspired FSI model
Nakata & Liu (2012) presented a FSI model of an Hawkmoth wing with a realistic wing model. The
structure was modelled using a FEM based model with an anisotropic stiffness, to simulate the veins
in the wing. Similar to the comments of wing torsion by Ennos (1988), the anisotropy of the Hawk-
moth wing incorporates more stiffness because of the diagonal veins. The structure deflection was
then computed using flexible thin-shell structures to capture the nonlinear dynamic responses.

The investigation gives a comparison of rigid and flexible wings. The wing kinematics were
prescribed at the root equally for both the rigid and flexible wing. No elevation was used and the
positional and feathering angle were approximated with a sinusoidal wave.

The effect of the flexible wing can be seen in the deformation graphs in figure 2.26 (left). The
peak in the spanwise and twist bending pattern is attributed to the inertial forces during the prona-
tion and suspination phases. Furthermore, it is interesting to note that the anisotropic wing gen-
erates a positive camber, which helps is beneficial to the aerodynamic force, as noted by Du & Sun
(2008).

The force generation is shown in figure 2.26 (right), where the most striking difference between
the rigid and flexible wing is seen in the first part of the down- and upstroke. Here, both wings reach
a plateau, but for the flexible wing this plateau is much more efficient in lift generation. The LEV/TV
combination is more stable with respect to the rigid wing, and breaks down later in the stroke cycle.
Moreover, the downstroke vortex ring is stronger and creates a stronger downwash.

The flexibility furthermore causes a slight delay in the flapping phase, which can be seen at the
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Figure 2.26: Influence of flexibility on a Hawkmoth wing. (Left) shows the bending, twist and (pos-
itive) camber at 0.8 spanwidth. (Right) The vertical (top) and horizontal (bottom) force generated
by the flexible and rigid wings. Adapted from Nakata & Liu (2012)
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maximum force peak. After this, the stroke reversal is more rapid due to the stored elastic energy,
and as a result the flexible wing produces more lift during stroke reversal compared to the rigid wing.
Overall, the flexible wing can create up to 20% more lift, given these kinematics. The smaller angle
of attack by the flexible structure causes a lower average angle of attack, which increases the lift over
drag ratio. Still the absolute drag increased slightly, therefore the flexible wing requires more power.

2.5. Identification of coherent structures on the wing
Understanding the nature of the flow around a wing is often performed by the identification of vor-
tices and their coherent structure. Setting up a criterion is important to recognise the strength,
location, and attachment of the vortex and associated low pressure field.

2.5.1. Vorticity and helical density
The vorticity is defined as the curl of the velocity field and this captures both the influence of shear
velocity gradients by rotational effect:

ωωω=∇∇∇×UUU . (2.25)

The transport of the vorticity is a measure which is prominently named in many researches,
where it is postulated that the LEV remains stable because the excess vorticity is drained by vorticity
transport through the vortex core. Moffatt (1969) defined the helicity per unit volume of the flow, or
helical density as the inner product of the velocity and the vorticity:

h =uuu ·ωωω. (2.26)

Therefore the helical density can be used as a measure for the vorticity transport along a vortex axis
(Carr et al., 2013). Furthermore, it also represents the three dimensionality of the vortex system.
Completely 2D vortex structures feature zero helical density.

2.5.2. Q-criterion and λ2-criterion
Carr et al. (2013) mention several criteria which are used in vortex identification. A first candi-
date is the usage of vorticity, where iso-surfaces of the vorticity magnitude (|ω|)represent vortical
structures. However, the vorticity entails both shear and swirling flows which is not desired in the
identification of a vortex.

The Q-criterion by Hunt et al. (1988) is used to define a vortex as a region with the positive in-
variant Q of the velocity gradient. The latter property can be split in a symmetric and antisymmetric
part: Si j = 1

2

(
ui , j +u j ,i

)
andΩi j = 1

2

(
ui , j −u j ,i

)
. The Q-criterion can then be formulated as follows:

Q = 1

2

(‖ΩΩΩ‖2 −‖SSS‖2) (2.27)

Q represent local balance between the shear rate and vorticity magnitude (Jeong & Hussain,
1995). At the wall Q is zero because of the local equilibrium between the shear strain rate and the
vorticity magnitude, which is a major advantage over the usage of the vorticity magnitude in vortex
identification.

The λ2 method if proposed by Jeong & Hussain (1995). This method uses the symmetric and
antisymmetric of the velocity gradient to find the locations of the vortex, in which the local pressure
minimum is contained. The latter is not guaranteed by the Q-criterion. The term (SSS2 +ΩΩΩ2) is used
to identify the region of a local pressure minimum due to vortical motion. This term is symmetric
and therefore has three real eigenvalues (λi ; i = 1,2,3). Regions where λ2 < 0 indicates a vortex core,
and the local pressure minimum due to vortical motion is enraptured within this region.
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2.6. Synthesis
The above chapter presents the most relevant aspects of flapping wing aerodynamics. The scaling
parameters and equations for rigid or flexible, and translational and rotational frames are given.
The most important aerodynamic effects are named and the theory on flapping wings is explained.
In this synthesis the most relevant parts are listed for the current thesis.

2.6.1. On the flowfield of flapping wings
The Reynolds number has a large influence on the flow field. For all Reynolds numbers the LEV
can be stable, but different mechanisms assure the stability. The LEV is more stable at low Reynolds
numbers, because the viscosity inhibits large vorticity growth. Very low Reynolds numbers further
inhibit spanwise interaction, so the flow is largely two dimensional. Furthermore, spanwise flow
in the core of the vortex creates a stabilizing effect for higher Reynolds numbers while it is hardly
present for lower numbers. Because more vorticity can be built up, the force of the LEV increases
for higher Reynolds numbers.

For the rotational frame of reference, the (fictional) Coriolis, centrifugal and Euler force are
added to the Navier-Stokes equations. These scale respectively with the Rossby number and the
dimensionless stroke amplitude. For a rotational motion, the LEV is stabilized, while on translat-
ing wings the LEV sheds more easy. Only near the tip the LEV is anchored by the TVs. Spanwise
gradients help attaching the LEV to the wing and the force generation is enhanced mainly by the
rotational effects. This is because the rotational forces aid in anchoring the LEV closely to the sur-
face. According to Lentink & Dickinson (2009b,a); Jardin & David (2015), the flow field and lift force
are hardly affected by the addition of the centrifugal forces. The Coriolis force is dominant in an-
choring the LEV and maintaining the stability. Garmann & Visbal (2013, 2014) do not agree with this
conclusion, and prescribe the stability to the role of the centrifugal force and pressure gradient.

Enlarging the aspect ratio for translating wings creates a large section of 2D flow on the inboard
section. The flow at 3 chord-lengths from the tip experiences influence from the TV. Further in-
board, the flow is close to 2D and shows vortex shedding. The same on a revolving wing creates a
region of 2D flow on the wing section which has a high local Rossby number and is outside the in-
fluence of the TV. For a revolving wing the tip vortex creates a similar inboard flow velocity. Inboard
the LEV is stabilized by the fictional forces and an outboard flow is present. When the outboard flow
from the fictional forces and the inboard flow from the TV collide, the LEV lifts from the surface and
merges to the TV.

For a large range of angle of attack a LEV can be recognised, and the LEV strength increases with
the angle of attack. The lift force reaches a maximum at 45°. Since the force on the wing is mainly
determined by pressure forces the resultant force is oriented with 90◦ to the wing.

For an impulsively started wing the vorticity grows linearly with the local distance travelled,
until it reaches a plateau. For revolving wings this implies that the LEV is saturated first at the tip.
For translating wings, a reciprocating motion can increase the lift production by changing direction
before the LEV is shed.

2.6.2. Flexibility
Wing flexibility causes the wing to deform during stroke. The wing deformation can be assigned to
three aspect: Elastic, inertial and aerodynamic forces. The Elastic forces can be expressed in various
ways. A definition of the absolute stiffness of the wing is the flexural stiffness EI . In nature the
flexural stiffness is 1-2 times higher in spanwise direction than in chordwise direction. The relative
stiffness of the wing is expressed by the effective stiffness respectively Π1. The frequency ratio (FR)
relates the flapping frequency to the first eigenvalue of the motion.

The effect of the inertial forces of the wing are dominant in some insect species. The effect of the
inertia over the aerodynamic forces is measured in the effective inertia or the mass ratio, respectively
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Π0 or m∗. The inertial force of the wing is important in wing reversal, when large accelerations take
place. In the middle part of the flapping motion aerodynamic forces can be dominant, depending
on the mass ratio.

Uniformly flexible wings under loading develop a negative camber which does not match the
typical airfoil camber. For diagonal spars, the wing loading creates a positive camber. It was found
that a positive camber could increase the lift and lift over drag ratio for an angle of attack of 40°.

The research on uniform simple plates, both 2D and 3D showed that the optimal stiffness for
the wing was found at a frequency ratio of FR = 1/3. At this ratio the lift over drag is optimal. Exper-
imental research showed that the absolute force over the wing decreased with increasing flexibility.
Because of the bending of the wing, larger angles of attack could be reached without loss of lift. This
causes the angle of attack for maximum lift peak to increase far above 45°. This effect is paired with
a shift of of the force vector angle, which is changed when the wing deflects.



Chapter 3
Fluid-Structure Interaction

The coupling between the fluid and structure is performed by the interchange of boundary condi-
tions. If the information is shared in both directions, interaction takes place. For strongly coupled
systems, multiple iterations are required till convergence of the boundary data is reached, these are
referred to a sub-iterations.

This chapter treats the various aspect that play a role in FSI. The consequences for the compu-
tational framework are treated in section 3.5.

3.1. Coupled system approaches
Since the fluid and the structure are two physical systems which interact dynamically with each
other dynamically, this results in a coupled system. Two main approaches exist to solve for coupled
systems. To couple these schemes the time-accuracy is critical.

The Monolithic approach captures both domains in one set of equations. Both systems are cap-
tured in one set of equations which is solved simultaneously. As an advantage, the energy is always
conserved over the interface (Farhat, 2004). Furthermore, the time-accuracy of the solution is only
dependent on the chosen time-integrator, whereas in the partitioned approach other components
influence the accuracy.

However, there are certain drawbacks to the monolithic approach. First of all, no distinction is
made in mathematical properties between the solvers. This means that optimization techniques
for a certain field are not used. Difference in time-scales in the fields furthermore implies that the
time-step is dependent on the field with the smallest time-scales.

In contrast, the partitioned approach handles both physical systems in different, dedicated
solvers. Since these solvers are optimized for their particular field, good performance is expected
here. The coupling is performed using the solvers as ’black-boxes’, which only provide the boundary
field of interest. In FSI, the interface between the solvers is called the wet surface. The action of both
solvers can then be formulated as:

F (n) :Rd ·Md →Rd ·M f , ~d → ~f , (3.1)

S(n) :Rd ·M f →Rd ·Md , ~f → ~d .

The first part denotes the operation of the fluid mesh, which transforms the boundary displacement
(~d) to forces (~f ). This mapping F (n) is performed in timestep n, so from tn → tn+1. The size of
this mapping problem is given by the dimension of the problem times the number of fluid and
structure mesh grid nodes, respectively d , M f and Md . The mapping of the structure is analogous
and transfers the force input to displacement output.

The partitioned approach adds a large amount of flexibility because any solver can be incor-
porated given the right coupling interface. Because the coupled solvers are solved independently,

37
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some staggered scheme must be utilized. In section 3.3 several schemes are presented and how
these influence the efficiency and accuracy of the partitioned coupling.

3.2. Coupling of the Fluid and Structure
In the partitioned coupling approach there are multiple physical models, in the case of FSI a fluid
dynamical and a structural model. The former makes use of the incompressible Navier-Stokes in
the Arbitrary Lagrangian Eulerian formation. To assure that the equations are stable in the time-
stepping method, the Discrete Geometric Conservation Law (DGCL) must be adhered to on the fluid
mesh. The structure is solved using a equations in Lagrangian form. Apart from the two physical
models, a computational model comes into play for the deformation of the mesh according the
structural deformation. The mesh can be seen as a third field that needs to be solved, therefore, this
system is in fact a Three-field formulation (Farhat, 2004).

The exchange between these fields takes place by the exchange of boundary conditions. The
fluid and structure domain are respectively denoted by ΩF and ΩS . Their shared boundary is de-
noted by Γ, such that: Γ(t ) = ∂ΩF (t )∩∂ΩS(t ).

Fluid �f

Solid �s

Interface Γ

Figure 3.1: Division of the fluid and structure domain. Adapted from Blom (2017).

Furthermore, the following quantities are on the different domains. Note the structure position
q is the same as the structure mesh position, since this is defined in the Lagrangian frame.

Table 3.1: Position and velocity definitions

Field Position Velocity

Fluid v
Structure u u̇
Dynamic mesh x ẋ

3.2.1. Flow domain in Arbitrary Lagrangian Eulerian form
The low velocity flow that is seen in flapping wing aerodynamics is solved using the incompressible
Navier-Stokes equations as seen in equation 2.7 and 2.8, here in Eulerian form. These non-linear
equations are typically solved using a finite volume approach: each cell is a control element over
which the Navier-Stokes equations are integrated. For a stationary mesh the fluid is therefore solved
using an Eulerian or stationary reference frame.

For the displacement of the structure, the surrounding mesh must deform. This dynamic mesh
deformations means the cell faces move and cell volume changes every timestep. An extra term
must be included to the convective part of the Navier-Stokes equations, which accounts for the
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mesh movement. Equation 3.2 shows the semi-discrete Navier-Stokes equations in Arbitrary La-
grangian Eulerian (ALE) frame, in notation for mesh cell i :

d

d t
(Vi (t )WWW i )+ΦΦΦc

i (WWW j xxx, ẋ̇ẋx) =RRR i (WWW j ,xxx) inΩF , (3.2)

where

• Vi is the the volume of the cell i . For a dynamic mesh this value is time-dependent.

• WWW i is state vector including the velocity components and is defined in the centre of each cell.

• ΦΦΦc
i is the flux on the face of cell i , and is dependent on the states of the surrounding cells j . The

flux is furthermore dependent on the mesh displacement and motion; xxx, ẋ̇ẋx. The superscript c
denotes that the dynamic mesh movement is included in this factor.

• RRR i captures the contribution of the viscosity and source terms.

For the equations in ALE form, the DGCL sets requirements on the numerical method (Thomas
& Lombard, 1979). This law poses a consistency criterion that the change in volume of a moving
control volume must equal the sum of the total volume swept by the faces of that control volume.
To reach this, the law states that the computation preserves the state of a uniform flow, independent
of the mesh motion.

Adherence to the DGCL is a necessary and sufficient condition to assure that the moving grid
has the same non-linear stability properties of its fixed grid counterpart. More specifically, if the
DGCL is satisfied, for a time-stepping scheme with fixed grid of order p, the moving grid counterpart
will have at least order p − 1 (Guillard & Farhat, 1999). When the DGCL is violated, spurious and
potentially unstable oscillations can occur.

3.2.2. Structural domain
The second field is determined by the structure. Traditionally, structural dynamics equations are
posed in Lagrangian form, where the mesh follows the deformation of the structure. Furthermore,
the differential equation is normally solved using the Finite Element Method:

MüMüMü +C u̇C u̇C u̇ +K uK uK u =FFF ae +FFF ext inΩS . (3.3)

where

• uuu is the structural displacement. The structure velocity and acceleration are the first and sec-
ond time-derivative of the displacement.

• MMM is the mass matrix of the structure, CCC and KKK are respectively the damping and stiffness
matrix of the structure.

• FFF ae and FFF ext are respectively the internal, aerodynamic and external force. The aerodynamic
force acts on the boundary and replaces FFF ext in this equation.

Damping
Damping of the structure can be implemented using the Rayleigh approach. The matrix CCC can be
constructed by assuming a linear combination of the mass and stiffness matrix (Chopra, 2012):

CCC =αMMM +βKKK . (3.4)

The damping for a specific eigenmode with a frequency can then be derived to be:

ζn = α

2ωn
+ βωn

2
. (3.5)
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Various methods exist to extract the coefficients α and β. An expression for these coefficients
can be obtained by assuming a damping values for two frequencies. Then the following matrix
system can be solved to obtain the coefficients:

1

2

[
1/ωi ωi

1/ω j ω j

]{
α

β

}
=

{
ζi

ζ j

}
. (3.6)

3.2.3. Dynamic mesh field
Depending on the type of structural deformation the mesh needs to be adjusted or not. Small struc-
tural deformations can be covered by only implementing a velocity boundary condition on the in-
terface, which is called the transpiration technique. For larger deformations the dynamic mesh is a
necessity.

The mesh deformations can be modelled as a pseudo-structural system, where the mesh there-
fore adds a third field to the coupled simulation. Equation 3.7 is written in the velocity form of
the pseudo-structure, which can used for an incremental adaptation of the mesh. K̃KK denotes the
stiffness of the pseudo-structure. The time-dependency here means that the deformation can be
computed relatively every timestep rather than absolutely with respect to the starting mesh.

K̃KKΩΩ(t )ẋxxΩ(t )+K̃KKΩΓ(t )ẋxxΓ(t ) =000 inΩF (3.7)

3.2.4. Conservative and Consistent coupling.
The exchange of boundary conditions takes place by transferring the boundary values from one
surface mesh to the other. Since, in general the boundary cells are non-matching in multi-physics
problems, an interpolation method must be used.

According to de Boer et al. (2008), the exchange of boundary values can be defined by a transfor-
mation matrix H , where respectively Hfs and Hsf bring the boundary values from the structural to
the fluid mesh, and visa versa. A conservative coupling is based on the conservation of virtual work
on the surface. This exists when the same one transformation matrix is the transpose of the other. To
create the first transformation matrix, the integral sum of the parameter is conserved, which leads
to a transformation matrix with a row-sum of one. However is often not true for the transpose.

In the consistent approach two transformation matrices are employed, both with a row-sum
of one. In general these matrices are not each others transpose, therefore the method is not both
conservative and consistent and the energy is not conserved over the surface.

Bungartz et al. (2016) reflects on the properties of the conservative and consistent coupling.
Depending on the type of variable, either method is preferred. For integral parameters such as
forces, conservative method must be used. For non-matching meshes this holds that the integral
of the property is conserved. Moving from a coarse to a fine mesh, this means the point value is
divided over multiple points such that the sum on both meshes is the same. Consistent mapping is
applicable to fields such as pressure, fluxes or densities. For non-matching meshes this holds that
the value of a constant function is maintained on the other mesh.

Various interpolation methods exist. The Nearest-Neighbour method is the simplest method
available, which assigns the point data to the nearest point from the other mesh available. In general
this method lacks accuracy, but for fine to coarse meshes it can be used. The Nearest-Projection
Method is an improvement of the Nearest-Neighbour, where the topology of the target mesh is first
mapped onto the source mesh. Using this method, the accuracy of interpolation is second order.

The Weighted Residual method is based on the weak formulation of the conservation of the
parameter in question. Various choices exist for the test function, such as the mortar approach.
Another coupling method used Radial Basis Functions (RBF) interpolation. For this method radi-
ally defined interpolation functions are used which transfer the parameter from one mesh to the
other. In contrast to the other methods, no orthogonal or search algorithm is required, since these
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functions are valid in the entire domain space.

3.2.5. Boundary conditions
The coupling between the structure, fluid and fluid mesh takes place on the interface Γ. Various
strategies exist for the exchange of boundary conditions. From the fluid participant either the force
of the stress can be mapped. The force is a conservative variable because the integral sum must be
preserved over the boundary. The stress however requires consistent mapping since it is indepen-
dent of the area on which is is present. The boundary conditions from the structure side are related
to the displacement of the boundary. A straightforward approach is direct mapping of the surface
deformation. Alternatively the velocity can be applied to the fluid model. Both these mappings are
consistent.

In a general method the forces are transferred from the fluid to the structure and imposed as
boundary condition. See equation 3.8, where the normal contribution from the pressure and stress
tensor are taken equal to the structure normal surface stress. In term, for the viscous, incompress-
ible fluid the interface velocity is the coupling boundary conditions. These boundary conditions are
featured in the transmission part.

Forces equilibrium: −pnnnb +τττ ·nnnb =σσσ ·nnnb (3.8)

No slip: vvv = u̇̇u̇u

Additionally, the structural displacement is used to deform the fluid mesh to the updated ge-
ometry. The equations below formulate the compatibility conditions for the boundary of the fluid
mesh.

Mesh displacement: xxx = xxx(0)+uuu, (3.9)

Mesh velocity: ẋ̇ẋx = u̇̇u̇u.
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3.3. Time stepping method
Time stepping methods using the partitioned approach can be divided into two groups: loosely
or strongly coupled systems. For both methods the fluid and structure are updated separately, and
boundary data is exchanged. The loosely coupled simulation updates both fields once per timestep,
therefore it is referred to as explicit in FSI literature. This leads to discrepancies in the coupling
conditions in equation 3.8. However for low amounts of interaction this method can suffice.

In strongly coupled simulation, the fluid and structural solver are iterated until the coupling
conditions are satisfied at the interface to a certain convergence criterion. Since this method uses
the field values from the newly computed time-instance, it is referred to as an implicit method in
FSI literature. Multiple iterations are performed each time-instance, therefore this method is intrin-
sically computationally more expensive that the loosely coupled method.

3.3.1. staggered procedures
The way in which the solvers are computed is defined by the staggered procedure. A simple version
is the Conventional Serial Staggered (CSS) procedure (Farhat & Lesoinne, 2000). This procedure
depends on 4 steps. For timestep tn → tn+1.

1. Update the mesh according to the structural displacement at tn . So xn+1 = un .

2. Calculate the fluid field using the fluid mesh at tn and tn+1. The fluid flow state WN+1 is found.

3. Transfer the pressure boundary to the structure

4. Calculate the updated state for the structure un+1.

The parallel variant updates the fluid mesh xn+1 for the newly computed structural displace-
ment un+1. The fluid field is computed over and the forces are coupled to the structure, which is
updated again. This procedure is followed until convergence is reached.

Figure 3.2: Conventional Serial Staggered procedure. (left) Basic operation. (right) with sub-
cycling for the fluid solver. From Farhat & Lesoinne (2000).

Figure 3.2 (right) shows the CSS procedure with sub-cycling for the fluid solver. In general, the
fluid has a much smaller time-scale than the structure and therefore requires a smaller time-step.
By sub-cycling the fluid solver, the models structural model is only computed when necessary. This
reduces the computational cost of the structure and the communication between both solvers.

The CSS algorithm is serial, hence the solvers are run in sequence. Parallel computation of the
Computational Fluid Dynamics (CFD) and Computational Structural Dynamics (CSD) solver can be
attained by a small adaptation of the procedure. The Conventional Parallel Staggered (CPS) facili-
tates parallel computation of the fields by limiting the exchange of data to the current time-instance.
See figure 3.3 for the CPS procedure.

The procedures above can be improved using a different approach. Taking into account that
the structure is usually time-discretised using the second-order midpoint rule. In this computation,



3.3. Time stepping method 43

Figure 3.3: (left) Conventional Parallel Staggered procedure. (right) Alternative with mid-time
force evaluation. From Farhat & Lesoinne (2000).

the force is calculated in mid-time between two timesteps. Figure 3.3 shows this procedure, which
can deliver an overall second order precision, provided the fluid is solved using a second order time
integration.

To speed up the current simulation with the CSS procedure, Nakata & Liu (2012) applied pre-
dicting steps to the structural solver as in figure 3.4. A prediction of the structural displacement is
added for time t +∆t , using the current displacement and velocity. This predictor is only efficient if
∆t is small compared to the structure dynamic deformation. Then the fluid mesh can be updated
in a more precise manner compared to the CSS or CPS procedure.

Fluid

Structure

p
t

x
t

x
t+Δt

p
t+Δt

Load transferx
t
+up

t+Δt

up
t+Δt: Predicted structural displacement

Figure 3.4: Conventional serial staggered procedure. Adapted from Nakata & Liu (2012).

3.3.2. Convergence Techniques
Mehl et al. (2016) treat several techniques for the convergence in strongly coupled systems. In this
case the Fixed Point Equation (FPE) for the structure and fluid can be summarised as:

(S ◦F )(~d) = ~d or in general form H(~x) =~x, (3.10)

where the formulations are analogous to the previously defined operations in equation 3.1. The
iteration for one timestep is complete if the above equation is satisfied. The particular form of the
FPE notes here is applicable to a serial staggered computation, but alternatives exist for parallel field
solving, such as the parallel Fixed Point Equation and vectorial Fixed Point Equation. It is desirable
to run the CFD and CSD solver in parallel, so no computational time is lost with cores running idle.

Regardless of the type of FPE, each of these equations can be transformed to the general form.

Fixed point iteration
In this approach, the equation

H(~in) = xi+1, (3.11)
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is solved until convergence, where i denotes the iteration undertaken per time-instance. This is
stable for a mapping of ||H || < 1, which is in general not the case for FSI.

Constant under-relaxation
This approach stabilises the simulation by using a fixed scalar ω, such that:

~xi+1 = ~xi +ω (H(~xi )−~xi ) (3.12)

is solved. In this approach multiple iterations must be performed before every timestep is con-
verged. The subrelaxation factor ω is assigned a fixed value.

Aitken under-relaxation
The Aitken under-relaxation solves the same system defined by as the constant under-relaxation in
equation 3.12. However, an adaptive algorithm is used such that the scalar ω is calculated every
time-step, leading to a better convergence.

Quasi-Newton methods
For the Quasi-Newton methods equation:

R(~x) := H(~x)−~x != 0 (3.13)

is minimized. In this method data from previous iterations is used to approximate a newton solver
step for the FPE. To iteratively reach the solution, the Jacobian of the residual matrix R is estimated.
Various varieties of this method exist. The Interface Quasi-Newton Inverse Least-Squares (IQN-
LS) uses the least-squares method to minimize the norm of the inverse Jacobian. Lindner et al.
(2015) describes a the Interface Quasi-Newton Multiple Vector Jacobian (IQN-MVJ). This method
minimizes the difference in the Jacobian over timesteps.

Apart from these methods, Blom (2017) comments on methods to increase the performance of
the scheme. Multi-level method take advantage of the computationally less expensive coarse grids.
The Multi-Level Quasi-Newton Least-Squares (ML-IQN-LS) utilizes a coarse grid to construct an
approximation of the Jacobian, which is then refined iteratively to the fine grid. Other alternatives
are Aggressive Space Mapping (ASM), Output Space Mapping (OSM) or Manifold Mapping (MM).
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3.4. Meshes
In this section the different properties of the fluid mesh are treated. The fluid mesh is usually de-
noted as ’mesh’ without the adjective ’fluid’ mentioned specifically. Three different strategies are
often used in flapping wing aerodynamics, see also appendix A. The mesh is created in the entire
domain of the solver satisfy the conservation laws. On moving meshes this is done by means of the
Arbitrary Lagrangian Eulerian approach, which takes into account the mesh deformation for the
flux across the mesh boundary.

A distinction can be made between structured and unstructured meshes, as seen in figure 3.5.
Multi-block grids exists of blocks of structured meshes. Structured meshes are more favourable
in terms of accuracy and efficiency of the solver. Unstructured meshes are easy to create around
complex geometries, which makes them suitable for many engineering applications.

Figure 3.5: Structured (left) and unstructured (right) mesh around a simple geometry. From Bos
(2010).

The numerical solution is very dependent on the interpolation of cell values over the cell faces.
Therefore the quality of the mesh is important to guarantee the interpolation can be accurate. The
cell non-orthogonality is defined by the angle between two mesh centres and the vector perpen-
dicular to the cell face dividing the cells. When these vectors alight, the flux between the cells is
directly pointed towards (from) the cell centre. High non-orthogonality leads to a large error in the
truncation of the diffusive term.

The skewness is defined by the offset between the connecting line of cell centres, and the mid-
point of the cell face. See figure 3.6, where m denotes the offset for the skewness. The skewness is
important for the interpolation from the cell centre to the cell face.

H. B. Deng et al. (2013) gives an overview of several mesh methods that can be used in the nu-
merical modelling of animals. The Immersed Boundary Method, Overset Grid Method and Body-
conformal meshes are most popular in numerical flapping wing research.

3.4.1. Immersed Boundary Method
The IBM uses a Eulerian approach or the fluid, which means that a stationary grid is used to solve
the Navier-Stokes equations. The force on the boundary is interpolated onto the Cartesian grid to
account for the structure.

Figure 3.7 shows the basic principle of the IBM for a solid body and a membrane. The fluid mesh
is composed of four different type of nodes: ’Fluid’, ’Solid’, ’Hybrid’ and ’Ghost’ nodes. The ’Solid
nodes’ are disregarded for the solution and on the ’Fluid nodes’ the fluid is solved. The ’Hybrid
nodes’ are computed by averaging the solution from the Navier-Stokes equations and extrapolated
flow variables from the ’Ghost nodes’.

Other researches where the IBM has been used are Yang et al. (2008), Vanella et al. (2008), Dai
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Figure 3.6: (Left) non-orthogonality between cells. (Right) Skewness between cells. From Jasak
(1996).
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Figure 3.7: Representation of the Immersed Boundary Method on a 2D mesh. From Luo et al.
(2010).
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et al. (2012) and Shahzad et al. (2017). The Masters thesis by Noyon (2014) investigates the DelFLY
wing using the IBM. The stationary grid gives the wing virtually unlimited space to move in the
domain. Furthermore, the mesh does not deform, reducing one computational field with respect
to the ALE approach. However, the wing does not have a layered mesh on the surface. In effect the
boundary layer is not modelled in great detail, which is a disadvantage for this method compared
to body-conformal grids.

3.4.2. Body-conformal Meshes
As the structure deforms and moves, the boundary for the fluid problem moves too. Therefore, the
mesh must be adapted every timestep for the FSI problem. One option is to completely regener-
ate the mesh, but this is computationally very expensive. Furthermore, it requires interpolation of
the data between every timestep, which causes loss of the physical conservation laws. Re-meshing
of the entire domain can be used when boundary deformations are too big to create a deformed
mesh. Y. H. Chen et al. (2017) used dynamic remeshing for the modelling of a flexible insect wing in
counter-stroke, where very high deformations occurred

There exists a number of different mesh deformation techniques. A number of methods which
can be applied to both structured and unstructured grids is listed in table 3.2. For structured meshes,
the Transfinite Interpolation (TFI) is often used, for example in Du & Sun (2008). A similar approach
with the Master-slave coupling was used by Aono et al. (2010). In the TFI method, the displacement
of the edges and vertices of the blocks is used to deform the cells within. The movement of the edges
and vertices are obtained either by the prescribed deformation on the boundary, or by interpolation
by another method (for free block vertices). After the displacement of the block vertices and edges
is known, the displacement is interpolated to the rest of the grid. The method is easy to implement
and efficient.

Table 3.2: Deformation methods for structured and unstructured meshes

Method Computational effort

1 Master-Slave coupling
2 Lineal springs Heavy (O (Ngrid)
3 Torsional springs Heavy (O (2 ·Ngrid))
4 Semi-torsional springs Heavy (O (Ngrid))
5 Least Squares Very Heavy
6 Solid Body Elasticity Very Heavy
7 Laplacian Smoothing Heavy (O (Ngrid))
8 Biharmonic operator Heavy (O (2 ·Ngrid))
9 Radial basis function interpolation Medium (O (Nboundary))

Methods 2 to 4 are the spring analogy methods, where a metric of the cell is given a spring which
tries to the initial value. The lineal spring works as a normal spring between nodes, whereas the
torsional spring acts to preserve the angle of a cell. For all these methods ’hanging nodes’ have to be
removed from the mesh. The spring analogy can be used to model rather small deformations, and
the methods are computationally heavy, because a set of equations has to be solved for every mesh
cell. Research in spring methods is found for example in the work from Felippa et al. (2001), where
it is applied to solve the small deformations in flutter of a fighter aircraft.

Methods 5 and 6 are analogous in the type of formulation: both strive at minimizing a function
for the entire mesh. The Least Squares function tries to preserve the angles of the mesh, while the
Solid body elasticity method aims at minimizing the strain energy of the mesh. The grids of these
two meshes are similar and of better quality compared to the spring analogy methods.
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The Laplacian Smoothing and Biharmonic operator solve a set of partial differential equations
applied to the nodes of the mesh. The drawback of the Laplacian smoothing is that it offers little
flexibility in the boundary conditions, which leads to a system which can only cope with small de-
formations. The Biharmonic operator outperformes the Laplacian smoothing because it can cope
with both Dirichlet and Neumann boundary conditions, but is similar to the spring analogy meth-
ods. Furthermore, it is even more heavy computationally compared to the Laplacian smoothing.

Radial basis function interpolation are generally used to transfer a function from one mesh to
another, such as on the fluid-structure interface in the FSI problem. The pressure is transferred
from the fluid to the structure, and the displacement is placed on the boundary of the aerodynamic
mesh. When applied as a mesh deformation technique, the RBFs used to displace the fluid bound-
ary mesh cells are also used to displace the other nodes in the fluid domain. In comparison with
other dynamic mesh models, mesh deformation based on RBFs is capable of large deformations at
a reasonable cost (Bos, 2010). Moreover, by utilizing a coarsening technique, only a subset of the
boundary nodes is evaluated and the system of equations can be reduced (Gillebaart, 2011).

3.4.3. Overset Grid Method
The Overset Grid Method (OGM) makes use of multi-block grid on which the fluid solution is solved.
The individual grids are chosen to facilitate each an own role. Common combinations in flapping
wing aerodynamics are the combination of a refined grid which follows the wing movement and a
Cartesian grid at the background large enough fill the entire domain.

In the case of a deforming wing, this method can be seen as a combination of the IBM and
body-conformal mesh technique: the mesh around the wing deforms according to the wing, but is
not bounded by the the outer boundary. On the boundary of the grid, the values are interpolated to
the background Cartesian grid.

Figure 3.8 shows an example of the overset-grid method around a Hawkmoth body. For this
grid, Nakata & Liu (2012) uses the overset-grid method, where one detailed mesh is formed around
the insect wings, and the other is grown from the body. The latter mesh is stationary and contains
the far field boundaries. The wing mesh provides the required refinement around the wings and
deforms according to the wings motions.

Figure 3.8: Wing-based grid and Cartesian grid around the Hawkmoth model. Adapted from
Nakata & Liu (2012).

R. P. Malhan et al. (2013) use an overset-grid method with a body-fitted curvilinear wing meshed,
which was combined with a Cartesian background mesh. Mayo (2014) took a similar approach, and
Gordnier & Attar (2014) used a set of 7 overset meshes to create a computational grid around a
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membrane wing. S. Deng et al. (2017) combined the overset grid with grid deformation based on
RBFs for the body-conformal grid.

Taking this approach, the overset grid method offers a well resolved boundary layer on the wing,
for a good quality background grid. Furthermore, grid deformation only has to be applied on the
deforming and moving part of the grid.

3.5. Numerical Modelling
Chapter 2 has focussed on the aerodynamic and structural behaviour found in flexible flapping
wings. This section focusses on a numerical implementation of a general FSI method which can be
used to investigate flapping wing aerodynamics.

For strongly coupled systems, multiple iterations must be taken per timestep to reach an equi-
librium in the boundary conditions, hence computationally FSI can be very heavy (Liu et al., 2017).
It is therefore extremely important to design an efficient coupling approach, which does not in-
crease the computational constraints orders of magnitude when compared to the single physics
problem.

First a comparison of aerodynamic models given. Next, section 3.5.2 provides background on
the available types of modelling of the structure. Finally, the coupling between both solvers is ex-
plained in section 3.5.3, in which the solvers are selected which are compatible with the demands.
The solvers should be open-source and should be possible to exchange the boundary data in order
to perform coupled simulations.

The fluid solver OpenFOAM is chosen as the most suitable candidate for the fluid dynamical side
of the coupled simulation. However, in order to create the coupling, a general procedure has to
be developed which provides communication with OpenFOAM. In section 4, the procedures of the
OpenFOAM adapter are explained.

3.5.1. Computational Fluid dynamics
This section describes the basis for resolving the fluid field of the coupled FSI. The accuracy of the
method is dependent on the amount of assumptions and models that are being used. In general, a
higher accuracy is reached by resolving more features of the flow field, which in term increases the
computational cost. There are various options to solve the flowfield.

• Panel methods

• Unsteady Vortex Lattice Method (UVLM).

• Navier-Stokes equations

• Lattice Boltzmann Equations (LBE)

In the current thesis, a high fidelity flow solver is required which can provide quantitative data
about the flowfield. Furthermore, it has to be compatible with the computational method of choice.
Simple solvers such as panel methods cannot provide the accuracy for the complicated aerody-
namic phenomena that occur on flapping wings. The LBEs solves the flow field by modelling the in-
teraction between particles. In terms of numerical modelling however, the Navier-Stokes equations
are the logical choice since there is a broad background in these equations in terms of available
methods. Looking at appendix A, it is found that the Navier-Stokes equations are by far the most
used method to solve the flow field.

Fluid dynamical model parameters
Several modelling parameters can be distinguished which have a large influence on the solution.
Some parameters which are of influence are explained here.



50 3. Fluid-Structure Interaction

Compressibility Flapping wings in nature and on MAVs operate in the low Mach number regime.
Therefore, any model which attempts to create a similar motion operates practically in incompress-
ible flow. Therefore the incompressible Navier-Stokes equations can be adopted.

Some researches (R. P. Malhan et al., 2013; Mayo, 2014) make use of a compressible solver with
low Mach preconditioning to solve the flow field. A possible effect of adding some compressibility
to the flow is that it gives more stable solution for small timesteps. For incompressible flow, a small
displacement error of the structure solver can cause a large velocity or acceleration error when the
time-derivative is computed over a small timestep. An incompressible solver does not allow for den-
sity changes in the flow and as a result, very high pressures can occur due to the small displacement
error. This type of instability especially occurs when the time step is taken low, and small displace-
ments are perceived as a high boundary velocity.

Turbulence modelling Direct Numerical Simulation (DNS) is the most straightforward and ac-
curate manner of applying the Navier-Stokes equations in case of turbulent flow. This method is
however extremely expensive because it requires the grid to be fine enough to resolve all scales. The
main application for DNS is for relative simple flow geometries which can be used as validation
cases for lower fidelity models. The solver method is not feasible for the current work.

Large Eddy Simulation (LES) is less common in the field of flapping wing aerodynamics, but can
equally be used. In this method the large turbulent scales are resolved while the smaller turbulent
scales are captured in a sub-grid model, such as the Smagorinsky sub-grid model. Gordnier & Attar
(2014) uses a 6th order LES solver in combination with a high fidelity structural solver to solve the
flow field around a flapping wing.

The well known unsteady RANS requires much less computational power compared to the meth-
ods above. In flapping wing aerodynamics it is by far the most popular method, as can be seen in
appendix A. The Unsteady Reynolds Averaged Navier Stokes (URANS) method splits the Navier-
Stokes equations in a mean and fluctuating part of the flowfield. The incompressible momentum
equation (in Einstein notation) then becomes:
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The term Ri j = u′
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j is the Reynolds stress tensor, which requires an additional model to be solved.
Often used turbulent models are the k-ε or the k-ω model, which add two transport equations to
the problem. For transitional Reynolds number, an additional transition modelling can be required,
such as is done in the γ−Reθ model. Much of the research to flapping wings aims at small insect
wings at very low Reynolds numbers. At these low Reynolds numbers, the flow is completely laminar
and no additional turbulence modelling is required, simplifying the set of equations.

ALE-equations The coupled problem will impose a finite displacement on the boundary surface.
Several strategies were explained in chapter 3.4. Of these, the immersed boundary method features
a Eulerian mesh, but both the overset and the body-conformal meshes feature a mesh movement.
The Lagrangian component of the equations allows the mesh to follow the deforming structure.
This additional Lagrangian term must be incorporated in the flow equations as an additional flux
term, shown in 3.2.

3.5.2. Structural modelling of the wing
Similar to the computational modelling of the fluid structure, the structure of the wing can be mod-
elled with various different models. In general, the numerical modelling of the structural part in
the FSI simulation is a fraction of the time required for the fluid part. Therefore, the choice for a
computationally cheap method is of lesser importance for this part.



3.5. Numerical Modelling 51

Some of the methods that are used for FSI:

• Linear beam model

• Linear membrane model

• Hyper-elastic membrane model

• Finite element models.

Shyy et al. (2013) comments on the use of some of these models. The linear beam model is used
extensively in the aeroelasticity community to study the dynamic structural response of the wing.
The model is very simple, modelling the wing as a 1D entity. Linear membrane models are used to
model the chordwise deflection using a membrane fixed on two sides, for example to model sails.
For large deformations, non-linear effects arise which cannot be predicted by the linear membrane
model. Other simplified models make use of different assumptions and feature other equations.
Two models are explained in the next section.

The most used method in flapping wing research model some type of finite element. The struc-
ture is then solved using the Finite Element Method. Elements which are often used are membrane,
shell or brick elements. Membrane and shell elements feature computational efficiency over brick
elements, since they have less degrees of freedom. For the membrane the nodes do not rotate, since
the element cannot transmit moments and out-of-plane loads.

Shell elements assume a thin structure and feature five Degrees of Freedom (DOF) rather than
six. In the most general form, a shell element is a curved 2D structure, where the in-plane and out-
of-plane displacements are coupled via the curvature of the shell. Both bending and membrane
forces can be modelled with the shell element.

An example of the application of a simple FEM wing model is found in Masarati et al. (2011),
where a the sheet is modelled by shell elements. Non-linear beam elements are used to model the
stiff part of the wing. A more complicated wing of shell elements is used by Nakata & Liu (2012),
see figure 3.9. Here, the non-uniform thickness of the real wing is modelled in the FEM model. The
effect of the veins is captured in the non-uniform properties of the effective stiffness (EI) of the wing.

Fig. 4.

Figure 3.9: Realistic shell element representation of the Hawkmoth wing. Adapted from Nakata &
Liu (2012).

3.5.3. Coupling methods
The basic theory behind the interaction of a fluid and a structure is rather straightforward, and is
explained in section 3.2. Many researchers have developed their own routine, such as Wang et al.
(2017) with MATLAB, or R. Malhan et al. (2012); R. P. Malhan et al. (2013); Mayo (2014) with a Python
interface. Using code specifically written for the execution of processes is done by Luo et al. (2010);
Dai et al. (2012), who use the MPI to communicate between the solvers. This technique is applied
with minimal modifications to the existing solver software.
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Some dedicated coupling methods are described in Bungartz et al. (2016). One of the stan-
dard tools is the MpCCI Coupling Environment. Another method is the ADVENTURE_Coupler (AD-
Vanced ENgineering analysis Tool for Ultra large REal world), or EMPIRE (Enhanced Multi Physics
Interface Research Engine). However, all these methods are based on the Client-server approach,
which increases the required amount of data communication.

To utilize the computational power in an efficient way, point-to-point communication between
solvers which permits communication between processes of the solvers is desired. OpenPALM
(Open Projet d’Assimilation par Logiciel Multimethodes) and preCICE are dedicated coupling soft-
ware packages which posses this property. These packages are built on the functionalities of the
MPI. However, only the latter software has iterative methods implemented to solve the interface
fixed-point equation. The advantages of preCICE come in the functionalities it brings within the
code. In figure 3.10 some of the functionalities of preCICE are shown.

• The solver contains iterative methods to solve the interface fixed-point equation.

• Various data mapping methods are built in to work with non-matching grids on the interface.

• Communication between the processes of different solvers are permitted.

Figure 3.10: The features of the preCICE API. From Bungartz et al. (2016).

Adapters for preCICE
As mentioned, preCICE provides the coupling for multi-physics problems, and can assure efficient
communication, data mapping and has solving iterating algorithms built in. Another advantage of
the code is that several adapters for various structural and fluid dynamical codes are available. This
facilitates easy coupling with limited work on the solvers which require coupling.

A version of preCICE is used in the framework for FSI applications called FOAM-FSI, developed
by Blom (2017). This framework is based on the fluid capacities of the foam-extend-3.2 and uses
the coupling tools of preCICE. Unfortunately, this package is only compatible with the particular
version of OpenFOAM, and is not in development any more.

In Chourdakis (2017a) the official adapter is described for Conjugate Heat Transfer (CHT), which
is compatible with OpenFOAM-4.0 and higher, and openFOAM-1606 and higher. The CHT module has
been developed and has been validated. The FSI part is further developed in the current work.

On the structural side, Rusch (2016) worked on the implementation FSI simulation with the fluid
solver SU2 and the structure solver Calculix. This FEM package is selected as the structural solver
for the coupled simulation. The Calculix-adapter features an interface for both CHT and FSI.
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3.6. Synthesis
This chapter gives an introduction to FSI and its numerical implementation. To solve the coupled
system, either a monolithic or a partitioned approach can be taken. The latter is better applicable for
this thesis, since it provides a more flexible architecture. In the partitioned approach the solvers are
seen as a ’black box’ to the coupling approach, where only the boundary conditions are exchanged.
The partitioned approach can be split into the strongly and loosely coupled approach, also called
implicit and explicit method in FSI literature. The implicit method is applicable to systems with
a high level of interaction, where the convergence is reached every time-instance by iterating the
solvers.

Different procedures exist to couple the fluid and structural solver. Simple methods, such as the
CSS and CPS are only first order accurate in time. This means that the general system will be overall
first order, no matter the order of the field solvers or the strong coupling. Improved schemes make
use of different algorithms and can reach higher overall time-accuracy. Important for such schemes
is that the fluid solver can perform sub-cycles, since the time-scale of the fluid solver is in general
smaller than the structural time-scale.

Solving the strongly coupled system can be done iteratively using several approaches. Of these,
choosing a sophisticated sub-relaxation with the Aitken method, or a Quasi-Newton method are
the best options for a coupled FSI simulation. Using Multi-level meshes can help to accelerate the
solution by enhancing the computational advantages of a coarse grid.

Three different mesh techniques are often encountered in FSI: the Immersed Boundary Method,
body-conformal Meshes and Overset Grid Method. It is interesting to investigate the advantages and
disadvantages of the latter method in the thesis.

Various numerical methods are available to solve the flow and structural domain. The method-
ology chosen in this thesis is to solve the flow field using the URANS, which is coupled to a FEM
structural solver. In numerical flapping wing research this is the most popular approach as can be
seen in A.

In terms of code, different programs are adopted with respect to the reference papers. The flow
solver OpenFOAM-1712 is chosen because it gives the user access to a large amount of solvers and util-
ities for incompressible flows. The program allows for overset grids, and has functions for grid defor-
mation. Furthermore, various solvers are already defined in which the ALE Navier-Stokes equations
are solved. Also rotational grid deformation is quite common, which will be required in this work.

For the structural solver, Calculix is chosen. This open-source structural solver can simulate
non-linear structures with various type of elements, which allows it to represent the type of simple
wing that is proposed in this thesis. Moreover, an adapter is available to couple the software to a
flow model for FSI analysis.

It is the goal of this thesis to implement OpenFOAM and Calculix in a coupled FSI system. For
that purpose, preCICE will be used. The adapter for Calculix already exists. The OpenFOAM
adapter already supports coupled problems with conjugate heat transfer, and is extended in this
work to solve FSI problems.





Chapter 4
Extension of the OpenFOAM Adapter

In the previous sections the necessary elements are explained that are required in a fluid-structure
interaction problem. These elements are implemented in a generic method to create coupled sim-
ulations with OpenFOAM. Several objectives are defined to create a modular adapter which is easy in
use. Following Chourdakis (2017a), the adapter should:

1. make no changes to the OpenFOAM source-code;

2. be solver-agnostic;

3. be loaded and configured at runtime;

4. support the full spectrum of preCICE features;

5. be compatible with multiple versions of OpenFOAM;

4.1. Adapter architecture
The OpenFOAM adapter is the result of multiple projects. First the CHT part was developed by Yau
(2016) and Chourdakis (2017a) continued work to create a flexible architecture which is relatively
easy to extend. In the latter work an overview is given of the adapter architecture. Note that this
description is written for the adapter with only CHT capabilities.

The OpenFOAM adapter is implemented as an OpenFOAM function object. In this way, the adapter
can be called at runtime, regardless of the used solver. The user only needs to include the
preciceAdapterFunctionObject configuration in the controlDict file, as shown in listing 4.1.
The included function must point to the OpenFOAM Adapter dynamic library.

1 functions
2 {
3 #includeFunc < . . . >
4 // The following l i n e s include the OpenFOAM Adapter function object .
5 preCICE_Adapter
6 {
7 type preciceAdapterFunctionObject ;
8 l i b s ( " libpreciceAdapterFunctionObject . so" ) ;
9 }

10 }

Listing 4.1: Inclusion of the OpenFOAM Adapter in the controlDict

The adapter is easy to integrate in the OpenFOAM environment. To build the adapter, a valid
OpenFOAM distribution must be present on the machine, and shared library of the adapter is built
in the user library folder of the distribution. This makes the adapter very portable for different
platforms. Integration of the adapter in the controlDict makes coupling OpenFOAM with preCICE

very straightforward.

55
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4.1.1. Function objects
In OpenFOAM, a function object is primarily used as a post processing tool. During the initialization
of the case, a list of all the function objects is created by the class functionObjectList. This list
is then used to call the function objects by OpenFOAM routines at a set number of points which are
defined in either the OpenFOAM time class or the mesh class:

1. At the beginning of the first iteration: functionObjects().start()

2. At every iteration of the time loop: functionObjects().execute()

3. After the last iteration of the time loop: functionObjects().execute() and
functionObjects().end()

4. When the OpenFOAM time is adjusted functionObjects().adjusttime step()

5. When the OpenFOAM mesh is updated or moved: functionObjects().updateMesh() or
functionObjects().movePoints()

Figure 4.1 shows the call flow of the main functions that are implemented in the function ob-
ject class. The start() function is only ran at the first iteration of a new simulation, and here the
information is read to create the function object. Similarly, the end() function is only called when
the time loop has finished. The other functions can be adopted to inject information to the simu-
lation from within the function object. Write() can be used to adapt the normal write behaviour
by OpenFOAM, while adjusttime step() can overwrite the normal time step. Mesh changes trig-
ger either updateMesh() or movePoints(). The latter function is used for mesh operations where
the size of the mesh is not changed. The function execute() holds the main body of the function
object, where in general the object of interest is computed.

Figure 4.1: Call flow of the function object class in OpenFOAM. Adapted from Chourdakis (2017a).

4.1.2. preCICE interface
In the same way the OpenFOAM Adapter uses functions from the OpenFOAM namespace, some func-
tions from preCICE are used as well. In particular, the functions which are used to couple the sim-
ulation are:
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• advance()

• isCouplingOngoing()

• isCouplingTimeStepComplete()

• isReadCheckpointRequired()

• isWriteCheckpointRequired()

• fulfilledReadCheckpoint()

• fulfilledWriteCheckpoint()

The functions starting with ’is’ return a boolean to check whether a certain action is required.
The booleans isCouplingTimeStepComplete(), isReadCheckpointRequired() and
isWriteCheckpointRequired() are only used for implicit coupling. These determine when a
checkpoint needs to be written or read, and when the timestep has converged. The functions
fulfilledReadCheckpoint() and fulfilledWriteCheckpoint() are implemented directly af-
ter a checkpoint is read or written, in order to assure that action is fulfilled prior to continuing the
run.

The coupling between the solvers is performed by the preCICE function advance(). From the
perspective of the fluid solver, here is where the coupling with the other participant(s) is performed.
First the boundary data is mapped from the OpenFOAM side to the other participant(s), after which
the respective solver(s) is/are ran. Next, the boundary data is mapped back to the OpenFOAM
Adapter. For simulations with a serial coupling scheme this entails that the OpenFOAM solver is idle
when the advance() function is called. Note that the preCICE advance() function performs many
more actions required for the coupled simulation, however for the perspective of the fluid solver the
mapping is the most relevant.

4.1.3. Flow of the adapter
The basis of the function object defined above is used to create a function object for the OpenFOAM
Adapter. This function object is defined by the files preciceAdapterFunctionObject.C and
preciceAdapterFunctionObject.H which merely provide wrappers for the rest of the adapter
code. The functions read(), adjustTimeStep(), and execute() are actually used, as can be seen
in figure 4.2. The end() is an empty function but can throw a warning if the OpenFOAM simulation
finishes before the coupling is complete.

When coupling is going on, moving the points and updating the mesh does not require inter-
vention of the adapter. Therefore the adapter does not possess functions called updateMesh() or
movePoints(). The mesh deformation is performed exactly as it would be performed without call-
ing the function object. In implicitly coupled simulations however, sub-iterations are required in
which the mesh position has to be reverted to the previous time step. Therefore the adapter does
call the OpenFOAM native function fvMesh::movePoints().

The execute() function is called during the coupling and in this function the majority of the
calls to other functions is implemented. In appendix B, the flow chart of this function is given.

4.1.4. Configuration of the coupled interface
To initialize the OpenFOAM Adapter, the function configure() is called. Here the OpenFOAM
Adapter reads the configuration files which must be provided for the simulation. The configuration
files are written in YAML format and the file is called precice-adapter-config.yml. This file spec-
ifies the interface and the data that is exchanged. Furthermore, adapter specific settings are defined
in this file.
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Foam::functionObject

read()

execute()

write()

end()

adjustTimeStep()

updateMesh()

movePoints()

preciceAdapterFunctionObject 

read()

write()

end()

adjustTimeStep()

execute() 

adapter

configure()* 

execute()*

end()

adjustTimeStep()

adjustSolverTimeStep()

Figure 4.2: Call flow of the OpenFOAM Adapter function object object. The execute() and
configure() functions are not complete here.

Based on the initialization, the configure() creates the coupling interfaces and initializes
preCICE. If implicit coupling is selected, the checkpointing is set up in for objects that need to be
checkpointed.
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4.2. Exchange of boundary data
The preCICE library allows the exchange of both conservative and consistent quantities on the cou-
pling boundary. Coupling of the quantities required for FSI was added in the scope of this work.

4.2.1. Fluid to structure
The stress on the boundary can be derived using the Cauchy stress tensor. (Holzmann, 2017). This
formulation splits the stress tensor of the fluid in the deviatoric (dev) and hydrostatic (hyd) part. By
definition, any two-rank tensor can be split in a hydrostatic and deviatoric part. For an incompress-
ible flow the hydrostatic part of the Cauchy stress tensor is only determined by the pressure, as the
viscous stress tensor does not include any hydrostatic parts:

σσσhyd = 1

3
tr(σσσ)III =−pIII , (4.1)

σσσ=σσσhyd +σσσdev (4.2)

=−pIII +τττ.

where τττ represents the deviatoric parts of the viscous stress tensor. For a Newtonian fluid, the vis-
cous stress tensor is linearly dependent on the strain rate tensor EEE . The hydrostatic part is deter-
mined by the bulk viscosity times the divergence of the velocity field, which equates to zero for an
incompressible flow. This underlines that the hydrostatic quantity in equation 4.1 is determined
only by the pressure.

The strain rate tensor itself is the symmetric part of the velocity gradient, which governs the
deformation of the fluid elements. The strain rate tensor can then be split into a hydrostatic and
deviatoric part. The deviatoric part of the strain rate tensor is then used to compute the viscous
stress tensor:
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In the OpenFOAM Adapter, the Cauchy stress tensor is used to extract the load at the boundary.
The load at the boundary is a vector which is defined at all the boundary faces at the interface Γ. The
surface stress is then defined by the negative of the inner product of the Cauchy stress tensor and
face normal vectors. The sign change is necessary because the reaction of the fluid on the boundary
is considered, and not the fluid internal stress:

σσσσσσσσσΓ = pnnn −ρν
(
EEE − 1

3
tr(EEE)III

)
·nnn. (4.5)

Note that σσσσσσσσσΓ denotes the stress at the boundary, and therefore is a rank 1 tensor. The surface
stress is a consistent quantity with units [Nm−2].

A similar expression can be derived for the force on the boundary. For this quantity, the Cauchy
stress tensor must be multiplied by the face normal vector and face area. The force is a conservative
property and has units [N]:

FFFFFFFFFΓ = pSSS −ρν
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·SSS. (4.6)
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4.2.2. Structure to Fluid
Various options exist to map the boundary data from the structure to the fluid which all aim at de-
forming the shape of the fluid boundary to follow the structural deformation. The methods which
are currently implemented in the OpenFOAM adapter are based on the displacement of the struc-
ture.

The solvers in OpenFOAM which work with a dynamic mesh create fields for both the cell- and
the point displacement. Since the point displacement field is specified on all points of the mesh
including the coupling boundary Γ, this field is suitable to apply the boundary deformation. The
Displacement class collects the displacement from the boundary and assigns this to the
pointDisplacement boundary field.

A similar approach can be taken if the structural solver maps the relative displacement for every
coupling step. In this case, the class DisplacementDelta maps the relative displacement incre-
mental to the pointDisplacement boundary.
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4.3. Implicit coupling and checkpointing
Implicitly coupled simulations make use of multiple sub-iterations per time step. The preCICE

library performs a check whether a time step is completed by applying a convergence criterion on
one or both the exchanged boundary data. When convergence is not reached, the simulation time
should be reverted and the time step is started over.

4.3.1. Time checkpointing
Prior to every new time step, the data from the current time step is saved in a checkpoint. The time
at which this takes place is stored by the function storeCheckpointTime(). Also the index of the
current time step is saved by the function.

After the first sub-iteration, the time in OpenFOAM is reset by the function
reloadCheckpointTime(), which resets both the time and the time index.

4.3.2. Field checkpointing
The fluid solver must start a new sub-iteration with exactly the same initial conditions, therefore all
the fields defined in OpenFOAM must be reverted to their previous value. In appendix B, an example
is shown of how the mesh updating is performed. Since OpenFOAM solves the fluid equations us-
ing a finite volume, the various physical properties are discretised to a field. Different fields exist,
depending on the type of variable and the location where they reside.

The type of the variable is dependent on its tensor rank. Properties such as pressure and tem-
perature are rank 0 tensors, and are therefore scalars. Rank 1 properties, such as velocity are vectors
and rank 2 tensors are referred to as tensors. The location of the properties can either be on the
cell centres, the cell faces centres or on the mesh points. In OpenFOAM syntax these are respectively
volume (vol-), surface (surface-) and point (point-) properties.

Next to the field at the current time step (t n), OpenFOAM holds references to the values of several
fields at t n−1. Dependent on the time integration scheme also the fields at t n−2 are stored. These
fields can be accessed by the pointers <field>.oldTime() and <field>.oldTime().oldTime().
The old fields are used for time integration.

The type of field of a certain property is then the combination of the rank and/or type and the lo-
cation of the property by the following naming configuration: <location><Type><Field>. Hence,
the velocity and velocity flux are respectively a volVectorField and surfaceScalarField (be-
cause the orientation of the flux is determined by the cell face normal vector). Dependent on the
flow configuration, different types of fields exist. The most common fields are the volScalarField
and volVectorField, while the different types of tensorfields are hardly used.

For checkpointing the different OpenFOAM fields, the function setupCheckpointing() is used.
This function lists all objects which are defined on the OpenFOAM mesh, after which the fields are
added to the checkpointed properties. Prior to a new time step the function writeCheckpoint()

iterates over all the mesh elements and stores a copy of the field per field type.
When the field should be reverted during sub-iterating, the function readCheckpoint() is called.

This function assigns the pointer to the stored copy. Furthermore, the old fields have to be reas-
signed since they are not updated when only the pointer to the current time is updated. Figure 4.3
gives an overview on how the reading of a checkpoint is handled.

4.3.3. Mesh checkpointing
In the previous section the checkpointing of the fields is described. The mesh has to be check-
pointed in a similar manner, however this is significantly more complicated because of the way
OpenFOAM handles the mesh and the mesh deformation.

For the fluid-structure interaction method considered in this thesis a dynamic mesh is used.
This type of mesh in OpenFOAM inherits the various functions from the general finite volume mesh
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Figure 4.3: Flow of the checkpointing procedure

(fvMesh), and adds extra utilities for the dynamic mesh part. During runtime, the dynamic mesh is
updated by the solver by calling the function fvMesh.update(). In term this function causes the
points of the mesh to move and all other fields will be adjusted accordingly.

The mesh hold a number of fields which pertain to the mesh only, and are not recognised by the
field checkpointing described in the previous section. The different mesh fields are:

Table 4.1: OpenFOAM mesh fields

Field type Name description

pointField points Position of mesh points
pointField oldPoints Position of old mesh points
surfaceScalarField meshPhi Mesh flux by mesh movement
volScalarField::internal V Cell volume
volScalarField::internal V0 Old cell volume
volScalarField::internal V00 Old-old cell volume
volVectorField C Cell centre
surfaceVectorField Cf Face centre
surfaceVectorField Sf Surface vector
surfaceScalarField magSf Face magnitude

The checkpointing of the mesh requires careful consideration of the procedures in which
OpenFOAM handles the dynamic mesh. The standard OpenFOAM solvers with a dynamic mesh all fea-
ture the function call mesh.update(), which in terms calls the function fvMesh::movePoints().
In the latter function, the most important part of the manipulation is performed.

The first step is to store the old volumes by the function storeOldVols. The old volumes of the
mesh are utilized in the time integration schemes, see equation 3.2. An internal index keeps track at
which time index the old volumes are written to avoid that the function storeOldVols is executed
multiple times for a time step. Therefore, storing the volumes to the old volumes is performed if and
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only if the global index of the time step is larger than the internal index. As soon as the old volumes
are updated for a certain time step, the internal index is set to the current time index. This means
that during every sub-iteration, the old cell volumes are not changed by any function.

Next, the function polyMesh::movePoints() is called which in term calls the function
primitiveMesh::movePoints(). This actually moves the points of the mesh and creates a tempo-
rary field with the swept volume of the mesh faces. This fields leads to the flux of the mesh faces,
which is called meshPhi. After the mesh flux is computed, the cell centres, face centres, surface vec-
tor, surface magnitude and current volume are updated by the function
fvMesh::updateGeomNotOldVol(). These fields are not dependent on the time derivative of the
mesh, but represent merely a mesh state at some time. Therefore, these fields do not possess refer-
ences to their old times.

Resetting the mesh to the previous time step is performed by calling the function movePoints()

with the checkpointed points as an argument. The time-independent quantities are then defined
according to what would be expected, however the mesh flux is dependent on the mesh move-
ment and the direction of the mesh movement. Therefore, the mesh flux must be saved as any
surfaceScalarField, and be read when the mesh is reverted to the previous position.

As a minor complication, the mesh flux object is only created when the mesh is moving. This is
checked by the Boolean mesh.moving(). At the start of many simulations, the mesh is not moving,
therefore the mesh flux is only created after the first coupling step, when there is a finite mesh move-
ment. To add the mesh flux to the checkpointed fields, the function setupMeshCheckpointing is
called the first time the mesh is moving. In figure 4.3 it can be seen that an extra step is required to
validate whether the mesh fields exists in the checkpointed fields.



64 4. Extension of the OpenFOAM Adapter

4.4. Synthesis
The fluid structure interaction simulations in this thesis are performed using OpenFOAM and
CalculiX for respectively the fluid and structural solver. The coupling is performed by the multi-
physics library preCICE. Communication between preCICE and OpenFOAM is performed using the
OpenFOAM adapter, which has been developed by Chourdakis (2017a) for conjugate heat transfer.
The chapter above treats the extension of the adapter to support FSI simulations.

The OpenFOAM adapter is a dynamic library which is built as a OpenFOAM function object. In
this way no changes have to be made to the OpenFOAM source code. The function object is called at
various points in the simulation which allows for the OpenFOAM adapter to inject data to and read
data from the fluid simulation. The main function used by the OpenFOAM adapter is the execute()
function in which the coupling procedure is performed.

For the coupled FSI simulation several adaptations were made to the adapter. Firstly, the Force
class is created which maps the combined pressure and viscous forces to the structure. The struc-
tural deformation is mapped back using the Displacement class, in which the mesh is deformed.
All FSI simulations performed in this work are implicit simulations, which use multiple subitera-
tions per time step. For any time step the OpenFOAM adapter must ensure that the state of the fluid
at the start of every subiteration is the same. Therefore, the time and fluid fields and mesh fields
are saved in buffers by the function writeCheckpoint(). The function readCheckpoint() conse-
quently assigns the buffers to the OpenFOAM fields when a new subiteration must be performed.

For the field checkpointing information on previous time steps is used in the time derivative.
Therefore the checkpointing includes these fields in the buffers. For the mesh, the location of the
points and the mesh flux are checkpointed. The mesh flux field is created when the mesh starts
moving, thus this field can not be included in the list of checkpointed properties at the start of the
simulation. Therefore an extra check is implemented in the coupling procedure which adds the
mesh flux as soon as the field is created.



Chapter 5
Validation of the coupled model

In this chapter the steps are described that are taken during the validation of various cases. The goal
is to validate the coupled simulation with a fluid and a structural member, using a typical FSI bench-
marking case. Blom (2017) gives an overview of several cases that can be used for the validation of
FSI solvers.

The main case which will be used for the validation is the cylinder with a flap. This case by Turek
& Hron (2006) is a typical numerical benchmark for FSI solvers. The laminar flow model exhibits
stationary or unsteady behaviour, depending on the Reynolds number. The high fluid density and
viscosity combined with a low structural stiffness create a strongly coupled system. The cylinder
with a flap case will be the basis for further validation cases which are adopted to characterize the
FSI method.

The fully coupled FSI simulation entails a large number of parameters, and inaccuracies are
often hard to track down. Therefore the simulation is broken down to the basic building blocks,
to verify whether these models represent their respective part of the coupled simulation. The ef-
ficiency and accuracy of the coupled simulation is dependent on the performance of all separate
parts.

First the individual fluid and structural solvers are tested: The fluid simulation is validated in
section 5.2 using a similar the "flow around a cylinder" case. Section 5.3 treats the validation of
the flap structure used in the FSI simulation. A gravitational load is applied for which the flap re-
sponse is well documented. For both models a mesh analysis is performed to find a mesh which is
computationally feasible and provides sufficient accuracy.

The FSI procedure is dependent on the correct mapping of the displacement and force. To as-
sure that these properties are indeed transferred correctly, two unidirectional coupled cases are
evaluated. One with only force coupling and the other with only displacement coupling. Sections
5.4 and 5.5 describe these cases. Furthermore, the mesh deformation influences the fluid behaviour,
which could only be treated by creating an extremely weakly coupled case. This is explained in sec-
tion 5.6

Finally, the coupled simulation described above is treated in section 5.7. The strongly coupled
cylinder with flap is well documented and serves as a good comparison for the obtained results.
One case with a steady state solution and two cases with unsteady periodic solutions are evaluated.

5.1. Cylinder with a Flap benchmarking case
The domain can be seen in figure 5.1 (Turek & Hron, 2006). The fluid domain has a height and length
of respectively 0.41m and 2.5m. On the left side the fluid enters the domain and it leaves on the right
side. The cylinder has a radius of r = 0.05m and is located just off the centre of the channel at (0.2,
0.2)m. The small offset is created to assure the domain is slightly asymmetrical. For the unsteady
cases this entails that the start of the vortex shedding is more predictable.

Three different inflow speeds are tested which relate to the cylinder-diameter based Reynolds
number of 20, 100 and 200. These are called respectively FSI1, FSI2 and FSI3. While the first one
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Figure 5.1: Domain for the 2D FSI validation case. The domain has length and height L =
2.5m, H = 0.41m. The cylinder centre is located at (0.2, 0.2) and the cylinder has radius r = 0.05m.
The flexible flap has length and width l = 0.35m,h = 0.02m. Adapted from Turek & Hron (2006).

creates a steady wake behind the body, shedding of vortices is found for the higher Reynolds num-
bers. The flow is completely laminar for the three cases, which facilitates use of the URANS equa-
tions without further turbulence modelling. On the benchmarking suite data is available for several
quantities such as the force history, flap deflection and the pressure difference over the cylinder
(FeatFlow, 2018).

Table 5.1 gives the fluid and structural properties which are used in the different simulations.
Two ratios are defined to characterise the relative effect of inertial, fluid dynamical and elastic
forces. The density ratio defines the relative importance of the inertial forces over the fluid dynam-
ical forces. The stress ratio is defined as:

Ae = E

ρ f U
2 , (5.1)

which is a measure for the relative importance of elastic and fluid forces. Between the FSI2 and FSI3
it is preserved.

The cylinder with a flap has a prescribed velocity inflow at the inlet. Here, a parabolic inflow
profile is specified which is ramped up over a span of two seconds, see equation 5.2. The ramped
profile creates a more stable start up of the fluid-structure interaction. The outlet has a zero gradient
specified for the velocity. The top, bottom and cylinder with flap are walls with the non-slip condi-
tion. The pressure is defined at the outlet, where it is set to zero. Everywhere else, a zero gradient is
specified.

v f (y) =
(
1.5U

4y(h − y)

h2

)
,

u(t ,0, y) =
{(

1−cos
(
π
w t

)
2 v f ,0

)
if t < 2s(

v f ,0
)

if t ≥ 2s
. (5.2)

5.2. Fluid dynamical validation
The fluid model is solved using the laminar URANS equations. To validate the accuracy of the solver,
the "flow around a cylinder" case is adopted which is very similar to the cylinder with a flap case.
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Table 5.1: Fluid and Structure parameters for the three different FSI benchmarking cases.

FSI1 FSI2 FSI3

Fluid
Density ρ f [ kg m−3] 1,000 1,000 1,000
Viscosity ν f [ m2s−1] 10−3 10−3 10−3

Mean velocity U [m s−1] 0.2 1 2
Reynolds number Re[-] 20 100 200

Structure
Density ρs [ kg m−3] 1,000 10,000 1,000
Young’s modulus E [ kg m−1s−2 ] 1.4 ·106 1.4 ·106 5.6 ·106

Poisson ratio ν[−] 0.4 0.4 0.4

Ratios
Density ratio ρs/ρ f [-] 1 10 1
Stress ratio Ae [-] 3.5 ·104 1.4 ·103 1.4 ·103

Moreover, better quality reference data is available when compared to the cylinder with flap. The
cylinder test case is a standard test problem to assess the accuracy and performance of numerical
methods. The benchmarking suite is described by Feng et al. (2005). See figure 5.2 for the geometry
of the domain.

5.2.1. Test case
In this suite the inflow condition is defined at the left part of the domain, and different inflow speeds
are tested. This corresponds to a cylinder Reynolds number of 20 and 100. Because of the low
Reynolds number the URANS equations can be solved in laminar mode, where the Reynolds stress
tensor is taken zero. In the first case a stationary flow develops, while a von Kármán street develops
behind the cylinder for the case with Re = 100. This validation procedure evaluates unsteady cases
with vortex shedding.

Figure 5.2: The geometry for the 2D benchmark case for the flow solver. From Feng et al. (2005).

The inflow condition is defined by the parabola:

u(0, y) =
(

4U y(h − y)

h2 ,0

)
(5.3)

where h is the height of the domain and U = 1.5ms−1 to meet the Reynolds number of 100.
The cylinder, top and bottom wall have a no-slip condition. Note that the boundary conditions are
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identical to the FSI2 case for the coupled simulations, without the ramp up of the velocity.
The validation data is provided by FeatFlow (2018) for a range of refinements. The most refined

reference case is displayed in figure 5.3, the mesh is made up of 133,120 elements and has 667,264
DOFs. The lift coefficient oscillates around an average value of just below zero as a consequence of
the small asymmetry of the domain. The drag profile displays a oscillation with twice the frequency
of lift profile.
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Figure 5.3: The reference (left) lift coefficient and (right) drag coefficient.

After 9s the vortex shedding has developed to periodic behaviour. The frequency of the oscil-
lating flow behind a cylinder can be characterised by the Strouhal number. For Reynolds numbers
ranging from 102 to 105 the Strouhal number is approximately 0.2 (White, 2005).This leads to the
following relation with respect to the frequency:

f = StU

D
= 0.2 ·1.5

0.1
= 3Hz, (5.4)

which coincides well with the frequency of 3.0189Hz found in the simulation. Note that the max-
imum velocity from the parabolic inflow profile is taken, since the cylinder is in the centre of the
domain.

5.2.2. Discretisation and schemes
By comparing the results listed above to the benchmark values, the accuracy and efficiency of the
solver can be distinguished. Next a grid sensitivity study can be performed using this domain. Also
the influence of a dynamic mesh and an overset mesh is tested since these are both used for FSI
applications.

The solution depends on the type of discretisation and handling of the discretised equations.
The second order backwards differencing scheme is used for the time discretisation. This is an
implicit scheme which uses information from the two previous timesteps. For a fixed timestep this
leads to the following temporal discretisation for a variable φ:

∂φ

∂t
=

3
2φ

N −2φN−1 + 1
2φ

N−2

∆t
. (5.5)

The spacial discretisation uses other schemes which are related to the type of tensor operation.
For the gradient, divergence and laplacian parts of the flow equations different schemes must be
provided. Where possible, second order schemes are chosen. The divergence of the velocity vector
is computed using the second order linear scheme. Compared to the first order upwind scheme it is
more accurate but more prone to instability.
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The flow equations are solved using the merged PISO-SIMPLE algorithm, known as the PIMPLE

algorithm (Holzmann, 2017). The PIMPLE algorithm combines the unsteady nature of the PISO al-
gorithm with features from the SIMPLE algorithm, such as increased timesteps and better solution
control. The actual computation of the new velocity field and pressure is performed by the segre-
gated PISO algorithm. The pressure correction can be applied multiple times in order to allow for
larger Courant-Friedrichs-Lewy (CFL)-numbers. For the current simulations two pressure correc-
tions are applied. During every timestep the SIMPLE part of the merged algorithm tries to find the
instantaneous field by performing a number of outer correctors. For all runs in table 5.2 maximum
50 outer correctors are applied. A convergence criterion is set for the velocity and pressure field
which exits the pimple loop when convergence is reached. The SIMPLE (and therefore PIMPLE) algo-
rithm is based on an inconsistent form of the Navier-Stokes equations because it misses a pressure
term. The term is incorporated by selecting the consistent version of the algorithm. By default the
solver uses only the PISO method, so the influence of adding PIMPLE controls is treated separately.

Mesh creation for the cylinder case is performed by the OpenFOAMnative tools blockMesh for the
background mesh and snappyHexMesh for the cylinder. The region around the cylinder is refined by
a factor 2 with respect to the background mesh to capture the details of the flow around the cylinder
in more detail. Table 5.2 gives an overview of the different mesh refinements that are used.

Table 5.2: The different runs performed to test for a range of parameters.

Testcase Number of mesh cells Runtime for 1s on two cores [s]

Coarse 21,170 381
Medium 34,542 766
Normal 53,916 1,269
Fine 74,228 2,974
Very Fine 128,465 43,824
Medium in PISO mode 34,542 299
Medium with dynamic mesh 34,542 1,935
Fine with overset mesh 62,400+ 12,720 47,403

5.2.3. Mesh sensitivity
The influence of the mesh refinement is shown in figure 5.4, where five meshes with increased re-
finement are compared to the reference solution. For the mesh properties see table 5.2. A slight
phase change was corrected to overlap the oscillating signals by overlapping the first maximum in
the time window.

The difference in lift (∆Cl ) between the different meshes and the reference solution is shown in
the top left figure. The mean value of the lift is insensitive to the reference solution. The amplitude
is slightly higher than the reference solution but the average lift is predicted accurately. The relative
accuracy is shown in figure 5.5 (top left). For the finest mesh both the amplitude and the mean lift
value are within 2% of the reference value.

The drag coefficient increases with refinement. The average drag reaches a value higher than
the reference solution for the finest mesh tested. The amplitude increases likewise. The relative
accuracy is shown in figure 5.5 (top right). For the finest mesh the mean drag value converges very
close to the reference value, until 0.29% of the reference value. The amplitude grows until a value
3.46% larger than the reference solution.

The pressure curve in figure 5.4 shows more difference between the reference solution and the
testcases. The reference solution shows that there is a slight asymmetry in the domain, since the
peaks in pressure are not the same height. This asymmetry is much clearer in the runcases, indicat-
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Figure 5.4: Top: The phase corrected difference in lift and drag between the reference case and
the different meshes. Bottom-left: the lift-drag curve including the average value. Bottom-right:
The pressure difference between point A and B . : Reference Coarse, Medium, Normal,

Fine, Very Fine.
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ing that the simulation is not very accurate in representing the dynamic behaviour of the pressure.
The pressure prediction is far more accurate for the finest mesh compared to the coarse cases. This
is reflected too in figure 5.5 (bottom right). Here the pressure amplitude shows the large discrep-
ancy, but the average value converged very close to the reference solution.

The shedding of the vortices determines the unsteadiness of the flow. The frequency of this
shedding is compared to the reference solution in figure 5.5 (bottom left). Apart from one outlier,
the frequency of the shedding shows a converging behaviour, and reaches values very close to the
reference solution, up to 0.02% difference.
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Table 5.3: The lift and drag forces on the cylinder, frequency of vortex shedding and the pressure
difference over the cylinder. The percentage offset of all these properties is given with respect to
the finest reference case.
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Reference -0.01736 2.00786 3.19583 0.06313 3.0189 2.46369 0.08666

Coarse -0.01647 1.97420 -5.10 -1.68 3.18826 0.06166 -0.24 -2.32 3.0253 0.21 2.45521 0.09214 -0.34 6.31
Medium -0.01632 2.00382 -6.00 -0.20 3.19404 0.06306 -0.06 -0.10 3.0175 -0.05 2.4563 0.09065 -0.30 4.60
Normal -0.01689 2.03100 -2.73 1.15 3.20335 0.06458 0.24 2.30 3.0196 0.02 2.45923 0.09010 -0.18 3.97
Fine -0.01691 2.03078 -2.56 1.14 3.20140 0.06445 0.17 2.09 3.0199 0.03 2.46109 0.08981 -0.11 3.63
Very fine -0.01708 2.04430 -1.59 1.82 3.20524 0.06532 0.29 3.46 3.0181 0.02 2.46298 0.08972 -0.03 3.53
Medium in PISO mode -0.01633 2.14789 -5.93 6.97 3.21010 0.07262 0.45 15.04 2.9996 -0.64 2.46672 0.10427 0.12 20.31
Medium with dynamic mesh -0.01629 2.00391 -6.13 -0.20 3.19403 0.06307 -0.06 -0.09 3.0201 0.04 2.45631 0.09065 -0.30 4.60
Fine with overset mesh -0.01732 1.89424 -0.23 -5.66 3.13814 0.05691 -1.81 -9.86 3.0028 -0.53 2.42175 0.08269 -1.70 -4.59
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Figure 5.5: Difference between the reference solution and own solution for different mesh reso-
lutions. (top left) Mean and average lift. (top right) Mean and Average drag. (bottom left)
Period of vortex shedding. (bottom right) Mean and Average pressure difference.

Model error and convergence
The model error can be categorised by the offset of the most accurate computation with respect
to the reference solution. The most refined case is taken for this measure, with 128,465 elements
and DOFs. The number of elements is comparable to the 133,120 number of elements of the most
refined reference case, but since this is computed by a finite elements method rather than a finite
volume method, it has more DOFs.

Table 5.4: The lift and drag forces on the cylinder, Frequency of the vortex shedding and the pres-
sure difference over the cylinder. The percentage offset of all these properties is given with respect
to the finest reference case.

Lift offset [%] Drag offset [%] Period offset [%] Pressure difference offset [%]
Mean Amp Mean Amp Mean Amp

Model -1.59 1.82 0.29 3.46 -0.07 -0.03 3.53

Figure 5.6 shows the error of the testcases with respect to the finest run. Therefore, the model
error is filtered out. The error and number of elements is shown in logarithmic scale so the slope
and order of the method can be deduced.

The lift and drag show that the prediction of the forces on the cylinder do not necessarily have
a descending slope for the error. For the overall trend the coefficients converge to the value of the
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finest mesh. While the lift and drag are integrated values over the surface of the cylinder, the period
and pressure difference are measured directly from the domain. These values display a monotonic
decreasing error for mesh refinement.

For each of these plots, the slope of convergence seems to increase for the rightmost point.
However, this is most likely introduced because error is taken relatively to the finest mesh, and not
the absolute solution. For the error taken with respect to the absolute solution, a linear line would
appear with a slope that is dependent on the order of the methods used.
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Figure 5.6: The mesh convergence taken with respect to the most refined mesh. (top left) Mean
and average lift. (top right) Mean and Average drag. (bottom left) Period of vortex shedding.
(bottom right) Mean and Average pressure difference.

For further computations in the FSI analysis a different mesh will be used since the flap is added.
A refinement comparable to the medium cased is used. This mesh has large computational advan-
tages over the refined meshes, which is an important detail for the coupled simulations, while it is
still reasonable able to predict the flow with sufficient accuracy.

Order of the simulation
The spacial and temporal discretisation are derived using a tailor series which expands the solution
to the next point in space or time. This discretisation only takes into account higher order terms,
which implies that the error of the solution is dominated by the highest order term which is not
included in the computation. For the spacial computation this implies that the error is proportional
to:

ε=C∆xp . (5.6)

Therefore, for a more refined mesh the error should decrease by order p. The cell size ∆x is
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inversely proportional to the square root of the amount of cells in the 2D domain. Then the order
of the simulation can be estimated by evaluating the slope of the logarithmic period graph. The
fourth point most likely displays faster convergence because the mesh is close to the solution mesh.
Therefore, the first three points which display linear behaviour are evaluated:

p ≈ logε1 − logε2

log∆x1 − log∆x2
= 1.88 (5.7)

Theoretically p = 2 Since all temporal and spacial schemes used are second order. The approx-
imation of the error is close to that value. Differences between the expected order and the approx-
imation can be caused by influence of the boundaries, first order schemes at start-up and the wall.
Also the result depends on the accuracy of the points in the period graph.

5.2.4. The PIMPLE algorithm
The OpenFOAM solvers which work with the PIMPLE algorithm are ran default in PISO-mode. The
solver is extended by adding outer corrections with a residual criterion so the timestep is iterated
until convergence reached. The velocity and pressure field are iterated until the residual respectively
reaches a value below 5 · 10−4 and 5 · 10−3. At maximum 50 outer correctors are performed every
timestep.

In table 5.3 the difference between the medium case in PISO and in PIMPLE mode is shown. The
former shows a large over-prediction of the force amplitudes. The large amplitude overshoot of the
drag is related to the large pressure difference over the cylinder, where the amplitude is 20% larger
than the reference case. Applying the PIMPLE algorithm reduces this figure to 4.60%. Also the offset
in amplitude for the forces is solved more accurately.

The PIMPLE algorithm with outer corrections and residual control leads to a better match with
the reference values. Therefore these settings are applied in all further runs to improve the accuracy
of the solver.

5.2.5. Dynamic mesh algorithm
The dynamic mesh algorithm was tested to find out the effect of the deformation algorithm. All
simulations in this research with deforming meshes are solved using the laplacian deformation al-
gorithm. In the FSI computation the mesh will deform and additional fluxes over the boundary must
be computed. The dynamic mesh is also an integral part of the overset mesh solver in OpenFOAM,
therefore it is vital to understand its individual influence.

To feature the dynamic mesh calculation, the solver pimpleDyMFoam must be used instead of
pimpleFoam. This calls the mesh deformation algorithm, even when working with a static mesh.
The influence of adopting the laplacian mesh deformation can be seen in table 5.3 by comparing
the medium mesh with and without dynamic treatment. The difference between these cases is
minute which indicates that the usage of the dynamic mesh algorithm does not influence the solu-
tion significantly.

5.2.6. Overset mesh
The overset mesh is a popular spacial discretisation method in FSI applications since it allows vir-
tually free movement for the object of interest. The region between the overset mesh and the back-
ground mesh is evaluated by interpolating the fluid fields.

The application of an overset mesh has a large effect on the accuracy of the solution. The am-
plitude of the force coefficient drops significantly comparing the overset mesh to the equivalent
single mesh, as can be seen in table 5.3. This is caused by additional diffusion to the flow variables
introduced by the interpolation. Furthermore, the interpolation method is computationally very
expensive. Analysis showed that the computational time increased by a factor 15.9 compared to a
similar single mesh. Therefore, further analysis in this research does not make use of the overset
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mesh.

5.2.7. Synthesis on the Fluid validation
The flow around a cylinder benchmark case is adopted as validation case for the fluid solver, since
the domain and flow characteristics are very similar to the cylinder with flap case which is be used
to validate the FSI procedure. Various parts of the fluid solver are evaluated to understand the role
of these parameters.

The merged PISO-SIMPLE algorithm (PIMPLE) algorithm is used to facilitate variable timesteps,
where the timestep is determined by the maximum CFL number in the flow. Although higher val-
ues could speed up the simulation, the maximum CFL number is limited to unity to make sure no
physical transient behaviour is lost. The PIMPLE algorithm uses two Pressure Implicit with Split
Operator (PISO) corrections every time-step, and performs up to 50 PIMPLE-loops to converge the
URANS equations every timestep by reducing the residual. The value of 5 ·10−3 is adopted for both
the pressure and velocity field.

A mesh study was performed with mesh sizes ranging from 21,170 to 128,465 elements. The
most refined mesh provides good accuracy with respect to the reference solution, but was compu-
tationally very expensive. A mesh similar to the medium mesh is used for further analysis in the FSI
cases, since it provides sufficient accuracy and relatively low computational constraints.

The model error was determined using the most refined case, and the approximate discretisa-
tion error could be deduced. The logarithmic plot of the error for the period and pressure showed
linear convergence, from which the order of the simulation was deduced, which is approximately
1.88.

The adoption of the dynamic mesh procedure in the PIMPLE algorithm was tested. The dif-
ference between the solvers pimpleFoam and pimpleDyMFoam was negligible, and shows that the
dynamic mesh algorithm does not influence the solution. The overset mesh has been evaluated
but it was found that the interpolation algorithm posed a large penalty on the computational time.
Therefore it is not considered for the remainder of this research.

5.3. Structural validation
The structure shown at the bottom part of figure 5.1 is validated separately using the CSD part of
the validation suite. Only the flap is considered since the cylinder is a rigid body. The structure of
the flap in FSI validation case is modelled by a FEM. The accuracy of the structural solver is tested
and the model error can be characterised. Two types of finite element are evaluated in this analysis.
Brick elements are commonly used as the basic finite element, while shell elements are common in
the modelling of materials which have a structure which is dominant in two directions, such as thin
insect wings.

Next, the natural behaviour of the flap is examined by finding the eigenmodes and eigenfre-
quencies. These can be analytically approximated using beam-theory. The eigenmodes influence
the way the flap moves under the periodically applied load.

5.3.1. Test case
The elastic beam is taken here without the surrounding fluid and is subjected to a gravitational force
in downward y-direction with magnitude: g = 2ms−2.

Three different test are set up: CSM1 and CSM2 test the stationary deflection for two values
of the Young’s modulus. CSM3 tests the dynamic response of the beam featured in CSM1 for the
dynamic response. Reference data was taken from FeatFlow (2018). The Young’s modulus for CSM1,
CSM2 and CSM3 is equivalent to the three FSI cases defined in table 5.1. For all three cases the same
density of ρs = 1,000kgm−3 is used.

All cases are ran with a model of one cell in spanwise direction, see for example figure 5.7. The
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mesh is defined by the vertices of the elements, or nodes. To enforce strict 2D behaviour all nodes
are fixed in z-direction. At the root of the flap at the cylinder the flap is clamped, which means all
six DOFs are fixed.

Figure 5.7: Structured mesh with a spacing of 10mm which leads to 280 nodes for 68 elements.
The flap is 0.35m long and 0.02m high.

5.3.2. Runs
Several simulations of the structure were performed to analyse the behaviour of the flap. First the
number of mesh elements was varied to find the sensitivity of the solution to the mesh refinement.
Furthermore, a comparison of two brick and shell elements was performed. The solver Calculix
works purely with three dimensional elements. Therefore it extrudes the flat shell to 3D brick ele-
ments. Table 5.5 shows the different runs that were performed.

Table 5.5: Runs for the Structural Validation.

Case Element Mesh Spacing [m] Number of Elements

Coarse he8 20 ·10−3 36
Medium he8 5 ·10−3 280
Fine he8 1 ·10−3 7,000
Shell qu8 20 ·10−3 36

Figure 5.8 shows the deflection of the flap under gravitational loading for the CSM1 case. The
left side is clamped to the cylinder while the right side of the flap is free to move in the x- and y-
direction. The flap is coloured with the Von Mises stresses, indicating that the highest stresses occur
near the root of the flap at the top and bottom side. Near the tip the stresses go to zero. The point ’A’
is defined at the mid of the tip of the structure and the displacement of the flap is measured in this
point.

5.3.3. Results CSM1 and CSM2
The static cases CSM1 and CSM2 are evaluated first using the reference displacement in x- and y-
direction. Figure 5.9 shows the deformation of point ’A’ for the number of finite elements. The
reference solution is shown by the dashed line. It is clear from both figures that the solution is highly
dependent on the mesh refinement. A coarse mesh leads to a stiffer structure with lower deflection,
and the most flexible structure is reached for the finest mesh. Since the relative difference between
the meshes shrinks with increasing mesh refinement, the larger meshes create a solution which is
closest to a mesh-independent solution.

The effect of the mesh refinement is featured in figures 5.9. The fine case with 7,000 elements
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Figure 5.8: Flap under gravitational load
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coincides very well the reference values. The difference with the displacement in x- and y-direction
is respectively -2.05% and -1.14%
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Figure 5.9: The x- and y-displacement of point ’A’ for case CSM1. Displacement of the reference
case, Displacement for the different mesh refinements.

The shell element case shows similar behaviour to the brick elements as can be seen in table 5.6.
This similar behaviour could be expected since the shell elements are extruded to brick elements.
However, the shell element flap features only one cell in the y-direction, which is given the thickness
of the flap. The brick elements from shell extrusion feature 20 integration points instead of 8. The
accuracy of the shell element is close to the most refined brick element. This shows that the shell
element is useful for the static computations.

Table 5.6: Displacement of point ’A’ in x- and y-direction for CSM1. Percentage offset with respect
to the reference value.

ux [m] uy [m] Offset x [%] Offset y [%]

Reference -7.19E-03 -6.61E-02

Coarse -3.21E-03 -4.42E-02 -55.30 -33.09
Medium -6.18E-03 -6.13E-02 -13.98 -7.34
Fine -7.04E-03 -6.53E-02 -2.05 -1.14
Shell -6.96E-03 -6.49E-02 -3.23 -1.87

Case CSM2 features the same model as in CSM1, where the Young’s modulus is increased by
a factor 4 so it matches the flap Young’s modulus in FSI3. Therefore, the structure is stiffer and
the displacement of point ’A’ is smaller. The reference displacement decreased from -7.19mm and
-66.10mm in the respective x- and y-direction to -0.47mm and -16.97mm. Therefore, it can con-
cluded that the model behaves as expected for a variation in the Young’s modulus.

5.3.4. Results CSM3
Under the application of the constant gravity force a periodic motion is assumed by the structure.
No damping is applied which leads to an identical displacement for every period. The frequency
of the oscillating motion is seen in table 5.7. Based on this data it can be derived that a finer mesh
leads to a more flexible system since the frequency decreases with refinement.

Figure 5.10 shows the frequency for the amount of brick elements. The reference line gives the
frequency which is obtained by the reference case. The best result is obtained for the finest mesh
which shows a frequency which is only 0.15% different from the reference solution. The added
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Table 5.7: Oscillation Frequency and runtime

Case Frequency [1/s] Frequency offset [%] Runtime [s]

Reference 1.1001

Coarse 1.3319 21.02 11
Medium 1.1364 3.25 58
Fine 1.1022 0.15 1,076
Shell 1.4444 31.25 139

accuracy is at a penalty as the finest mesh requires approximately a factor 20 more computational
time than the medium mesh.
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Figure 5.10: Frequency of the oscillation vs the number of brick mesh cells. Displacement of
the reference case, Displacement for the different meshes.

The flexibility of the flap as a function of the number of elements is clearly seen in figure 5.11.
The frequency decreases and the magnitude of oscillation increases for the number of elements.
Therefore, the structure becomes increasingly more flexible with the number of elements, which
affects its eigenfrequency.
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Figure 5.11: The x- and y-displacement of point ’A’ for brick element meshes with various number
of elements. Reference, Coarse, Medium, Fine.
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Compared to the brick elements, the shell elements perform poorly for the dynamic case. Smaller
displacement is predicted than the reference case, as is shown in figure 5.12: The structure is much
stiffer than expected.
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Figure 5.12: Displacement in x- and y-direction for shell elements with additional boundary con-
ditions. Reference, Shell elements.

The structure with brick element is used for the remainder of the work, since it is more accurate
in dynamic computations. The medium mesh with 280 elements is chosen since this mesh can
be evaluated at a fraction of the computational effort of the fine mesh. Moreover, the mapping
procedure in the coupled simulation is less costly for a smaller number of structural elements.

5.3.5. Eigenmodal analysis
In essence the flap behind the cylinder is a cantilever beam. The one end is free to move while
the other is fixed in all directions. Natural vibrations can occur in the flap both in bending and in
longitudinal direction. No rotational eigenmodes about the x-axis are permitted for the 2D model.

Analytical solutions can be derived for the flap by using a Euler-Bernoulli beam. This approach
is taken first to find the eigenfrequency and deformation of the first five eigenfrequencies. Next, this
is compared to numerical results from the structural solver.

The shape and frequency of the eigenmodes can derived from the equations E.1, which model
the flap as an Euler-Bernoulli beam element. In appendix E the derivation for the longitudinal and
bending eigenmodes is given. Figure 5.13 shows the shape of the first four bending eigenmodes
and the longitudinal eigenmode. Using the material properties for both the FSI2 and FSI3 case the
eigenfrequencies are computed, see table 5.8.

As was already shown in section 5.3.4 the structure is stiffer than the reference data, even for the
most refined mesh. This is reflected in the eigenfrequency of the material found by a modal analysis
in the structural solver.

Comparing the values from the numerical modal with the analytical solution, it can be seen that
the eigenfrequency is higher for the numerical model, especially for the lower eigenmodes. The
difference between the eigenmodes is consistent over the different models, which indicates that the
influence of flap density and Young’s modulus is evaluated correctly by the numerical method.

The difference between the eigenfrequency of the analytical and numerical model can play an
important role in the FSI simulation. The motion of flap in these coupled simulations is triggered
by the periodical vortex shedding of the cylinder and flap combination. Model errors for the flap
eigenfrequency could therefore create a different dynamical situation.
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Figure 5.13: The first five eigenmodes of the flap shown with an arbitrary non-dimensional ampli-
tude. Four of these are bending modes, while one is a mode in longitudinal direction. Bending
mode 1, Bending mode 2, Bending mode 3, Bending mode 4, Longitudinal mode 1.

Table 5.8: Eigenfrequency for the first five eigenmodes of the flap.
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Bending mode 1 0.312 0.353 13.119 1.974 2.231 13.040
Bending mode 2 1.956 2.172 11.083 12.369 13.739 11.083
Bending mode 3 5.476 5.924 8.185 34.632 37.467 8.185
Longitudinal mode 1 8.452 9.261 9.577 53.452 58.571 9.577
Bending mode 5 10.731 11.204 4.411 67.866 70.859 4.411
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5.4. Unidirectional coupling for displacement verification
The verification of the displacement mapping serves two purposes. First of all, the absolute dis-
placement is checked and it is verified whether the displacement mapped from the structural solver
is transformed correctly to the fluid mesh. The verification case is the same as the FSI3 case with
two additional assumptions: There is no force mapping, and the flap has a gravitational load as in
CSM3 which causes it to oscillate.

Point ’A’ as depicted in figure 5.1 is used to track in both the structure and fluid solver. After the
displacement field is created in CalculiX it is written to a buffer in preCICE. Next, a mapping from
the structure to the fluid mesh is performed. At last, the displacement is imposed on the fluid mesh.

Figure 5.14 shows the displacement of point ’A’. The figure top-right depicts the relation between
the y-and x-displacement of the flap. The displacement in y-direction is a factor 20 higher than the
displacement in x-direction and is therefore used for comparison. The top-left figure shows the
vertical displacement of the point ’A’ for both the fluid and the structure. The absolute offset be-
tween the two figures is shown beneath. From the bottom-right figure it is clear that the maximum
absolute error between the solvers is around 1.1%, with an averate of 0.43%.
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Figure 5.14: top-left: The vertical displacement of the fluid over one period. Top right: The flap
movement over one period. Structure mesh and Fluid mesh. Bottom: The offset between the
solvers, absolute error over one period

More extensive analysis showed that the displacement offset on point ’A’ was close to 10−12 for
the mapping from the preCICE buffers to the fluid mesh. The major part of the offset is therefore
caused by the step from the structure mesh to preCICE. A possible cause for the difference in dis-
placement is the extraction method used to obtain the data. For the structure solver, fluid solver,
and preCICE this was all performed individually.
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Figure 5.15 shows the velocity and pressure profile for the maximum deformation of the flap.
Visually it is evident that fluid mesh is changed to suit the flap deformation.
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Figure 5.15: Velocity and pressure contours for the unidirectional case at the lowest flap deflection,
at 2.25s)

The second purpose of the verification is proving the checkpointing procedure. For an implicit
coupled case, a convergence criterion is set to measure the relative or absolute convergence of both
the displacement and the forces. In general the criterion is set to a value which assures good accu-
racy while still providing an acceptable amount of iterations per timestep. For this verification, the
convergence criterion is set to a value just above machine precision.

To facilitate only displacement mapping, the force is switched off artificially by altering the
source code temporarily. This means that the force is actually passed to the preCICE interface,
but it is a zero vector. The convergence criterion is therefore only applied to the displacement of the
flap.

The hypothesis is that every iteration requires two subiterations for every timestep to reach con-
vergence. The relative convergence criterion is satisfied if both subiterations provide exactly the
same result, which is only possible if the checkpointing for the structural solver is implemented
correctly. It proved that the first timestep required three subiterations and the other timesteps were
satisfied in two subiterations. It appears that the initialization requires one extra iteration from the
fluid side.

In the above analysis a coupled simulation is performed where the force mapping is switched
off artificially. The structure is subject to a gravitational load similar to the CSM3 case. The displace-
ment mapping from the structure is tracked on both the structure and fluid side which showed that
the displacement is as expected. An implicit coupled simulation is then selected with a very strict
convergence criterion. Every timestep requires two subiterations which shows that the checkpoint-
ing procedure is valid for the structure method and that the displacement mapping is performed
accurately.

5.5. Unidirectional coupling for force mapping verification
The second verification is posed to verify the checkpointing of the fluid fields. As explained in sec-
tion 4.3.2, various fluid fields exist, of which several store old time information. For a coupled simu-
lation without displacement mapping the fluid field should reach convergence within two subiter-
ations. A strict criterion is set on the relative force convergence. The displacement is artificially put
to zero so can not be used as a convergence criterion. All timesteps required two iterations, except
for the first timestep. Here the same initialisation argument applies as explained in the previous
section.
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The velocity in streamwise-direction and pressure field around the cylinder with a flap is shown
in figure 5.16. It is clear that the flap is static. The force vector on the flap boundary faces is displaced
using black arrows. The magnitude of the force is dependent on the face areas of the boundary, for
this relatively coarse mesh the maximum force is 0.24N. Just behind the cylinder, a region of refined
cells is present which creates a ramp in the force profile.

The pressure plot shows the clear dependency of the force on the pressure field. The low pres-
sure areas below and above the the flap are located at the core of the shed vortices. These low
pressure areas create an oscillating force on the flap which leads to its movement in the coupled
situation. A small tangential force is also created by the viscous shear force. From the velocity con-
tour figure it is clear that there is an area of reversed flow behind the cylinder which causes a small
forward component of the force.
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Figure 5.16: Velocity in x-direction and pressure contours for the unidirectional case with the force
vectors, at 2.25s)

To verify the mapping of the force a case is created without any displacement by artificially turn-
ing off the displacement mapping. The coupled simulation requires two timesteps to converge to a
strict convergence criterion. Therefore the mapping is performed accurately and the checkpointing
for the fluid fields is implemented correctly.

5.6. Quasi-unidirectional coupling for mesh verification
The verification for the displacement in section 5.4 provides the confidence that the fluid fields are
checkpointed correctly. However, the FSI simulation is performed with a moving mesh for which
some fields require checkpointing as explained in section 4.3.3. Therefore a third verification pro-
cedure was developed to test the mesh checkpointing. Again the criterion is set to a very strict
measure so convergence is only reached when all checkpointing performs as intended to.

The flap force must be used as convergence criterion since this is directly influenced by the flow
solution. However, also the flap displacement must be introduced in the flow. Since these demands
require that both the displacement and force are mapped, a quasi-unidirectional case is developed
where the force is extremely low while the structure is very heavy and stiff. A density ratio of 1020

and stress ratio of 6.5 ·1022 result from this. The flap movement is based on gravitational loading as
CSM3.

Every coupling timestep is initialized with an initial guess of the displacement. For this simula-
tion, a second order extrapolation is used to create an initial deformation. The actual structure dis-
placement is during the second subiteration of the fluid. Since small differences will exist between
the extrapolated and the actual displacement of the flap, every timestep is expected to require three
subiterations. This is indeed the case, except for the first timestep which requires one iteration more
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Table 5.9: Fluid and Structure parameters for the Quasi-unidirectional case.

Quasi-unidirectional

Fluid
Density ρ f [ kg m−3] 10−5

Viscosity ν f [ m2s−1] 10−3

Mean velocity Ū [m s−1] 2
Reynolds number Re[-] 200

Structure
Density ρs [ kg m−3] 1015

Young’s modulus E [ kg m−1s−2 ] 2.6 ·1018

Poisson ratio ν[−] 0.4

Ratios
Density ratio ρs/ρ f [-] 1020

Stress ratio Ae [-] 6.5 ·1022

for initialisation.

From sections 5.4 and 5.5 it is known that the mapping of the force and displacement is per-
formed accurately. Also the checkpointing of the structure and the fluid fields are verified. A third
verification case is selected to include the effect of mesh deformation on the mapping, which is done
by creating a very weakly coupled simulation. Three subiterations are required for every coupling
step, which is expected. Therefore the mesh checkpointing is performed correctly.

5.7. Full FSI coupling
In section 5.1 the cylinder with a flap case is described which is used to validate the implemented
FSI method. The three different cases are tested and are described below in sections 5.7.2 for the
steady and 5.7.3 for the unsteady cases. First the discretisation and simulation set-up are explained
in section 5.7.1

5.7.1. Discretisation and coupling set-up
The fluid domain is discretised with a mesh of 25,224 finite volume elements. The mesh is refined
around the cylinder and is stretched towards the outlet. The flap width is spanned by four elements.
An uncoupled simulation of the same mesh showed that this mesh is sufficiently refined around the
cylinder to predict the formation the vortex shedding. The structural domain is discretised using
280 brick elements, with four elements in the flap thickness direction.

The displacement is mapped from the structural mesh to the fluid mesh using radial basis func-
tions with the thin plate spline function. The same interpolation function is used in conservative
mode to map the forces from the fluid to the structure. The Interface Quasi-Newton Least-Squares
(IQN-ILS) is used to coupled the partitioned solvers. A relative convergence criterion of 10−3 is im-
posed on the displacement and force boundary data. Similar to the fluid validation in section 5.2
the second order backwards differencing time scheme is used for the fluid.

5.7.2. Steady case: FSI1
The steady state case has a Reynolds number of Re = 20. The fluid field can be seen in figure 5.17,
where the flap has a small deflection upwards. The deflection is underlined by pressure profile
which shows that the pressure under the flap is slightly higher than the pressure above it. The lowest
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pressure can be found over the accelerated flow over the cylinder, with values near p = 0Pa.
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Figure 5.17: Velocity and pressure contours for FSI1 at 20s

Figure 5.18 shows the horizontal and vertical deflection of point ’A’ on the flap. The vertical
deflection is slightly underestimated, but the horizontal deformation is predicted accurately. The
flap is stretched slightly under the friction force. Furthermore, the lift and drag coefficient are shown
in the bottom figures. The lift from the simulation shows a high frequency for which no explanation
was found. The average value coincides with the reference lift coefficient. Also the drag coefficient
is predicted accurately.

5.7.3. Unsteady cases
The two unsteady cases are FSI2 and FSI3. The former has a density ratio of ρs/ρ f = 10 which
implies that the flap inertia is relatively important. This is reflected in the flapping motion of the
wing which follows a near sinusoidal motion, where both the amplitude and the phase are similar
to the reference case. A small difference in amplitude is present at the minimum of the motion,
where the simulation shows smaller displacements than the validation data.

The force coefficients for the FSI2 case displays that the FSI2 simulation follows the same trend
as the reference data. Besides the main oscillation in lift caused by the flapping motion of the flap,
a signal with a frequency approximately five times the flapping frequency is seen. In section 5.7.4
this effect is studied. For this case the relative high importance of the flap inertia is evident since the
deformation of the wing is hardly affected by the high frequency oscillation.

The drag of the cylinder and flap shows large discrepancies in the shape and amplitude with
respect to the reference case. The same high frequency pattern is present as seen for the lift coeffi-
cient, although much less pronounced. Furthermore, the peak of the drag shows a phase difference
with respect to the reference data. Combining the lift and drag coefficient shows that the motion is
influenced largely by the high frequency oscillation. It induces various knots in the curve.

The inertial forces are less relevant in the FSI3 case, while the stress ratio is preserved. This
indicates that the flap deflection is more dependent on the fluid forces and lesser so on the flap
inertia. The result is seen in figure 5.20, where large differences between the simulated and reference
data.

The simulation shows a higher amplitude and lower frequency for the flapping motion. The
lift and drag profile are different too. The lift profile shows an high frequency oscillation similar to
lift profile seen for the FSI2 case. The different profile in lift could have large implications for the
deformation because the fluid forces are relatively important for the FSI3 case.
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Figure 5.18: top-left: The vertical displacement of the point ’A’. Top-right: The lift coefficient of
the flap-cylinder combination. Bottom-left: The drag coefficient. Bottom-right: Lift vs Drag coef-
ficient. Simulation and Reference data.
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Figure 5.19: Period averaged plots for (top-left) the vertical displacement of the point ’A’ for FSI2,
(top-right) The lift vs drag coefficient of the flap-cylinder combination, (bottom-left) The drag co-
efficient, (bottom-right) Lift vs Drag coefficient. Simulation and Reference data.
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Figure 5.20: Period averaged plots for (top-left) the vertical displacement of the point ’A’ for FSI3,
(top-right) The lift vs drag coefficient of the flap-cylinder combination, (bottom-left) The drag co-
efficient, (bottom-right) Lift vs Drag coefficient. Simulation and Reference data.
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5.7.4. Frequency analysis
Both the FSI2 and FSI3 case displayed oscillations with frequencies that do not occur for the ref-
erence data. Furthermore, the FSI3 case shows periodic behaviour with a different frequency then
expected. Therefore a frequency analysis was performed for both FSI2 and FSI3.

The left figure shows the frequency spectrum of the vertical displacement for FSI2. The eigen-
frequencies of the numerical model of the flap are depicted by the dashed vertical lines. See table
5.8 for the values. For reference the natural shedding frequency of the flow behind the cylinder is
computed using the Strouhal number of St = 0.2. The addition of the flap has a stabilizing effect on
the flow, so a lower shedding frequency is expected in the coupled simulation.

The main amplitude of the FSI2 case has a frequency very close to the second eigenfrequency
of the flap and it is located slightly under the predicted shedding frequency. The close proximity of
the shedding frequency and the second eigenmode provide a stable state for the flap in which one
eigenmode dominates.Furthermore, the peak at the third eigenmode is seen too in both cases.

The longitudinal eigenfrequency with a value 9.261Hz is more pronounced for the simulation
data. A signal of the same frequency was seen in the lift profile while this influence was much
smaller in the reference case lift profile. The longitudinal expansion and shrinkage of the flap in-
duces pressure oscillations in the domain which in term affect the force coefficients. From FSI2 it
is seen that the forces coefficients are very sensitive to the small deflection differences caused by
higher eigenmodes.

The frequency spectrum for FSI3 is shows that the reference case has a dominant frequency just
below the predicted shedding frequency. The first and second eigenmode have a eigenfrequency
which is much smaller or larger, so the flap does not have an obvious flapping frequency. For this
case the simulation fails to converge to the same equilibrium as the reference data.

Most likely, the numerical model of the structure is too stiff which causes higher eigenfrequen-
cies. The reference data shows a deformation that is a combination of the first and second eigen-
mode, but for the simulated data the first eigenmode, and therefore frequency, is more prominent.
As a results, the frequency of the motion is lower and amplitude higher (see figure 5.20).
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Figure 5.21: Frequency spectrum of the displacement Uy for FSI2 (left) and FSI3 (Right). :
Strouhal frequency based on the cylinder radius. : Eigenfrequencies of the flap. : Reference
and : Simulation.

5.7.5. Flowfield
The velocity magnitude of FSI3 is shown in figure 5.22 with the flap in upwards motion. The flap
has a larger flapping amplitude compared to the reference data and a region of high velocity flow is
the result. The flapping induces a series of chaotic vortices in the flow with associated low pressure.
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Downstream of the flap these vortices merge and large gradients are diffused in the flow.
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Figure 5.22: (top) Velocity, (middle) pressure and (bottom) in-plane vorticity contours for FSI3 at
10.5s
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5.8. Conclusions
This chapter presents the different cases that were used to validate all parts of the coupled system.
This is a necessity since many uncertainties arise in the coupled system. Prior to validating the
coupled system, first the uncoupled systems were validated and commented on their accuracy and
performance.

For the fluid part, the "flow around a cylinder" case is adopted. Here the chosen CFD method is
tested for the accuracy of the force prediction, pressure difference in the domain and the frequency
of the shed vortices. In this study, the numerical parameters space is explored for settings of the
solver which promote both good accuracy and performance. Furthermore, the influence of a dy-
namic mesh and the overset mesh is tested. The adoption of the dynamic mesh algorithm does
not introduce errors in the computation. An overset mesh is not a good alternative for the dynamic
mesh because of high computational costs associated with the interpolation algorithm.

The structural part is validated first for the CSM benchmark to assure that the structural model
in the coupled simulation behaves physically correct. Since this model is composed of a beam rather
than a membrane, a separate validation test-case is adopted to validate the behaviour of a shell ele-
ment structure. Furthermore, a frequency analysis is performed to find the first natural frequencies
of the flap. It is found that the numerical model of the structure is slightly stiffer than expected. This
leads to higher eigenfrequencies when compared to the eigenfrequencies which are obtained by an
analytical expression.

With both uncoupled solvers validated the coupled simulation can be analysed. By adopting
the "cylinder with a flap" benchmarking case, the accuracy of the FSI simulation is derived. First
the force mapping and displacement mapping are verified using unidirectional coupling from one
participant to the other. A quasi-unidirectional case is created by a very stiff structure under grav-
itational loading to verify the checkpointing of the moving mesh. From these three cases it is con-
cluded that the mapping and checkpointing perform correctly.

The benchmark by Turek & Hron (2006) treats three cases for FSI: One steady and two unsteady
cases. FSI1 shows the solution for the steady state case at a Reynolds number of Re = 20. The flap
deflection, average lift and drag are predicted accurately. The unsteady case FSI2 shows the largest
deflection. Here inertial forces are dominant and the flap shows large deflections at a nearly sinu-
soidal motion. The natural shedding frequency of the cylinder is close to the second eigenfrequency
of the motion so the flap naturally assumes this frequency.

The FSI3 case shows large differences between the FSI3 case. Here the flap displays different
dynamic behaviour than the reference case. For FSI2 it was already seen that the excitation of an
eigenfrequency can have a large influence on the lift and drag of the flap. The model error in the
structural model therefore could have triggered a large difference in dynamical behaviour.





Chapter 6
2D Flapping wing

The coupled FSI solver is validated in the previous chapter. In this chapter the method is applied to
a flexible wing structure in a fluid. A simple hovering flapping wing in a 2D domain is considered, at
the low Reynolds number of 150, described in Yin & Luo (2010). The mass and stiffness of the wing
are varied to change the relative importance of the aerodynamic, elastic and inertial forces which
act on the wing. The structure for this case shows large, nonlinear deformations, therefore the case
is solved in an implicit FSI simulation.

The 2D wing represents a case in which the influence of the inertial forces can be modelled for
a moving wing. Following the results from this chapter it can be concluded whether the FSI method
developed in chapter 4 is able to capture well the relative importance of these forces that occur for
flapping wings.

6.1. Model description
The flow around the wing is characterised by several nondimensional numbers which can be ob-
tained by combining the structure and fluid parameters. Figure 6.1 shows the flap with the kine-
matic parameters and with the surrounding mesh. The chord (c) and thickness (h) both influence
the fluid and the structure side. The angle of attack is defined with respect to the horizontal direc-
tion x.

The wing kinematics are purely defined by the translation x0 and angle of attack α of the wing
at the leading edge. In the current set-up no phase differences between the translation and pitching
of the wing are considered. The wing kinematics are determined by the following equations:

x0(t ) = A0

2
cos(2π f t ), (6.1)

α(t ) =α0 +βsin(2π f t ). (6.2)

Following from the wing movement the non-dimensional time can be defined:

τ= t

T
, (6.3)

with T the period of the flapping motion: T = 1/ f . The relevant non-dimensional numbers are the
Reynolds number, non-dimensional stroke amplitude, mass and frequency ratio:

Re = πA0 f c

ν f
, A∗ = A0

c
, (6.4)

m∗ = ρsh

ρ f c
, FR∗ = f

fn
.

where fn is the frequency of the first bending eigenmode of the wing. The frequency ratio (FR) is a
measure for the flexibility of the flap with respect to the fluid forces and is used to define the relative
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importance of elastic and inertial forces. Previous research by Vanella et al. (2008); Luo et al. (2010);
Dai et al. (2012) has shown that there is an optimum in the frequency ratio such that the wing has
the highest efficiency. For the simple wing considered in this chapter with a mass ratio of 1, the
maximum lift was attained at a frequency ratio of 1/3. The maximum lift over drag ratio is found for
even higher flexibilities, since the drag for this wing decreased with higher flexibility.

The mass ratio (m∗) defines the ratio between the aerodynamic forces and the inertial force.
Luo et al. (2010) showed that for a simple flapping wing with no active pitching the drag increases
for higher mass ratios. The forces generated by the airflow typically bend the wing into a shape with
a lowered angle of attack, reducing the frontal area and thus the drag. High mass ratio wings lose
this benefit because their shape is more determined by the wing inertia.

The parameters used to set up the simulation are given in table 6.1.

Table 6.1: Set-up for the flexible flapping wing

Parameter Value

c [m] 1 ·10−2

h [m] 5 ·10−4

ν f [m2 s−1] 5 ·10−5

ρ f [kgm−3] 10
f [s−1] 1.910

The structural properties of the flap can then be determined for the different values of the mass
and frequency ratio. In section 5.3 it was found that the structural solver tends to over-predict the
stiffness of the structure for any spatial discretisation. Therefore the Young’s modulus was estimated
using the analytical expression in equation 6.6 after which it was fine-tuned in a frequency analysis
by the structural solver. The resulting model has an eigenfrequency which approaches the desired
frequency ratio within 0.01%:

ρs =
m∗ρ f c

h
, (6.5)

E = 12ρs

h2

(
c

kn

)4 (
2π f

FR

)2

. (6.6)

where kn is a constant for a given eigenfrequency.
The flexible definition of parameters easily allows for the choice of different settings. The mass

ratio can be increased to increase the relative effect of inertial over aerodynamic forces. Three dif-
ferent mass ratios are tested as shown in table 6.2. In flapping wing analogy, the lowest mass ratio
is comparable with a dragonfly wing, the m∗ = 5 wing is close to a moths wing (Daniel & Combes,
2002). For the highest mass ratio the wing deformation is largely determined by the inertial forces
(Luo et al., 2010).

Table 6.2: Structural parameters for the flexible wings

m∗ [-] ρ f [kgm−3] E [kgm−1s−2]
FR = 1/6 FR = 1/4 FR = 1/3

1 200 3.295·104 1.465·104 8.240·103

5 1000 1.647·105 7.320·104 4.117·104

25 5000 8.235·105 3.660·105 2.059·105



6.2. Mesh sensitivity study 97

6.2. Mesh sensitivity study
For the mesh sensitivity study a rigid wing is selected. A0 = 2.5c and β= π/8 in equation 6.1 define
the sweeping and rotation of the wing. A small pitching angle is used to assert some asymmetry in
vertical direction to the flowfield, and to generate a finite average lift. An O-grid is shaped around
the wing and extruded for 40 chord lengths to form a circular domain. A large domain is required
to avoid large recirculation of shed vortices in the domain which create chaotic behaviour. A free
inflow/outflow and zero pressure is applied on the outer boundary. The mesh surrounding the wing
is shown in figure 6.1 for the coarsest grid.

Under the sweeping and rotational motion the mesh is deformed by solving the laplacian equa-
tion for the mesh displacement. To assure the deformation performs well and the mesh quality is
preserved two measures were taken. Firstly, the leading and trailing edge were rounded. According
to Usherwood & Ellington (2002) the shape of the leading edge is of relative low importance for the
overall flowfield, so the round-off is not expected to have a serious impact on the flow simulation.
Furthermore, the mesh cells are grown perpendicular with respect to the wing surface. It was found
that this reduced the chance of large skewness or even cell collapse.

Figure 6.1: The flapping wing (left) definition of the motion, from Luo et al. (2010). (right) The
mesh at rest position. An O-grid is shaped around the wing with a strong preference to perpen-
dicular cells near the wall to facilitate a more robust mesh deformation. The wing has a chord of
c = 0.01m and a 5% thickness. The motion is defined at the leading edge at the top of the wing.

The force coefficients are evaluated for three meshes of increasing refinement. The coarse mesh
has 4,968 elements. The normal and fine mesh feature respectively 19,440 and 77,760 elements.
The wing surface is refined with respectively 54, 108 and 216 cells, which leads to an average mesh
spacing of approximately 0.02c for the coarsest mesh. This is comparable to the mesh spacing used
for the immersed boundary mesh that Yin & Luo (2010) used around the wing.

Figure 6.2 shows the phase-averaged lift and drag over the wing for 6 flapping periods. The drag
is defined as the force opposite to the direction of travel, so the drag vector changes direction during
supination and pronation. The range in which the lift and drag occurred over this range of periods
is shaded. From τ= 0 to τ= 0.5 the wing is in upstroke. While the wing kinematics imposed to the
flap movement are completely symmetric, the lift and drag show very different graphs for the up-
and downstroke. This means that the flow is determined to a large extend by the shed vortices of
the previous motion.

The average value for the lift and drag (shown in table 6.3) shows good correlation too. The



98 6. 2D Flapping wing

0.00 0.25 0.50 0.75 1.00

τ [-]

0

1

2

3
C
L

[-
]

Upstroke Downstroke

0.00 0.25 0.50 0.75 1.00

τ [-]

−2

0

2

4

6

C
D

[-
]

Figure 6.2: (left) Lift and (right) drag coefficients for one flapping period. The line represents the
average value over 6 periods, and the shaded area represents the range perceived during these
periods. Coarse, Normal and Fine mesh.

average maximum deviation for the lift coefficient is defined by:

∆Cl =
Av g (Clmax )− Av g (Clmi n )

2
, (6.7)

such that range of range of possible lift coefficients can be estimated by:

Cl Av g (τ)−∆Cl <Cl (τ) <Cl Av g (τ)+∆Cl (6.8)

The same can be done for the drag coefficient. Taking the finest mesh as the most accurate solution,
both the coarse mesh and the normal mesh fall within the range of the average force value plus or
minus the average maximum deviation. Over the range of the motions over 6 periods, it is clear that
the average lift and drag of the coarse mesh fall within the possible values for the normal mesh and
fine mesh.

The mesh deformation method described earlier performs significantly better with coarser meshes.
It is less prone to collapse under large rotation and deformation. Since the behaviour of the coarse
mesh shows good correlation with the fine mesh, it is selected to investigate the effect of different
mass and frequency ratios.

Table 6.3: Average lift and drag coefficient and the average maximum deviation over 6 periods

Refinement Cl [-] ∆Cl [-] Cd [-] ∆Cd [-]

Coarse 0.82 0.10 2.46 0.22
Normal 0.79 0.11 2.29 0.23
Fine 0.83 0.26 2.47 0.59
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6.3. Results
To investigate the effect of the mass ratio m∗ and frequency ratio FR, flexibility is added to the wing
according to the parameters given in table 6.2. Furthermore a rigid wing with the same kinematics
is tested to obtain the limiting case of FR = 0. The wing kinematics are defined by a pure sweep-
ing motion: A0 = 2.5c and β = 0. This entails that the wing can only obtain an angle of attack by
structural bending.

6.3.1. Average forces and force history
The effect of the mass ratio on the force history is shown in figure 6.3 for four wings: Rigid and
m∗ = [1,5,25]. All flexible wings have a frequency ratio of FR = 1/3. The first eigenfrequency is
noted for all three wings as the oscillation with a value three times the flapping frequency.
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Figure 6.3: Influence of the mass ratio m∗ on the (top) tail x- and y displacement and (bottom) lift
and drag coefficient over two flapping periods. Rigid, m∗ = 1, m∗ = 5, m∗ = 25

The tail deflection with respect to the rigid position shows that the wing with the smallest mass
ratio has a phase delay with respect to the two heavy wings. Furthermore the deflection of the wing
is much larger, with a maximum horizontal deflection of approximately 0.7 chordlength. The delay
and larger amplitude of the deflection means that the light wing creates a lower angle of attack dur-
ing both the up- and downstroke. In both these strokes a large portion of lift is created, whereas the
drag is comparable or smaller to the other wings. Large asymmetry is caused because the shedding
behaviour between both strokes is different, as will be treated later.

Small differences can be seen between the m∗ = 5 and m∗ = 25 wing but these are far less pro-
nounced than the differences with the lightest wing. For both these wings the deflection is nearly
symmetrical between up- and downstroke, while the aerodynamic forces are not. This indicates
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that the motion is determined by the (symmetrical) wing kinematics. As soon as the wing deceler-
ates during midstroke, the deflection in x-direction changes sign. During both the middle part of
the up- and downstroke the m∗ = 5 wing maintains a higher deflection, which is caused by a LEV
which stays closely attached to the wing. The low pressure favours a larger lift and drag creation
during this phase of high translational velocity. During the latter part of the stroke a small portion
of thrust is created by the wing because of the advanced rotation.

In figure 6.3 the lift and drag profile for the wing with m∗ = 1 shows irregular behaviour at the
point of large displacement. The discontinuous force coefficients are caused by large fluctuations
in the pressure field between timesteps. This represents the limits of the current mesh deformation
method. Smaller frequency ratios and mass ratios are not feasible to model with the current simu-
lation basis. Figure 6.4 shows failure of the mesh deformation method the case with m∗ = 0.5 and
FR = 1/3.

Figure 6.4: Collapse of the fluid mesh for m∗ = 0.5 and FR = 1/3. (left) final timestep of the of the
simulation. (right) detail of the trailing edge with mesh failure.

The effect of wing flexibility is determined by the frequency ratio and influences the wing in a
different manner. Figure 6.5 shows the tail deflection and force coefficient of four wings: Rigid wing
(FR = 0) and three flexible wings with FR = [1/6,1/4,1/3] for a mass ratio of 1. The flexible wings
show deflection with similar behaviour for all three frequency ratios. The flexible wing is close to a
scaling of the two stiffer wings.

The effect of a higher stiffness causes the elastic effect to dominate the wing movement in the
latter part of the stroke. During the first part of the stroke, the wing is deflected by the wing acceler-
ation (inertial force). The aerodynamic forces can help to maintain this deflection during the latter
part of the stoke and prolong a lower angle of attack. See for instance the second peak near the
τ= 12.8 for all wings. Nevertheless, a larger wing stiffness advances the wing rotation, which has a
large effect on the lift created during the latter part of the stroke.

A larger deflection causes a lower angle of attack and decreases the frontal area. The drag his-
tory shows a clear that the drag is reduced for a large portion of the stroke for more flexible wings.
However, the advanced rotation by the stiffer wings create a small portion of thrust, as also seen for
the rigid wing. This lacks for the most flexible wings.

Figure 6.6 displays the average lift and drag coefficient, and lift over drag ratio for all the tested
wings over 15 flapping periods. A wing with an even lower mass ratio of m∗ = 0.5 is incorporated
for two additional mass ratios, which indicates the limit of the method. Furthermore, the data from
Luo et al. (2010) is shown on the bottom row for same wing geometry and kinematics. In this work
the wing was tested up to frequency ratios of 0.8 for which the flapping frequency almost equals the
wings eigenfrequency.
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Figure 6.5: Influence of the frequency ratio FR on the (top) tail x- and y displacement and (bottom)
lift and drag coefficient over two flapping periods. Rigid, FR = 1/6, FR = 1/4, FR = 1/3
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For the tested range of flapping frequencies any flexibility increases the lift over the wing. The
wing bending creates a lower angle of attack which points the residual fore more towards the lift
direction. Furthermore, a clear relation can be distinguished between the mass ratio and the lift.
Lower mass ratios lead to a higher lift for this range of the frequency ratio. This result is also seen
for the reference data. The relative higher importance of the aerodynamic forces with respect to the
inertial forces helps in maintaining a lower angle of attack throughout the latter part of the stroke.
The highest lift coefficient is obtained for the m∗ = 1 and FR = 1/3 wing with a value of 1.076.

The drag shows interesting behaviour for the different mass ratios. It appears that the delayed
rotation of the wing for low mass ratios helps in decreasing the drag on the wing by reducing its
frontal area. The advanced rotation by the heavier wings initially increases the drag. The peak for
the m∗ = 5 wing at a frequency ratio of FR = 1/3 is featured in both the reference data and the
simulated data. This point is interesting since it shows a different behaviour for the wings with
m∗ = [5,25] and FR = 1/3. Up to this point the lift and drag of these two wings were very similar. In
the following section the flowfield around this wing is shown to explain the large difference.

For this frequency range a straightforward relation is seen between the lift to drag ratio. A more
flexible wing leads to higher ratios. Also the lightest wings create higher lift over drag ratios by means
of a high lift creation. This is in good agreement with Luo et al. (2010) who shows the same trend for
this range of frequency ratios.
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Figure 6.6: Average (left) lift and (middle) drag coeffient, and (right) lift over drag ratio for different
mass ratios. (top) FSI simulations with m∗ = 0.5, m∗ = 1, m∗ = 5 and m∗ = 25. (bot-
tom) the reference case from Luo et al. (2010) with m∗ = 1, m∗ = 5 and m∗ = 25. Note the
scale difference on the x-axis between the top and bottom figures. For both the FSI simulations
and the reference data the forces are averaged over 15 periods. The flowfield of points 1, 2 and 3 is
shown in section 6.3.2

6.3.2. Flowfield
In figure 6.7 the vorticity flowfield around three wings is shown for one flapping motion. The vortic-
ity is normalised according to:

ω∗ =ωU

c
(6.9)

The left column indicates the wing in which the inertial force is dominant: m∗ = 25, FR = 1/3,
named hereby wing 1. The middle figure shows the wing 2 with dominance of the elastic forces:
m∗ = 1, FR = 1/6. The latter column shows the wing 3 for which the three forces are more balanced.
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This wing features the highest lift and lift over drag ratio in the tested range.
All three cases shows a similar shedding of the vortices. In the beginning of the period (τ= 0.1),

the LEV of the previous stroke remains close to the wing surface and is convected both above and
below the wing after stroke reversal. The wake capturing causes rapid build-up of vorticity on the
leading edge, but the newly formed LEV can not stay attached closely to the wing (τ= 0.3). At stroke
reversal (τ= 0.5), the LEV catches up with the wing and it is shed under the wing and forms counter
rotating vortex pair with the previous TEV. The shed vortex pair has a larger downward component
for wing 3 compared to the other wings. This indicates that it is more efficient in inducing downward
momentum in the flow, while the other wings create a larger horizontal momentum.

Without the wake capturing, the formation of a new LEV takes longer, and around (τ = 0.7)
a compact core can be seen around the LE which has grown to a large LEV with significant force
contribution near the end of stroke.

The effect of the mass ratio is most evident by the phase of the flapping motion. Neglecting the
amplitude of the deflection, the shape of the wing 3 is often similar to that of wing 1 in for τ−0.2,
which indicates a phase delay of 1/5th of a period.

Comparing the effect of the wing frequency ratio shows that the vortical structure of the flows
are very similar. Also the flap displacement shows smaller effect of the phase delay. Only at τ= 0.9
wing 2 is clearly already near 90° angle of attack, while wing 3 still has a much lower value. The main
difference in flowfield is caused by the lower angles of attack of the flexible wing. This helps pointing
the resulting force in the direction of the lift vector, while reducing the drag at the same time. For
wing 1 the upstroke has a larger deflection and is responsible for the major part of lift production.
This effect is much less pronounced for wing 2, since its shape is more determined by elastic forces.

The differences for the heavy wings with m∗ = [5,25] and FR = 1/3 were already noted before in
figure 6.6. In figure 6.3 it was already noted that the deflections and forcefield of these two wings
were very similar apart from the latter part of the upstroke, around τ= 12.8.

In figure 6.8 the pressure field is shown on the wing. Here the low pressure field is caused by the
attached LEV. For the heavy wing the LEV is too insignificant to counter the inertial forces, however
this is different for the wing with m∗ = 5. As a result of the lowered angle of attack, the LEV stays
attached more closely with a large effect on the forces on the wing.
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Figure 6.7: Non-dimensional In-plane vorticity (left) Inertia dominated wing with m∗ = 25 and
FR = 1/3. (middle) Stiffness dominated wing with m∗ = 1 and FR = 1/6. (right) inertial, aerody-
namic and elastic forces in equilibrium with m∗ = 1 and FR = 1/3. A representative period is taken
and the time instance is scaled to the time.
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Figure 6.8: Pressure distribution for the wings with frequency ratio FR = 1/3 and mass ratio (left)
m∗ = 5 and (right) m∗ = 25. The low pressure field of the LEV is much stronger for the lighter wing.

6.4. Conclusions
The chapter above treats the influence of different degrees of stiffness and mass of a flapping wing
2D wing. In this way it is tested whether the FSI method developed in chapter 4 is able to capture
well the relative importance of the various forces that occur on the flapping wing. To do so, a simple
translation motion is prescribed without any pitching. The stiffness and mass of the wing determine
the relative effect of the inertial and elastic forces and can be related to the aerodynamic forces by
defining the frequency ratio (FR) and mass ratio (m∗).

A large mass ratio renders the fluid forces insignificant due to high inertial forces. The wing
deformation is determined by the wing kinematics and hardly by the influence of the flowfield. As
soon as the wing starts to decelerate during midstroke the wing deflection is reversed shortly after.
A light wing shows a deflection which causes lowered angle of attack during almost the entire stroke
because the aerodynamic forces help to sustain the angle of attack.

The advanced rotation of the higher mass ratio wings is not beneficial for the production of lift.
For the investigated range of flapping frequencies, a lower mass ratio always leads to a higher lift
and lift over drag ratio.

The influence of the frequency ratio is more predictable. The deflection is lower for stiffer wings
which creates lower lift and higher drag. The more rigid wings show a slight advance in pitching
behaviour.

The horizontal flapping motion creates an asymmetric flowfield between the up- and down-
stroke which was present for every combination of the mass ratio and frequency for the tested cases.
The wings with a relative large influence from the aerodynamic forces to be are influenced by the
asymmetry in the flowfield and show a difference in deflection between the up- and downstroke. Es-
pecially for the wing with m∗ = 1 and FR = 1/3 this difference is pronounced. Wings dominated by
either elastic or inertial forces are less affected by the flowfield and show more symmetric deflection
of the trailing edge.

The results regarding the influence of the mass and frequency ratio obtained in this chapter are
in good agreement with those by Luo et al. (2010). Therefore the FSI module is able to simulate the
relative importance of the various forces in flapping wing aerodynamics.





Chapter 7
Flexible Wing Modelling

The FSI method described in the previous section is applied to model moving wing motion. The
interaction around a 2D flapping wing is shown in chapter 6 with the formation of the LEV and TEV.
However, the aerodynamics on wings of insects and MAVss can be described best by enhancing a 3D
model. Adding another dimension to the FSI method brings new challenges which are addressed in
the following sections.

In this chapter a 3D flexible wing is modelled in both a translating and a revolving motion. The
wing model is based on the experimental campaign from 2016 performed by van de Meerendonk
(2016). The set-up of the simulation is treated first in section 7.1. The chord based Reynolds number
is 10,000, so the assumption that the flow can be solved laminar may not be valid. The trade off for
adding a turbulence model is treated in section 7.2.

The obtained flowfield and structural deformation from the revolving wing are compared to the
experimental data. Here the obtained wing forces can be compared as well as the vortical structures.

7.1. Model Description
The wing model considered in the simulation is a simple flat plate with a rigid leading edge. The
wing has span of b = 100mm and a chord length of c = 50mm, which leads to an aspect ratio of 2.
The root of the wing is located at RRoot = 42mm from the axis of rotation. The reference radius for
the wing kinematics is taken at 75% of the span, which leads to a radius of Rref = 117mm.

7.1.1. Structural model
In this analysis three different wings were tested for both the translating and the revolving case.
First, a rigid wing is considered which was evaluated by only solving the fluid field. Next two wings
of varying flexural stiffness were evaluated. The flexibility of the wing is expressed in the flexural
stiffness:

EI = E
bh3

12
. (7.1)

where h represents the wing thickness.
In the experimental campaign, one quasi rigid wing with a high stiffness, and two flexible wings

with different flexural stiffness were tested. The properties in the simulation for the first flexible
wing were selected to represent the most flexible wing tested in the experimental campaign. For
the second flexible wing the flexural stiffness was decreased by a factor two, to obtain a very flexible
wing. See table 7.1 for the material properties. The wing thickness is kept constant, so only a change
of the Young’s modulus is required. The ratio between the elastic forces and the aerodynamic forces
is represented by the effective stiffness given by equation 2.19. The values presented in the table are
computed without the influence of the Poisson’s ratio.

In the experiment the leading edge was kept rigid by a carbon fibre rod which had a diameter
of 3mm. The wing thickness varied over the different runs, since three models were tested. It is
assumed that the influence on the flow caused by a difference in thickness between the rod and
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wing is small, therefore the wing is modelled as a simple flat plate with a standard thickness 5%
of the wing chord or h = 2.5mm. Since in previous analysis it was found that the structural solver
in the coupled simulation could behave unstably if the structural density was too low, a density of
1,000kgm−3 was assumed for all models to preserve the density of the wing. The mass ratio can be
derived using equation 6.4 which was used in the previous chapter for the 2D wing. Different mass
ratios are seen for the experiment and the simulation because of the larger thickness that was used
in the numerical model, however the small mass ratios indicate the deformation is influenced more
by the aerodynamic forces.

The Poisson ratio was assumed to be ν= 0.3. The effect of the wing weight was assumed to have
a minor influence on the deflection of the flap, and gravitational effects are not incorporated too.
At last, acceleration and rotational forces are not modelled in the structural model, so the inertial
forces of wing acceleration are not evaluated. The wing is discretised with respectively 26 and 50
elements in chordwise and spanwise direction. The flap is one element thick, which leads to a total
amount of 1,300 finite elements.

Table 7.1: Structural properties of the wing model.

Model E [kg m−1s−2] h [m] I [m4] EI[kg m3s−2] Π1 [-] m∗ [-]

Experimental
Rigid 3.30·109 1.00·10−3 8.33·10−12 2.75·10−2 55 1/50
Exp1 4.50·109 1.75·10−4 4.47·10−14 2.01·10−4 0.389 1/286
Exp2 4.50·109 1.25·10−4 1.63·10−14 7.32·10−5 0.147 1/400

Numerical
Rigid 2.50·10−3 ∞
Medium 5.63·105 2.50·10−3 1.30·10−10 7.32·10−5 0.147 1/20
Flexible 2.81·105 2.50·10−3 1.30·10−10 3.66·10−5 0.073 1/20

7.1.2. Fluid model and discretisation
The fluid domain for the revolving case is shown in figure 7.1, where the axis of rotation is added for
visualisation purposes only. The domain has a radius of 0.6m and is 0.6m high. A fluid region with a
radius of 0.2m is specified to rotate with the wing while the outer ring is stationary. In this approach,
only the deformation of the wing has to be displaced on the mesh and not the entire movement. The
wing is submerged in water under room temperature. The dynamic viscosity is 1.0 ·10−6 m2 s−1 and
the density is 1,000kgm−3.

The wing is modelled using round leading and trailing edges. As was found in chapter 6, this
enhances the stability of the mesh deformation method, while not largely affecting the flow field, as
found by Usherwood & Ellington (2002).

A similar approach is taken for the translating case. The same wing is modelled in a channel with
height, width and length of 0.8m. Since the geometry of the fluid domain is symmetrical around the
midplane, only half of the domain is modelled with a asymmetry condition. This is allowed when
it is assumed that the asymmetry in the flow is small. For both the revolving and translating cases
the wing spans in the z-direction, and the location of the leading edge is fixed on the xy-plane at (0,
0)m. Here the wing movement is modelled by accelerating the flow through the channel.

For both motions refinement is applied to capture the regions around the wing in more detail
than the surrounding flow. The wing is discretised with 90 mesh elements in chord-wise direction
for the translating wing and approximately 100 elements for the revolving wing. In span-wise di-
rection 120 cells are used for the half wing of the translational case and approximately 270 cells for
the full span of the revolving wing. Note that the circular domain has more mesh refinement in the
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Figure 7.1: Domain of the revolving wing.
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inner region. In total the mesh of the translational and revolving case contain respectively 1,802,617
and 5,356,085 cells.

All runs for both the translating and the revolving flapping wing were performed using a fixed
timestep and no subcycling of either solver. All translational cases and the two revolving cases
were solved using a timestep of ∆t∗ = 2 ·10−3. The most flexible revolving wing required a smaller
timestep for a stable simulation, therefore the value of ∆t∗ = 8 ·10−4 was used.

Because the flap can expand and shrink under load application, the total volume of the domain
can change by a small amount. For the incompressible solver this means that at least one of the
boundaries must allow in- and outflow, otherwise numerical instability will occur. For the revolving
case the top boundary was chosen to allow in- and outflow from the domain. The other boundaries
are modelled as walls. For the translational case an inflow and outflow are specified.

The force computation relies on both pressure and viscous stresses to compute the force vec-
tor, the latter requires a refined mesh spacing near the wing surface to capture the details of the
boundary layer. For a simple turbulent boundary layer, three regions can be distinguished: the in-
ner, overlap and outer layer. In the inner layer, the viscous sub layer is the very thin region near the
wall, where the velocity profile is linear as seen in equation 7.2 (White, 2005, p. 414). The nondimen-
sional wall distance and velocity are determined based on the wall friction τw , wall friction velocity
v∗, wall distance y and free stream velocity ū.

u+ = y+, for y+ ≤ 5, (7.2)

where,

u+ = ū

v∗ , y+ = y v∗

ν
, v∗ =

√
τw

ρ
.

Figure 7.3 shows the distribution of the y+ on the wing surface. The mesh spacing is chosen
to make sure the y+ is smaller than 5 for the majority of the plate, such that the linear region is
captured well. In term, the viscous stress can be computed accurately. Some regions exist where the
velocity is high, and therefore the y+ is increased. This is pronounced at the location of the LEV on
the top boundary, and the flow around the tip. However, the relative small amount of cells where the
y+ is too large for the assumption of a linear velocity profile is not expected to influence the viscous
force on the wing to a large extend.

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

y+ [-]

Figure 7.3: Surface of th y+ on the (left) top and (right) bottom side of the revolving wing at δ∗ = 1.
The root is located on the left part of the figures.
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7.1.3. Kinematics and Initial conditions
The revolving wing is accelerated until the terminal velocity is obtained of 0.2m/s at the reference ra-
dius. A Reynolds number of 10,000 is reached at the reference radius. The kinematics are expressed
in the convection time of the fluid (t∗) and the chords travelled (δ∗):

Re = Vt c

ν
= 10,000, (7.3)

t∗ = t
Vt

c
,

δ∗ = δ

c
= Rrefθ(t∗)

c
, (7.4)

where θ denotes the angle travelled by the wing. For the revolving wing δ∗ = 1 is equal to an angle
of θ = 24.49°.

Spanwise characteristics are defined using the ratio between the local span and total span: r /R.
This ratio is defined zero at the root and one at the tip, which is in contrast with the definition of the
root and tip radius. (Rroot = 42mm and Rtip = 142mm). The simple range from 0 to 1 is chosen for
convenience in explanation of the spanwise flow phenomena on the wing.

The wing Rossby number is computed using the radius of gyration which is based on the area
moment of inertia about the axis of rotation I , as given in equation 2.14. The Radius of gyration is
RG = 96mm Furthermore, the local Rossby numbers can be found based on the span. These provide
a measure for the relative importance of the rotational forces along the span:

Ro =


Rroot/c = 0.84 Minimum at the root,
RG /c = 1.93 At the radius of gyration,
Rtip/c = 2.84 Maximum at the tip.

(7.5)

The wing is accelerated up to t∗ < 2, after which the terminal velocity is reached. For the exper-
imental campaign the wing underwent a constant acceleration phase after which the acceleration
changed instantly to zero. For the numerical simulation, discontinuity in the the acceleration in-
duces large pressure peaks which cause unwanted behaviour in the FSI simulation. Therefore the
wing kinematics had to be adapted slightly in order to provide a stable simulation. The velocity
profile is given a smooth ramp up to assure the derivative is continuous:

Ω(t∗) =


1−cos
(
π
2 t∗

)
2

Vt t∗
2Rref

if t∗ < 2
Vt

Rref
if t∗ ≥ 2

(7.6)

Figure 7.4 shows the chords travelled, angular velocity and acceleration. After t∗ = 5 the wing
has travelled exactly four chord lengths at the reference radius. The kinematics for the translational
case are similar to those of the revolving wing but instead of the angular velocity the rectilinear
velocity is taken. Therefore, the chord based Reynolds number is 10,000 for the entire span.

7.1.4. Flow parameters
The wing creates a finite circulation over time by shedding the TEV. The relation between the lift
force on the wing and the circulation can be expressed by the Kutta-Joukowski theorem. This theo-
rem states that the sectional lift (L′) on the wing is directly proportional to the circulation (Γ) around
the wing for an incompressible flow (Anderson, 2011, p.280). The formulation of the theorem is
given by:

Γ=
∮

VVV ·d sd sd s =− L′

ρ∞U∞
, (7.7)
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Figure 7.4: Motion of the rotation. Solid lines: In numerical model. Dashed lines: approximation
of the motion in the experimental model. : δ∗, : Ω, : ∂Ω/∂t

where U∞ is the freestream velocity for the particular wing section. Selecting the spanwise velocity
as the reference value the generated circulation can be derived for the wing span. The circulation
on the wing can be made non-dimensional by dividing it by the velocity and chord:

Γ∗ = Γ

Vt c
= L′(r )

ρ∞rΩcV t
. (7.8)

The velocity on the wing is normalised by the velocity at the reference location of 75% span-
width. The helical density introduced in equation 2.26 is used to represent the spanwise transport
of momentum. For this purpose, only the spanwise component of the dot produce between the ve-
locity and the vorticity is considered. The helical density is normalised by the chord and reference
velocity.

The same reference velocity is chosen for the translating and revolving case. For the former this
inflow velocity is present on the entire span, while the revolving wing experiences a lower velocity
for 75% of the span and a higher velocity on the remaining 25%. The consequences of this are shown
in section 7.4.

U∗ = U

Vt
, h∗ = uzωz

cV 2
t

. (7.9)

7.1.5. Coupling
The FSI on the wing is modelled by mapping the displacement from the structure to the fluid do-
main. For this mapping thin plate spline (TPS) with a compact support radius of 5mm was adopted.
The compact support radius reduces the computational effort that was required for the mapping,
since it was noted that the global method required a large amount of time for initialization for the
large meshes.

The forces are transferred to the structural boundary using nearest neighbour mapping. Con-
trary to the cases in the chapters 5 and 6, the domain is three dimensional, which allows the use
of nearest neighbour mapping. The choice for this mapping method is driven by computational
efficiency.
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7.2. Transitional turbulence modelling
The translating and revolving wing introduced in section 7.1 have a chord-based Reynolds number
of 10,000. At this Reynolds number, both laminar and turbulent flow can occur, so the effect of flow
transition must be evaluated for solution of the simulation. The flow around a wing at high angle
attack shows highly unsteady flow structures, a large separated zone and large vortical structures.
A validation case which features these flow features is best suitable to test the application of turbu-
lence modelling. The canonical test case by Garmann & Visbal (2011) is used since it features each
of the before-mentioned flow properties. The case is described in section 7.2.2.

The geometry and kinematics of the simple wing described in the validation case are recreated
and tested for two different methods of turbulence modelling. Firstly, the URANS equations are
solved without additional turbulence modelling, leading to a laminar flow where the effects of tur-
bulence are neglected. Secondly the γ−Reθ model by Langtry & Menter (2009) is tested. This model
incorporates transition into the RANS equations and is explained in section 7.2.1.

The force on the simple wing and the flowfield are compared in section 7.2.3. For the flow field
PIV data from experiments is used to provide a measure of the error introduced by simulation of
this complicated flow field.

The classic RANS models do not allow for laminar zones and thus are very poor in predicting the
transitional behaviour around these transitional Reynolds numbers. However, the γ−Reθ model
by Langtry & Menter (2009) performs a basis to predict the transitional behaviour using the RANS
equations.

7.2.1. Transitional turbulence model with the RANS equations
The unsteady RANS equations were introduced in equation 3.14. The equations are obtained by
separating the flow variables in an average and fluctuating part, and then averaging the equations,
which results in an expression for the Reynolds stress tensor. By nature, the averaging has elimi-
nated the growth of linear disturbance which is vital for predicting the onset of transition (Garmann
& Visbal, 2011).

However, various ways are available for predicting the onset of transition, such as the en method
by van Ingen (1956). However, these methods require knowledge of the geometry and mesh. Also,
non-local operations are required such following a streamline to track the disturbance growth. Both
these properties are difficult to implement in CFD solvers, therefore a method based on local vari-
ables is adopted.

The γ−Reθ model is based on local variables, which makes it suitable for implementation in
CFD codes. The central idea is that a relation can be build between the local boundary layer quanti-
ties and the transition onset Reynolds number using the strain rate vorticity Reynolds number Rev

and empirical relations. In this way, the transition can be triggered locally and a coupled eddy vis-
cosity model is used to compute for the turbulent fluid properties. The current implementation of
the γ−Reθ is coupled with the SST k-ωmodel which features two more transport equations (Wilcox,
2008).

The location of transition is predicted using two transport equations. The first is for the intermit-
tency γ. The intermittency is used to trigger the transition locally by scaling the production term of
the turbulent kinetic energy. A second transport equation is solved for the transition onset momen-
tum thickness Reynolds number Reθt . This feature captures the local influence of the turbulence
intensity and the turbulence decay. Also effects of the freestream velocity are incorporated in this
relation so transition instabilities from outside the boundary layer are taken into account. The Reθt

brings the empirical relations to the intermittency which is used as a criterion for the onset of transi-
tion. The model is not limited to predicting the transition based on local boundary layer properties;
also transition induced by flow separation can be predicted by a modification to the relation for the
intermittency Langtry & Menter (2009).



114 7. Flexible Wing Modelling

Figure 7.5: Empirical relation between the transition onset momentum thickness Reynolds num-
ber (Reθt ) and the turbulence intensity

The turbulence intensity is given by:

Tu = 100

p
2k/3

U
. (7.10)

The free flow is assumed to be laminar, so the lower limit as given by the empirical guidelines leads
to TU = 0.027. The transition momentum thickness Reynolds number is 1,458, deduced from the
empirical relations shown in figure 7.5.

7.2.2. Test cases and model construction
The wing tested is derived from a the report of Garmann & Visbal (2011), where the transitional flow
over a rapidly pitching airfoil is studied. Reynolds numbers of 5,000, 10,000 and 40,000 are studied
with a high-order implicit LES method. The case of the Reynolds number of 10,000 is selected with
appropriate motion to closely represent the transitional effect appearing over the 3D wing.

The domain consists of a simple flat wing with rounded edges. The wing has a thickness of 2.5%
of the chord. A free stream velocity is applied. The wing pitches according to a specified motion
about the quarter chord point. The angle of attack is specified using the non-dimensional pitch
rate Ω0, convective time τ and shape parameter a. The τi determine when the wing motion starts,
reaches a plateau where the wing is kept for ∆τh and eventually the return to zero angle of attack.
Table 7.2 specifies specific parameters used to create the pitching motion. The resulting angle of
attack is shown in figure 7.6 (bottom-left):

α(τ) = Ω0

2a
ln

[
cosh a(τ−τ1)cosh a(τ−τ4))

cosh(a(τ−τ2))cosh(a(τ−τ3))

]
. (7.11)

Garmann & Visbal (2011) performed a mesh refinement study and found that a mesh with
254,800 points in the spanwise plane provided a converged solution. The wing is then discretised
with 650 elements, with more refinement towards the leading and trailing edge. A similar mesh is
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Table 7.2: Parameters to determine the wing pitching motion

parameter Value Convective time [-] Value

a [-] 100 τ1 [-] 0.25
α0 [°] 40 τ2 [-] τ1 +α0/Ω0

Ω0 [-] 0.4 τ3 [-] τ2 +∆τh

x0/c [-] 0.25 τ4 [-] τ3 +α0/Ω0

created for the evaluation of the turbulence models. A mesh and wing were discretised with respec-
tively 254,016 and 648 cells with similar refinement around the wing extrema. The layers around
the wing are sized to create a y∗ which is always close to one or lower. The γ−Reθ requires a y+

of approximately one at the first layer around the wall to capture the boundary layer correctly. The
time is discretised using a maximum CFL number of 2.

The pitching motion is simulated by creating a circular domain around the pitching point. The
wing grid is extruded to form an O-grid with a radius of 100 chord lengths to assure the outer bound-
ary experiences free stream conditions. The entire domain is rotated using the angle of attack de-
fined by equation 7.11. The DGCL is satisfied by taking into account the mesh flux which is created
by movement of the mesh.

7.2.3. Results on transitional turbulence modelling
For the translating wing the turbulence is a 3D aspect, which can not be fully captured by the LES in
a 2D domain. Therefore the domain is discretised with several elements in spanwise direction. The
Reynolds stress tensor in the RANS equation is 3D in nature and does not require additional cells in
spanwise direction.

Another effect that influences the simulation is that the spanwise flow can have a large effect
on the vortex breakdown and transition. This is not taken into account for the RANS cases because
of computational efficiency. The effect of modelling more of the spanwise domain is shown in the
left part of figure 7.6. Span over chord ratios of 0.2 to 0.8 are tested and large differences can be
seen between the smallest and largest span for the lift coefficient. The upstroke is very similar for
all three cases, which indicates that no spanwise effect influence the flow. On the downstroke large
differences can be seen which are attributed to spanwise instabilities causing transition.

At τi the wing experiences a high rotational acceleration which cause large pressure peaks in
the domain. The effect of these peaks is clearly visible in the lift and drag profile. For a zero angle
of attack, the pressure distribution only affect the lift coefficient. The peaks in the force coefficient
profiles are higher for the laminar and the γ−Reθ , which can be explained by the type of flow solver.
The incompressible RANS equations is more sensitive to sudden accelerations than the ILES case
with a compressible flow.

Figure 7.7 shows the normalised vorticity, as given in 7.12. Snapshots of the motion at differ-
ent angles of attack are shown for the laminar, γ−Reθ , ILES, and experimental case. During the
upstroke the wing continuously builds up circulation which is shed discretely in a number of TEVs.
The location and magnitude of the shed vortices of the RANS cases coincides very well with the TEVs
of the experiment. The formation of discrete TEVs instead of a streak of constant vorticity indicates
that the diffusion is predicted correctly in this part of the domain. Diffusion can either be caused
by viscosity, turbulent viscosity in the case of the RANS and artificial viscosity caused by the spacial
discretisation.

At α = 20° ↑ (upward pitching motion) the leading edge vortex and vorticity in the boundary
layer show good coherence with the ILES and experimental case, which indicates that the flow is
still completely laminar. At the maximum pitch the ILES an experimental data shows diffusion of
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Figure 7.6: The force coefficient on the wing obtained by the ILES (left) and RANS: and laminar
flow: (right). (bottom-left) the angle of attack of the wing. (bottom-right) Legend of the ILES
reference data for different spans, adapted from Garmann & Visbal (2011)
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the LEV which reduces the strength of the secondary, counter rotating vortex. The large diffusion
is caused by turbulence indicating that transition has occurred. The diffusive behaviour is much
smaller for the laminar and γ−Reθ case, where the counter rotating vortex is ejected from the wing
surface. The differences are seen too in the forces on the wing, as the RANS cases shows an oscilla-
tion in lift and drag around this time.

When the wing pitches back to zero degrees large scale separation, transition and spanwise flow
make the flow hard to predict. The spanwise effect on transition is pronounced as stated in Gar-
mann & Visbal (2011) which leads to higher turbulence energy in the ILES and experimental case.
By turbulence mixing the experimental case shows very diffusive behaviour above the wing which
is seen in some lesser extend in the ILES case. Figure 7.8 shows the normalised turbulent kinetic
energy, which clearly shows that transition has occurred in the region above the airfoil, and that the
region of maximum turbulence intensity aligns well with the centre of the shed LEV. However, the
influence of the turbulence is limited, as the vorticity profile of the γ−Reθ predicts low mixing and
is similar to the laminar case.

At zero degrees the influence of the turbulence model is clearly distinguishable. The laminar
flow allows counter rotating vortices in close proximity near the trailing edge, while these largely
eliminate each other for the γ−Reθ case. Furthermore, the two ejected LEVs and TEV mix more
compared to the laminar case.

The higher turbulent mixing reduce the velocity and vortices of the flow which causes a linear
reduction in the lift profile between τ= 2.5 to 3.5 for the ILES case. This reduction in lift is not seen
for the RANS cases since the vortices are hardly affected by the turbulent diffusion. Furthermore,
an oscillation is seen which is caused by the formation of a pair of LEVs which orbit each other and
merge between α = 40° and 20°. The sharp reduction in lift after τ = 3.5 is caused by convection of
the LEV behind the TE, effectively removing the low pressure area from above the wing. The low
pressure area by the shed LEV is clearly seen in figure 7.8.

ω∗ =ω c

U∞
, p∗ = p

ρU 2 , k∗ = k

U 2 . (7.12)

The γ−Reθ case increases the computational time, since it requires the evaluation of four extra
transport equations every timestep. Evaluating only the laminar case led to a simulation which was
37% faster.
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Figure 7.7: Non-dimensional In-plane vorticity. for the laminar (first row), γ−Reθ (second row),
ILES with s/c = 0.4 (third row) and experimental case (bottom row). Angle of attack from left to
right: 20° ↑, 40°, 20° ↓, 0° The last two rows are adapted from Garmann & Visbal (2011)
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Figure 7.8: (left) Normalised pressure field, (right) normalised turbulent kinetic energy at α= 20 ↓
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7.2.4. Conclusion on turbulence modelling
The difference between the turbulent and laminar flow is small with respect to the error introduced
by the RANS assumption. During the upstroke phase, the lift and drag coefficient shows the same
trend with respect to the ILES case. However, during downstroke, transition has occurred and tur-
bulent mixing causes the LEV to diffuse. A reduction in lift should follow but this is not seen for
the RANS cases. Both the laminar and the γ−Reθ case shows low turbulent mixing. The individual
vortices affect the lift force as seen in the oscillatory behaviour.

In terms of computational efficiency, the laminar case is preferred. Since the inclusion of the
γ−Reθ model does not increase the accuracy of the simulation with respect to the laminar case, it
is chosen to solve the 3D wing without additional turbulence modelling.
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7.3. Comparison with Experimental data of the revolving wing
The simulation does not model turbulence, which can be noted by the low amount of mixing in
the flow. Furthermore, it is subject to a discretisation which can not capture all scales of the tran-
sient behaviour. The flowfield and the forces on the wing are compared to experimental data in the
following sections.

7.3.1. Flow topology
The vortical structure on the wing after t∗ = 2 or δ∗ = 1 is shown in figure 7.9, where the rigid wing
model is shown. Based on this figure it can be seen that the simulation performs well in predicting
the size and location of the vortices. The general flow topology consist of four main vortices. The
Leading Edge Vortex forms over the leading edge and decreases in size near the tip and the root.
The Root Vortex and Tip Vortex form at the extrema of the airfoil and connect with the Trailing Edge
Vortex to form a coherent vortex system.

Where the vortices in the experiment break up into smaller vortices, the simulation can sus-
tain the coherent structures for a longer time. The absence of a turbulence model decreases the
mixing of the flow and therefore dissipation of gradients found around the wing. This allows for
the formation of vortices with a larger strength than would be expected at this Reynolds numbers.
Furthermore, the rounded leading and trailing edge might help in increasing stability and there-
fore promote the formation of larger structures, rather than the shedding of smaller vortices. Since
the simulation is able to build up stronger vorticity, the iso-surface of the highest normalized Q-
criterion is adapted likewise in the figures.

The location and shape of the TEV matches the corresponding connection to the TV and RV. The
angle of the TEV is constant until around r /R = 0.8, after which it converges to connect with the TV.
This shape is clearly present in both the simulation and the experiment. Besides the main TEV, mul-
tiple smaller TEVs are shed om the experiment at the trailing edge which each connect with tip vor-
tices. This effect is more pronounced in figure 7.11, where the medium wing (most flexible wing in
the experimental campaign) is shown. The finger-like vortex behaviour is not noted for the vortices
of the simulation. In the experiment the circulation over the wing is increased by shedding discrete
vortices. A similar increment in circulation is reached in the simulation by continuous shedding of
a vorticity sheet. Figure 7.10 shows the vorticity in spanwise direction over the wing at half-span
for δ∗ = 1.5. In section 7.2.2 vortex discrete TEVs were distinguished for the same Reynolds number
with a very fine mesh. The coarser mesh for the 3D case adds more artificial vorticity which inhibits
the formation of secondary tip vortices.

The main circulation built up of the wing can be attributed to one clear TEV, which connects
to the main TV. Looking at the side view of the rigid and flexible wing, the main difference in flow
topology are the finger-like vortex structure from the experiment. These secondary vortices propa-
gate below the wing trailing edge under influence of the rotation of the main TV. The formation of
the main TV is the same in both figures, and the TV increases in chordwise direction.

Assessing the formation of the root vortex, severe differences are noted between the experiment
and simulation. The RV is much more pronounced for the simulation than for both the rigid and
the flexible case. Similar to the tip vortex, a conical shape is seen due to the build up of vorticity. For
both the RV and the TV, the circulation is highest near the LE.

Leading edge vortex and breakdown
The LEV shows a typical conical shape for both cases, but in the simulation the structure is more
coherent. Where the LEV in the experiment breaks up into smaller vortices, the simulation can
sustain the coherent structures for a longer time. The rounded leading and trailing edge might
help in increasing stability and therefore promote the formation of larger structures, rather than
the shedding of smaller vortices.

The point of maximum chordwise expansion is at the same spanwise location for both LEVs.
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Figure 7.9: Iso-surfaces of the Q-criterion for the rigid wing at δ∗ = 1. Left: experimental from
van de Meerendonk (2016). Right: equivalent in numerical simulation. Three contour layers are
used: Q(c/Vt )2 = [3, 10, 30] and [3, 10, 100] for respectively the experimental and numerical case.



122 7. Flexible Wing Modelling

−30 −20 −10 0 10 20 30

ω∗z [-]

Figure 7.10: Vorticity build up over the wing at δ∗ = 1.5 at half span for the rigid wing. (Left)
experiment and (right) simulation

Further towards the tip the vortex connects to the TV and is reduced in size. At δ∗ = 1 the LEV lifts of
the wing surface at a spanwise location of r /R = 0.6, which is also seen in the experimental flowfield.
This is in accordance with research from Percin & van Oudheusden (2015) and Garmann & Visbal
(2013) which feature similar revolving plates.

During the breakdown near midspan the core of the LEV lifts up from the surface and expands
in size. The A bubble like structure is formed which is clearly visible in the simulated flowfield. The
bubble is paired with the onset of more small scale structures. The onset of the bubble marks the
beginning of a chaotic flow behaviour, where the tip vortex and the burst LEV start interacting. A
small inboard region of the wing is little affected by the burst, which is in accordance with results
obtained by Jardin & David (2015) and Garmann & Visbal (2013). In the spanwise section of r /R =
0−0.4 the LEV is stabilized by the influence of rotational forces which drain vorticity from the core
of the LEV.

The chaotic behaviour reaches a quasi steady state eventually. Here the main flow structures
show little variation and the flow on the outboard part of the wing is dominated by small scale
structures. Figure 7.12 shows the pressure contours for the quasi-steady pressure on the wing. A
low pressure area persists on the suction side whose shape coincides well with the region of chaotic
behaviour, as shown by the iso-surface of the Q-criterion. On the bottom of the wing a high pressure
area is present at the outboard side. This region has a similar shape and size for the experimental
and numerical result.

The shedding of vorticity by the burst LEV can be seen for the pressure, where two streamwise
oriented streaks of low pressure near r /R = 0.7 are convected from the burst region. This denotes
shedding of individual vortices which are paired with a low pressure area.

7.3.2. Wing deformation
The wing deflection can be expressed by the angle of attack. This angle is defined by the angle of the
virtual line between the trailing edge and the leading edge:

α(z) = tan−1
(

yLE (z)− yT E (z)

xLE (z)−xT E (z)

)
. (7.13)

Figure 7.13 shows the angle of attack for the most flexible wing in the experimental campaign
and the two flexible wings from the numerical simulation. The majority of wing deflection is formed
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Figure 7.11: Iso-surfaces of the Q-criterion for the medium wing at δ∗ = 1.5. Left: experimental
from van de Meerendonk (2016). Right: equivalent in numerical simulation. Three contour layers
are used: Q(c/Vt )2 = [3, 10, 30] and [3, 10, 100] for respectively the experimental and numerical
case.
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Figure 7.12: White iso-surfaces of the Q-criterion and red, blue for the pressure iso-surface of the
rigid wing at δ∗ = 4. Left: experimental from van de Meerendonk (2016). Right: equivalent in
numerical simulation. Q(c/Vt )2 = 3 and p = 6Pa (red) and −13Pa (blue)
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during the acceleration phase. After the initial formation of the angle of attack, the experimental
data predicts a relative smooth behaviour of the tip and root angle. The angle on the root and tip
decreases likewise until a approximately δ∗ = 0.4, after which the root angle recovers and a twist is
created in the wing.
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Figure 7.13: Angle of attack on the flexible wing. (left) Experimental data for the angle at the root
and the tip for the medium wing. (right) Numerical data for the angle at the root (dashed) tip and
tip (solid) for the medium( ) and flexible( ) wing.

The medium and flexible wing from the numerical simulation show similar behaviour for the
formation of angle of attack. Near t∗ = 0.7 the root and tip angles diverge and the root angle of attack
recovers to an angle over 45°. The overshoot is most likely caused by the absence of acceleration and
rotation forces in the structural model. Furthermore, the numerical model has a higher mass ratio
than the structural model so inertial forces can also contribute to the overshoot.

At approximately t∗ = 3 a quasi steady state is reached where the root and tip angle of attack
show oscillating signals for both the medium and the flexible wing. The medium wing has higher
stiffness and shows more persistence of the oscillation. The tip reaches an angle of attack close to
αtip = 37.5° is seen for the medium wing, while the experiment indicates an average angle of attack
close to 33°. The flexible wing features similar angles of attack. The root angle of attack is lower for
the numerical simulation compared to the experimental values. Most likely this is caused by the
absence of rotational forces.

7.3.3. Forces on the wing
The pressure on the wing is of great importance because it determines the perpendicular force on
the surface. For a Reynolds number of 10,000 and a high angle of attack the force vector is nearly
perpendicular to the surface because the pressure forces are dominant over the viscous forces (Birch
et al., 2004; van de Meerendonk, 2016).

Force coefficients from the experimental and numerical cases are shown in figure 7.14. For the
experimental rigid wing at 45° the lift and drag are nearly the same which as can be expected. As
was in figure 7.13 the wing deflects under the aerodynamic load and assumes an angle of attack of
approximately 33°. Therefore, force is tilted more in lift direction and the drag is reduced. The total
aerodynamic force generated by the wind decreases for more flexible wings.

Similar behaviour is seen for the numerical simulation. The rigid case generates the largest
values of lift and drag overall. The lift and drag of the rigid case are very similar which indicates that
the force angle is nearly perpendicular to the wing surface. The lift decreases from approximately
CL = 1 to CL = 0.75 from the rigid to the flexible case, a drop of 25%. At the same time the drag drops
by approximately 50%.
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Comparing the most flexible experimental wing with the medium wing from the numerical sim-
ulation similar figures are seen for the lift and drag. Both show a quasi steady lift coefficient of
CL = 0.8. The drag converges to a value of CD = 0.55 for both the experiment and the simulation.

The added mass effect is seen in both the experiment and the simulation. The constant accel-
eration of the experimental case causes an instantaneous lift and drag at t∗ = 0. The value of this
instantaneous force is larger for the experimental case because of the higher value of acceleration
at zero time.
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Figure 7.14: Angle of attack on the flexible wing. (left) Experimental data for the angle at the root
and the tip for the medium wing. (right) Numerical data for the angle at the tip for the medium
and flexible wing.
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7.4. Flexible Revolving and Translating wings
The following section aims at determining the difference in flow structure between translating and
revolving wings. For the latter case, the Coriolis, centrifugal and Euler acceleration play a role in the
fluid field around the wing.

As explained in section 7.1 the reference velocity is defined taken at 75% of span for the revolv-
ing wing with the reference velocity of Vt = 0.2ms−1. However, comparison of the different motions
can be performed best if the reference radius and thus velocity is based on a similarity criterion.
In appendix D.2 such a criterion is derived for the aerodynamic force at a constant force coeffi-
cient distribution. The reference radius for force similarity (fs) is: Rfs = 96.4mm, or at 54% of the
span. The associated velocity is V f s = 0.165ms−1. These reference velocity is higher than this value,
which causes the translating wings to experience a higher average dynamic pressure. A factor 1.47
of difference in average dynamic pressure is present between the revolving and translating wings.
Therefore, larger deflections and forces are expected on the translating wings.

The simulation for the translating case are performed with the reference velocity of Vt = 0.2,
while the reference velocity for force similarity should be approximately 18% lower. Therefore, com-
parison of of the revolving and translating case is always done with this scaling in mind.

The deformation of the revolving and translating case are compared in section 7.4.1. Next the
vortex structures in the flow are categorised in section 7.4.2, and their spanwise influence are evalu-
ated in section 7.4.3. The pressure influence is treated in section 7.4.4 and at the aerodynamic forces
in section 7.4.5.

7.4.1. Deformation of the wing
The vertical displacement at the trailing edge of the wing tip is shown in figure 7.15 for both the
revolving and translating wings. Since the rigid wings do not have any displacement only the flexible
wings are considered in the figure.

The vertical displacement on the revolving wing show that the medium and flexible wing reach
an average deflection of Uy = 5mm and Uy = 9mm. Under the acceleration by the pressure forces
the wing bends to a large displacement between t∗ = 0−0.7, but it bends back before t∗ = 2. The
translational case shows larger displacements due to the higher loading as was argued before. No
reduction in displacement after the initial acceleration happens for this wing. The average displace-
ment for the medium and flexible wing are approximately Uy = 10mm and Uy = 16mm.

The translational case shows three peaks for both the medium and the flexible wing. These
peaks are related to the periodical behaviour of the vortex shedding of the translational wing in
the quasi steady equilibrium that is reached. The suction force reaches a maximum just before
the vortices are shed and thereby increases the wing deflection. The point of maximum deflection
occurs at approximately t∗ = 4.5,7.5,12 for the medium wing. The Strouhal number associated with
the shedding is equal to the non-dimensional frequency. This leads to a approximate frequency
of f ∗

shedding = St = 0.27. Similar numbers were found for flat plates by J. M. Chen & Fang (1996). A
slightly higher Strouhal number is seen for the flexible wing which is also expected.

The displacement for the revolving and translating wing at δ∗ = 1 are shown in figure 7.16. The
revolving wings mainly show large displacement at the tip of the wing. As was seen explained in
section 7.3 a slight overshoot was seen for the angle of attack of the root section. This is clearly seen
in the figure, where the root section has a small downward displacement. This leads to a nearly
linear build-up of the angle of attack over the span, as is seen in figure 7.17.

The translating wings show a large displacement which is almost constant along the span. A
slight deviation is seen in figure 7.17 which is scaled for the current range of angle of attack. A
deviation of under 0.5° in angle of attack is seen between the mid span section and the tip for both
translating wings.
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Figure 7.15: Displacement of the trailing edge at the tip for (left) revolving and (right) translating
wing. medium and flexible wing. Note the scale differences between the figures.
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Figure 7.16: Displacement of the (left) revolving and (right) translating flexible wings for δ∗ = 1.
The top and bottom row represent the medium and flexible wing.
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Figure 7.17: Angle of attack of the (left) revolving and (right) translating flexible wings for δ∗ = 1.
The top and bottom row represent the medium and flexible wing.
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7.4.2. Coherent structures
The vortical structure for the three revolving wings is shown in figure 7.18 for δ∗ = 1.5. All three wing
show a clear vortex ring formed of the LEV, TV, TEV and RV, however the origin of TEV is different for
the rigid and flexible cases. The initial TEV for the flexible cases is weak since the wing bends under
the applied load. In figure 7.15 it was seen that the wings deflection decreases slightly between
t∗ = 0.7 − 2.0 and in this period the second, stronger TEV is formed. Also two tip and two root
vortices are formed which influence each other in a helical structure.

The LEV burst is clearly present for all three wings. The centre of the burst seems to shift slightly
inboard for increasing flexibility. The reduced angle of attack on the outboard section could help in
stabilizing the flow in this region which shifts the region of instability further inboard.

The region outboard of the breakdown shows a similar conical LEV from the tip to r /R ≈ 0.8.
Here the LEV is anchored to the wing by the TV. The combination for the TV and the outboard part
of the LEV is more stable for the flexible wings. The outboard part of the LEV and the TV are larger
in size and lose the conical shape that was initially formed. The lower angle of attack for the flexi-
ble wings helps attachment of the TV. The outboard part of the LEV is affected by this and is more
compact when compared to the rigid wing.

The wing stress is defined as the summation of the pressure pressure and viscous stress contri-
bution. The stress multiplied by the surface area of the wing leads to the force, as shown in equation
4.6. The bottom row of figure 7.18 shows a clear contribution of the LEV for all revolving wings.
The stress is highest near the root of the wing and diminishes towards the mid of the span, which
indicates the LEV breakdowns near r /R ≈ 0.6.

On average, the rigid wing creates higher stresses on the wing surface, which denote stronger
vortices. Especially compared to the flexible wing the in- and outboard part of the LEV are stronger
for the rigid wing. Furthermore, the breakdown of the TV an expansion of the outboard part of the
LEV can be seen in the larger area of stress generated by the rigid wing.

The vortical structure for the three translating wings is shown in figure 7.19 for δ∗ = 1.5. A clear
vortex ring is seen and unlike the revolving case, the TEVs are formed by the same process. After the
first TEV, a number of secondary TEVs are shed for all wings which connect in rib-like structures to
the tip vortices.

Looking at the side of the wing it is clear that the flexibility plays a large role for the translating
wing. Especially the tip vortex is largely affected. For the rigid and medium wing the TV lifts from
the wing surface, while it stays attached for the flexible case due to the deflection. Furthermore, the
deflection causes the LEV to stay closer ot the wing.

Breakdown of the LEV is seen for all three translating wing and happens by the same process.
Just outboard of midspan the LEV lifts off from the surface and forms an arch like structure which
is pinned by the tip vortex to the wing surface. These local spots create a high force, but only cover
a small portion of the wing area as can be seen in the bottom row of figure 7.19. The largest stresses
are found on the rigid wing which builds up the strongest vortices.

7.4.3. Spanwise properties
In figure 7.20 the spanwise velocity is presented for a number of chordwise oriented planes over the
span on the revolving wing. The regions of high spanwise flow can be found near the tip and the
root, where the RV and TV induce a spanwise flow. The inboard section shows an outboard flow for
a large region on the chord, which is countered by spanwise inward flow from the tip vortex around
r /R = 0.6−0.7.

A spanwise flow with a magnitude of above 1.5Vt can be seen in the core of the LEV for all three
wings but the effect is weakest for the flexible wing. This is similar to previous findings that the LEV
on the flexible wing is weaker than the LEV on the stiffer wings. Also the region behind the LEV has
an outboard velocity component.
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Figure 7.18: Iso-surfaces of the Q-criterion for revolving wings at δ∗ = 1.5. From left to right: Rigid,
medium and flexible wing, Top view and side view. Three contour layers are used: Q(c/Vt )2 = [3,
10, 100]. The stress magnitude on the top surface is shown on the bottom row.
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Figure 7.19: Iso-surfaces of the Q-criterion for translating wings at δ∗ = 1.5. From left to right:
Rigid, medium and flexible wing, Top view and side view. Three contour layers are used: Q(c/Vt )2

= [3, 10, 100]. The stress magnitude on the top surface is shown on the bottom row.
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Figure 7.20: Revolving wings with (top) chordwise planes for the spanwise velocity and the iso-
surfaces for Q-criterion at Q(c/Vt )2 = 3 at δ∗ = 1.5. (bottom) Chordwise planes with the z-
component of the helical density. From left to right: Rigid, medium and flexible wing
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The z-component of the helical density gives a measure for the transport of the vorticity. In fig-
ure 7.20 the LEV the convection of vorticity is positive which means that the vector of the vorticity
is aligned with the local flow velocity. The rigid wing shows that the LEV transports vorticity out-
wards over the entire span at δ∗ = 1.5. However, the chordwise sections outboard of r /R = 0.7 show
considerably less transport of vorticity. The burst of the LEV is caused by local saturation of LEV.

The spanwise velocity of the translational wings shows that the TV creates a flow towards midspan
which extends close to the trailing edge at midspan of the wing. This inward flow is the result of a
strong tip vortex that is caused by pressure difference of the wing. In the revolving case this inward
flow is countered by the region of outboard flow behind the LEV.

The z-component of the helical density is shown also. The LEV created by the translating wing
creates a vorticity convection towards the tip of the wing but the vorticity drain is not enough to
counter the production of vorticity at the leading edge. Therefore, the LEV near midspan is saturated
and detaches from the wing.

A difference between the revolving and translating wings can be found in the TEVs. The trans-
lating TEVs are nearly 2D since there is not convection of the vorticity in these vortices. For the
revolving wings negative values of helical density are seen which indicate outboard flow.
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Figure 7.21: Translating wings with (top) chordwise planes for the spanwise velocity and the
iso-surfaces for Q-criterion at Q(c/Vt )2 = 3 at δ∗ = 1.5. (bottom) Chordwise planes with the z-
component of the helical density. From left to right: Rigid, medium and flexible wing

7.4.4. Pressure on the wing
As mentioned in section 7.3 the pressure is dominant over the viscous forces to determine the force
on the wing. Figure 7.22 gives the pressure on the revolving wing for two different times: at δ∗2
the wing has just reached a constant travelling velocity and the forces for both the revolving and
translating wings are close to their maximum value. Next the developed flowfield is shown.
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The pressure field show good correlation with the iso-surface of the Q-criterion. This underlines
that the vortices are indeed responsible for the creation of low pressures. Furthermore, the pressure
shows a more smooth field compared to the Q-criterion after vortex breakdown, which eases the
characterisation of the vortex structures.

Revolving wing
The revolving wing shows that the LEV build up from r /R = 0−0.5 is relatively independent of the
wing stiffness. The conical shape and strength of the LEV is comparable for the three cases. On
the outboard section the flexible wings bend to create a larger angle of attack. This permits a more
stable LEV. Moreover less circulation is built up because of the deflected wing so saturation of the
LEV is reached later. As was already seen for the rigid wing in section 7.18 the TV and outboard
section of the LEV break down and expand in size, which creates the large region of low pressure on
the outer part of the span.

At t∗ = 2.5 (δ∗ = 2.5) the LEV pressure field of the translating case is relatively simple and a large
portion of the LEV is still connected to the wing, pinned by the TVs. The LEV lifts up at midspan and
is eventually shed in the flow for all three cases. The region of low pressure decreases with increasing
flexibility, which was seen too for the revolving wing.

The second time displayed is close to t∗ = 8 (δ∗ = 7), at which the quasi steady state is fully
developed. Note that revolving medium and flexible wings have a maximum time of respectively
t∗ = 4.8 and t∗ = 3.6, which is equal to δ∗ = 3.87 and δ∗ = 2.6. Because of the high computational
effort for these cases and the lack of a restart option for the coupled simulation no higher times
could be achieved. The latest time is therefore shown instead for the developed flowfield.

For the quasi developed flow the vortical structure is much more chaotic as can be deduced by
the Q-criterion iso-surfaces. A large number of smaller scale vortices are interacting are produced
after the breakdown of the LEV. Similar behaviour was seen for the experimental flowfield for the
Reynolds number of 10,000.

The spanwise location where vorticity is shed is different for the rigid and flexible wings. The
rigid wing has a LEV which extends up to a large part of the span and it grows in size until it reaches
the trailing edge at r /R ≈ 0.75. Outboard of this section vorticity is shed in the freestream in a
chaotic combination of vortices. For the flexible wings the LEV is not stable for a large portion
of the span. It breaks down near mid-span and here a large portion of the vorticity is drained to
the freestream. These results are in contradiction with the experimental data obtained in van de
Meerendonk (2016), where similar vortical structures were seen for the rigid and flexible wings.
However, further analysis is required to find out if the breakdown location is not altered for the
later times.

Translating wings
The translating case is depicted for all wings at t∗ = 1.5 (δ∗ = 2.5) and t∗ = 8 (δ∗ = 7) in figure 7.23.
At the rigid wing, vorticity is shed from the leading edge and tips, but it convects immediately in the
freestream. Therefore suction forces diminish on this wing. for the medium wing the LEV is created
in closer proximity of the wing and some build-up of vorticity is allowed before the LEV is shed.
This behaviour was already recognised in section 7.4.1 for the displacement of the wing. Similar
shedding was seen for the flexible wing but a a slightly larger frequency. Moreover, figure 7.23 shows
that shedding occurs only at the mid span. The lowered angle of attack allows a portion of attached
flow near the tips.

7.4.5. Forces and vorticity
In figure 7.24 the force coefficients for the revolving wing and translating wing are shown. The in-
compressible flowfield is very sensitive to small changes and fluctuations are quickly introduced
in the pressure. Even the rigid revolving wing without any structural deformation shows some in-
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Figure 7.22: Revolving wings with (Top row) chordwise planes for the pressure and the iso-surfaces
for Q-criterion at Q(c/Vt )2 = 3 at δ∗ = 1.5. (Bottom row) Same wings with the (quasi) developed
flowfield. From left to right: Rigid, medium and flexible wing
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Figure 7.23: Translating wings with (top row) chordwise planes for the pressure and the iso-
surfaces for Q-criterion at Q(c/Vt )2 = 3 at δ∗ = 1.5. (bottom row) Same wings with the (quasi)
developed flowfield at δ= 7. From left to right: Rigid, medium and flexible wing
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stability for the forces on the wing. For this reason the averaged value over 10 timesteps is plotted
through the raw signal.

During the acceleration period both flexible revolving wings show a large spread of the force
coefficient. The most flexible translating wing shows a peak in the lift and drag around t∗ = 2.6.
This indicates that the coupled timestep did not converge. Fortunately, the simulation seems to
recover well for all these regions and the effect the forces is limited for later times.

Influence of flexibility on the lift and drag
A sharp reduction in lift and drag at t∗ = 2 for both the revolving and translating wings denotes the
end of the acceleration period and force contribution by the added effect. The accelerating motion
contributes more to the drag than the lift on the wing, as the lift over drag ratio increases slightly for
the wing at t∗ = 2. Thus the accelerating motion creates a pressure gradient oriented in the direction
of the motion that creates a small additional drag.

The added mass effect is only seen on the rigid wings which create a finite lift and drag at t∗ = 0.
All flexible wings create zero lift and drag at the start of motion. Also no sharp reduction is seen at
the end of the accelerating motion that can be attributed to the added mass effect.

The scaling argument explained in appendix D tells that the reference radius (Rref) is located too
far outboard. As a result the translating wing would generate more force than the revolving wing
with the same constant coefficient distribution. For analysis of the graphs in figure 7.24 the force
coefficient of the translating wing are scaled to provide comparison with the revolving wing.

For both the revolving and translating wings the highest lift and drag force are seen for the rigid
wing, which matches well with the stronger vortices seen in section 7.4.4. The total force on the
wing therefore decreases with additional flexibility.

Figure 7.25 shows the distribution of stress on the suction side. For the revolving wing the LEV
with associated low pressure creates a large region of low pressure on the inboard section of the
wing. Further outboard the influence of the pinned LEV by the TV shows a large influence. Mean-
while, the translating wing shows larger deflection of the wing surface, but lower suction stresses
are seen.

The lift over drag ratio of the rigid translating wing reaches a steady value of 1.0. This is in good
coherence with literature which states that at high Reynolds numbers and high angles of attack the
force vector is oriented perpendicular to the wing surface. A angle of attack of α = 45° then leads
to a lift over drag ratio of 1. The revolving wing displays a value of CL/CD ≈ 1.25 for the developed
flow. It was found that the wall boundary condition at the side and bottom permit the formation of a
pressure gradient in vertical direction. The wing basically acts a rotor that induces a higher pressure
at the bottom of the domain. As a result of this pressure gradient the lift coefficient is increased
while the drag coefficient is unaffected.

The lift over drag ratio shows an interesting relation for both the translating and the revolving
wings. The lift over drag ratio for the revolving wings increases by approximately 28% and 44% for
respectively the medium and the flexible wing. For their translating counterparts an increment of
respectively 50% and 90% is seen.

Spanwise circulation generation
The spanwise characteristics of lift generation is shown in figures 7.26 and 7.27, note that only half
of the span is shown for the translating wing. Here the non-dimensional local circulation (equation
7.8 that is normalized with the local wing velocity is shown.

The rigid revolving wing for t∗ = 0−2 shows that circulation is built up over the entire span of
the wing, and it rises most quickly near r /R = 0.6 which indicates outboard vorticity transport from
the inboard section. When saturation is reached, the vortex lift off is clearly distinguishable by the
region at r /R = 0.6 and t∗ = 2.5. Similar behaviour was found by Jardin et al. (2012) for formation of
the circulation on the wing, see figure 2.18.
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Figure 7.24: The reference lift, drag and displacement graphs of the (left) revolving and (right)
translating wing: Rigid, Medium flexible and Flexible. (top) The lift coefficient, (middle)
the drag coefficient, (bottom) The lift over drag ratio.
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Figure 7.25: The stress on the top wing surface for (left) the revolving wing at t∗ = 4 and (right) the
translating wing at t∗ = 6. For these values the flow is considered quasi-steady.

Just after the acceleration period a strong contribution of the attached tip vortex is seen on all
wings. For the flexible wings the contribution is more stretched in time, which indicates that the tip
vortex stays attached for a longer period of time. The steady state solution of the rigid wing shows
that largest values of local circulation are generally found near midspan. The vorticity is drained on
the outboard section.
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Figure 7.26: Circulation on the revolving wing over time. (left) Rigid, (right top) medium and (right
bottom) flexible wing.

The local circulation on the translating wings shows large influence of the stiffness of the wing.
For the rigid wing vorticity is built up most rapidly on the centre of the wing where it is quickly shed.
Three different spots of high circulation are recognised. In order of temporal appearance these are:
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Leading edge vortex combined with the tip vortex which is attached over a large portion of the wing.
The anchoring of the LEV which lifts off form the surface, which can be clearly seen in figure 7.19.
The arch stays connected to the surface and its connection to the wing surface shift towards the
tip until it finally sheds at t∗ = 6. After this, the local circulation on the surface drops because the
vortices and therefore low pressure areas don’t stay closely attached to the suction side of the wing
any more.

Very similar effects are seen for the two flexible revolving wings during t∗ = 0−3 although the
vortices are weaker. Unlike the rigid wings, the separated arch travels inward and separates from the
surface around t∗ = 5. The medium flexible wing shows two more periods of large circulation build-
up and shedding at respectively t∗ = 7.5 and t∗ = 11. The strong suction caused a larger deflection
on the wing as shown in figure 7.15. The most flexible wing shows that the circulation is determined
by smaller structures which shed locally.
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Figure 7.27: Circulation on the translating wing over time. (left) Rigid wing, (middle) medium and
(right) flexible wing.
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7.5. Conclusions
Six different wings have been tested and the results are presented in this chapter. Three revolv-
ing and three translating wings with various degrees of chordwise flexibility. The effective stiffness
tested has a value of 0.147 for the medium wing and 0.073 for the flexible wing, which indicates that
the aerodynamic forces are relatively more important than the elastic forces. Also the inertial forces
are small in comparison with the aerodynamic forces as deducted by the low mass ratio of the wings.

Transitional turbulence modelling
At the Reynolds number of 10,000 transition and turbulent effects occur. To find out the effect of
adding a transitional turbulence model to OpenFOAM, the γ−Reθ model was tested for a canonical
test case, and compared with experimental and ILES data. The γ−Reθ model did not add significant
accuracy for this type of flow (large separation and lot of spanwise interaction). The error introduced
by the adoption of the RANS equations is multiple times larger than the added accuracy of the γ−
Reθ turbulence model.

Validation of the revolving wing
In section 7.3 the rigid revolving wing and the medium revolving wing is compared to experimental
data from similar wings. The coherent structure of the LEV, TV, TEV and RV is seen for both the
experimental and simulated data. The vortices of the simulation are more coherent and can support
higher values of the vorticity. Analysis on the trailing edge at midspan of the rigid flap showed that
a the experiment displays a discrete shedding of secondary TEVs. In contrast, the simulation has
a more stable flow which displays a vortex streak. The pressure contours over the rigid wing show
good coherence between the experimental data and the simulated data. Furthermore, the region of
chaotic flow after flow breakdown shows a clear relation with the low pressure region.

The deflection of the wing at the trailing edge is compared for the root and tip sections. The
geometric angle of attack on the root and the tip is deduced. This angle is smaller for the experi-
mental data as compared to the simulated wing. Therefore, the deflection is under-predicted by the
simulation. Evaluating the force coefficients on the experimental and simulated revolving wings,
the same trends are seen: Both the lift and drag decrease for more flexible wings. However, the drag
is affected more, which causes an increase in lift over drag ratio.

Influence of flexibility on revolving and translating wings
The deflection of the revolving wing is dependent on the spanwise direction. The root experiences
higher travel velocities and thus higher aerodynamic forces. The deflection is largest at the tip. The
deflection of the translating wing is much larger compared then the equivalent revolving wings. The
high deflection can be attributed for a large part to the higher dynamic pressure on the translating
wing. The deflection of the translating wing is hardly dependent on the spanwise location. Both for
the medium and the flexible translating wing an angle of attack is found with a spanwise variation
of maximum 0.5%.

For the revolving motion the coherent structure of the LEV, TEV, TV and RV is hardly affected by
the flexural stiffness of the wing. The tip vortex is slightly elevated because of the wing deflection.
The flexible wings show the shedding of secondary TEVs, while this is absent for the rigid wing. This
is caused by flap chordwise oscillations over time. The translating wing shows similar creation of
the LEV, TEV and to TVs. After the acceleration period the LEV lifts up from the surface at midspan
in an arch-like structure. For some time it is pinned to the wing structure by the tip vortices.

The strength of the LEV decreases with flexibility because the flexible wings generate less circula-
tion than the rigid wings. This is seen for both the translating and revolving wings. For the revolving
wing the larger deflection of the tip with lower flexural stiffness causes better attachment of the TV
to the wing. As a result, the point of LEV breakdown is shifted inwards. The quasi-developed flow
on the revolving wings shows that the medium wing displays vorticity drainage near the mid of the
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span behind the position of LEV breakdown. Also drainage is seen at the tip region. The LEV on the
rigid wing can grow larger until it has a size of the entire chordlength. The vorticity is drained in the
most outboard section.

For increased flexural stiffness, the circulation builds up slower for the revolving wings. The
shedding of the LEV at a spanwise position of r /R = 0.6 is clearly visible for all revolving wing. After
the shedding the tip vortex is anchored for a limited period to the wing surface.

The translating wings shows similar build up of circulation during the wing acceleration. The
circulation is built up over the wing and shed at midspan for t∗ = 2. The LEV helps to anchor the
LEV to the wing surface which creates high local suction forces. Eventually, the LEV is shed. The
rigid translating wing shows a decline in circulation after t∗ = 6. The flow is not attached any more
and the shed LEVs are located far from the wing surface. In contrast, the LEV on rigid revolving wing
stays attached and the amount of circulation is relatively constant after t∗ = 6.

For the translating case the flexible wings provide some circulation in the quasi-steady state.
The wing deflection causes a decrease in angle of attack and the vortices are located closer to the
surface, hence a suction force is generated. The most flexible case even shows anchoring of the LEVs
at near the tip region.

Both the lift and drag coefficient decrease for the more flexible wings. During the wing accel-
eration the added mass effect is seen for the rigid wings. The lift over drag ratio for the rigid wing
should be close to unity because the wing is at an angle of α = 45° and the pressure force angle is
nearly perpendicular to the wing. For the revolving wing a higher lift over drag was noted because
the wing acts as a propeller, increasing the pressure at the bottom of the domain. For the revolving
wing the application of flexibility increases the lift over drag ratio by respectively 28% and 44% for
the medium and flexible wing. The same translating wings see an increase of respectively 50% and
90% lift over drag ratio.



Chapter 8
Conclusion and Recommendations

In this work a new FSI method is proposed and validated. The method is used to perform analysis to
different flapping wings to gain insight on the influence of flexibility of flapping wings. Furthermore,
the difference between translating and revolving wings is studied to gain an understanding of the
influence of the rotational effects.

8.1. Conclusions
A FSI method has been developed and implemented in the OpenFOAM adapter. The method is
based on coupling the open-source fluid solver OpenFOAM with the coupling library preCICE. For
the implementation of the FSI in this adapter a force and displacement class is added. The force
class is used to map boundary data from the fluid to the structure. The displacement class deforms
the mesh to create an flow geometry. Furthermore, checkpointing of the fluid fields is added which
includes previous time values. The checkpointing is required when a timestep is not converged and
it sets back the fluid solver to the state before the last timestep. Since the mesh is deforming in the
coupled simulation, checkpointing implemented for the mesh too. Here, the mesh points and mesh
flux are stored.

Validation of the developed procedure is performed in chapter 5. Prior to the coupled simu-
lation validation, the fluid and structure are evaluated. The fluid validation is performed by the
"flow around a cylinder" case since this case is relatively similar to the cylinder with a flap case used
for the FSI validation. It was found that the incompressible, laminar flow was well able to predict
the shedding behaviour for all meshes. Even for the coarsest mesh the shedding frequency of un-
der 0.4%. Larger differences are present for the pressure difference over the cylinder and lift and
drag coefficient. For the FSI analysis a mesh close to the medium mesh was selected, which was is
favourable in terms of computational efficiency. The influence of a dynamic mesh which is used in
the FSI simulations was tested and had no significant influence on the accuracy of the solver.

The structure is evaluated using three representations of the isolated flap from the coupled sim-
ulation. Two static cases show that the structural model of the flap is always stiffer than the reference
value. Larger structural meshes approach the deflection given by reference data. Shell elements per-
form well for the static simulations but fail for the dynamic case. Therefore brick element meshes
are used in the remainder of the work. The medium mesh of 280 elements is chosen because it pro-
vides sufficient accuracy for small computational costs. The structure is stiffer than the flap from
the reference data, which is confirmed by an eigenfrequency analysis. Comparing the analytical so-
lution for first bending eigenmode with the numerical solution, a difference of approximately 13%
is seen.

To verify the implemented parts of the FSI method, three cases are adopted with (quasi)-unidirectional
coupling of the coupling parameters. In this way, both the mapping and the checkpointing can be
verified separately for both the structure, the fluid fields, and the mesh fields. All three cases shows
that the either two or three subiterations are required to reach a very strict convergence criterion.
Therefore, the mapping and checkpointing of the structure and fluid solver is proved.
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At last, the FSI1, FSI2 and FSI3 test cases from Turek & Hron (2006) are evaluated. FSI1 is the
steady state case and the simulation shows good coherence with the reference values. The horizon-
tal displacement shows the flap is slightly elongated by the fluid shear force. The dynamic FSI2 case
at a Reynolds number of Re = 100 shows close resemblance with the reference data for the verti-
cal displacement and the excitation period. It was found that the natural frequency of the cylinder
and the second eigenfrequency of the flap were closely matched, so the flap naturally assumes this
frequency. The FSI2 flap has a density ratio of ρs/ρ f = 10 which indicates that inertial forces are
relatively important. The excitation of the 4th eigenmode causes an oscillation in the force coeffi-
cients, but this does not influence the flap displacement much due to the high density ratio. It is
clear that the forces are very sensitive to excitation of eigenfrequencies of the structure.

For the FSI3 case a the density ratio is unity which increases the relative importance of the fluid
forces. Moreover, the flap does not assume an eigenmode since the natural shedding frequency
is in between the first and second eigenfrequency of the flap. Therefore a flapping frequency is
found other than the reference case with subsequent higher amplitude. The lift and drag profile
follow the same frequency as the flapping motion and therefore diverge from the reference value.
Even though the FSI3 case shows large discrepancies between simulated data and the reference
case the method is validated by the three unidirectional cases and FSI1 and FSI2. FSI3 shows that
the coupled simulation is incredibly sensitive to the correct evaluation of eigenfrequencies for the
structure.

The influence of the inertial, aerodynamic and elastic forces is further investigated in chapter 6.
Here a 2D flapping wing at a Reynolds number of Re = 150 is tested for different mass ratios (m∗)
and frequency ratios (FR). The flapping motion is defined by a pure sweeping motion and α = 90°
angle of attack. Only by structural bending the wing can create a lower angle of attack. The fluid
field is highly asymmetrical for the up- and downstroke. Regardless of the stiffness and mass ratio,
a similar flow is seen: At the beginning of the cycle the wing encounters a strong shed LEV from the
previous cycle. The wake capture causes a strong LEV to develop quickly, but it is shed rapidly and
convects downwards paired with the counter-rotating TEV. Therefore the shed LEV is not captured
during the reversed stroke and the new LEV is grown more gradually.

The wing shows large sensitivity to the mass ratio of the flap. For large mass ratios the fluid forces
are insignificant and the wing deformation is governed by the inertia of the wing. An advanced
rotation of the wing is the result. Compared to wings of lower mass ratio the heavier wings create
smaller lift and more drag. The frequency ratio relates the elasticity of the flap to the fluid forces. In
the tested range the lift increases for higher frequency ratios. This is mostly because the wing shows
larger deflections which case a component of the aerodynamic force in positive lift direction. The
addition of extra elasticity increases the lift over drag ratio for all wings.

In research higher frequency ratios were tested however this was found not feasible for the cur-
rent mesh deformation method. More elastic structures shows more deformation and the mesh
would collapse.

The 3D wings in chapter 7 are selected for two reasons. Firstly the effect of chordwise flexibility
on translating and revolving wings is evaluated. Secondly, the effect of a translating versus a revolv-
ing motion is tested in this way. In total six simulations are ran: A rigid, medium and flexible wing
for each motion. The revolving wings are recreated following the experiment by van de Meerendonk
(2016). The experimental results of the flowfield and forces can be compared to the simulated data
to find result regarding the accuracy of the coupled simulation.

The flow structure of experiment and simulation are compared which shows good coherence for
the large scale structures in the flow. A clear vortex system compromising of the LEV, TV, TEV and
RV is observed for both the experiment and the simulation. The latter shows more stable vortices
which can sustain larger values of vorticity. The pressure field is compared between the experiment
and the simulation. The size and shape of the low and high pressure region below and above the
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wing match very well with the experiment. In terms of forces reasonable agreement is seen with the
experiment, while the flap deformation is underestimated.

When comparing the translating and the revolving wings it must be realized that the average
dynamic pressure on the translating wing is higher than on the revolving wing. Therefore, larger
deflections are seen for the translating wing than the revolving wing. The translating wing bends in
chordwise direction with very small differences in deflection over the span. The geometric angle of
attack falls within 0.5° for both the medium and the flexible translating wing. On the other hand, the
deflection on the revolving wing shows a larger deflection on the outboard section, where the wing
reaches its maximum velocity.

For the revolving wings the main structure of the LEV, TEV and RV is little affected by flexibility.
Oscillations in the flap deflection can cause the shedding of secondary TEVs, which connect to the
TV and RV in a helical structure. The strength of the LEV decreases with flexibility because the
flexible wings generate less circulation than the rigid wings. The larger deflection of the tip causes
better attachment of the TV to the wing and the point of LEV breakdown is shifted inwards. For the
developed flow the medium flexible wings show vorticity drainage near the mid of the span after the
position of LEV breakdown, and at the TV. The LEV on the rigid wing can grow larger until it has a
size of the entire chordlength. The vorticity is drained near the tip.

For the translating wing the build up of vorticity is similar for all wings. The LEV is formed and
lifts off from midspan. Near the tips it is anchored to the wing which creates regions of high suction
force. The developed flow shows large influence of flexibility. For the rigid wings vorticity shedding
occurs, however the vortices are not located close to the surface and therefore hardly a region of
large suction. For the flexible wings the wing deflection causes a decrease in angle of attack and the
vortices are located closer to the surface. The most flexible case even shows anchoring of the LEVs
at near the tip region.

Both the lift and drag coefficient decrease for the more flexible wings. During the wing acceler-
ation the added mass effect is seen for the rigid wings. The flexible wings immediately react to the
fluid by deflecting which diminishes the added mass effect. The lift over drag ratio for the rigid wing
should be close to unity because the wing is at an angle of α = 45° and the pressure force angle is
nearly perpendicular to the wing. For the revolving wing a higher lift over drag was noted because
the wing acts as a propeller, increasing the pressure at the bottom of the domain. For the revolving
wing the application of flexibility increases the lift over drag ratio by respectively 28% and 44% for
the medium and flexible wing. The same translating wings see an increase of respectively 50% and
90% lift over drag ratio.

The development of circulation over the wing in time shows that both the revolving and the
translating wings build up circulation which is shed after the acceleration period. This happens
near r /R = 0.6 for the revolving wing and at midspan for the translating wings. From t∗ = 2−3 all
wings show a relatively high lift component from the attached TV after which it separates from the
wing surface. Here large differences are seen between the rigid revolving and translating wings. The
revolving wing manages to create a stable LEV on the inboard section while the flow is completely
separated from the translating wing.

8.2. Recommendations
Several recommendations can be formulated on the basis of this thesis. For the fluid structure in-
teraction method the following parts can be implemented:

8.2.1. On the FSI method
The coupled simulations performed in this research were bounded by a number of constraints. Fur-
ther development of the OpenFOAM adapter can extend the capabilities that can be performed with
the coupled simulation.
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Further validation In chapter 5 a validation procedure is performed using the cylinder with a
flap case from Turek & Hron (2006). The coupled simulation is very sensitive to the excitation of
eigenfrequencies by the structural solver. For the FSI2 case this caused a discrepancy in the lift and
drag coefficient, while the complete dynamical behaviour was altered for the FSI3 case.

Further validation could aim at categorising better the role of the eigenfrequencies on the sim-
ulation. Also, a structural model could be used that represents the validation model more closely.

Subcycling The simulations in this thesis are all performed with the same coupling timestep for
the different solvers. The fixed timestep is limited by the stability of the fluid solver. The amount
of coiling timestep can be reduced for subcycling of the fluid solver. The displacement can then
be interpolated using a higher order method to create a displacement with a continuous second
derivative for all timesteps. This is necessary to guarantee finite accelerations and a stable situation.

Extension of the code At the moment of this thesis, the FSI module of the OpenFOAM adapter is
valid for incompressible, laminar flows. The OpenFOAM adapter should be relatively easy extensi-
ble to other flows, for example:

• Compressible flows

• Multi-phase flows

• flows with turbulence modelling

Elaboraration on meshes The deformation of the structure is imposed on the fluid by deforming
the mesh. However, in chapter 6 it was found that the deformation method in OpenFOAM is prone to
collapsing for high rotations. An alternative would be mesh deformation using RBFs, as shown by
Bos (2010). This method is used for the mesh deformation in Blom (2017) in FOAM-FSI.

Alternatives can also be explored. Large wing deflections could be meshed an overset grid. Also
a background grid with the Immersed Boundary Condition would be a valuable addition to the
current module.

Parallel capabilities The parallel simulations from this thesis were performed with the strict con-
dition that all the mesh cells adjacent to the FSI boundary had to be located on one core. This
creates a large amount of processor boundary faces which is a waste of computational resources.
Further analysis and possible implementation of the code should create a method in which the FSI
boundary can divided amongst multiple processor boundary fields.

Templating All different fluid fields are checkpointed using a new buffer definition for every type
of field. This can be applied in much less lines if C++ style templating is used.

Restart module For the revolving wings the computational time was limited by the time available
on the TU Delft cluster. The coupled simulation is not able to restart, due to the limited restart
options of CalculiX. The addition of a convenient restart option in the Calculix adapter would
therefore be a valuable addition.

8.2.2. Recommendations for flapping wing research
On the side off FSI in flapping wing research several recommendations can be formulated.
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Improving the current simulation Evaluating translating and revolving wing case from chapter
7 several parts could be improved. Firstly, a finer mesh would help in capturing more small scale
effects. Also the addition of a turbulence model capable of handling the largely separated flow can
increase the accuracy of the computation. Furthermore, the mass ratio was not preserved for the
current simulations with respect to the experiments. The oscillations seen in the force figures indi-
cate that the structure vibrates at some frequency. This effect can be reduced by selecting the correct
mass ratio which would reduce the effect of the inertial forces and therefore structural vibrations.

On the structural side the rotational and translational acceleration forces were neglected. The
inclusion of these forces could help at obtaining a more accurate representation of the structural
deformation.

Influence of rotational forces For further development in flapping wing research it can be inter-
esting to evaluate the role of the Coriolis, centrifugal and Euler acceleration. The open structure
of OpenFOAM is very suitable to derive a force field for these fields. Such a research could help in
defining the exact role of the rotational accelerations on the stability of the LEV.

Applications for MAVs At last, the coupled simulation can be used to construct more elaborate
models and aid in the design of MAVs. An FSI analysis to the DelFly could for example be used to
gain a better understanding of the clap-and-fling effect in the 3D flow and aid the design towards
more efficient forms of transport.
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Appendix A
Numerical researches of flexible flapping

wing aerodynamics

Number Source year dimension Mesh method Wing geometry Wing flexibility

Current work 2018 3 Dynamic Mesh Yes

1 S. Deng et al. (2017) 2017 3 Overset-grid method based on RBF DelFLY No

2 Wang et al. (2017) 2017 3 - Plate Yes

3 Shahzad et al. (2017) 2017 3 IBM Simple wing Yes

4 Y. H. Chen et al. (2017) 2017 3 Dynamic remeshing Dragonfly Yes

5 T. T. Nguyen et al. (2016) 2016 3 meshless method Fruit fly Yes

6 A. T. Nguyen & Han (2016) 2016 3 - Hawkmoth Yes

7 Y. Chen et al. (2016) 2016 3 Dynamic mesh Plate Yes

8 Noyon (2014) 2014 3 IBM Plate No

9 Mayo (2014) 2014 3 Overset grid method Plate Yes

10 Gordnier & Attar (2014) 2014 3 Overset grid method Plate Yes

11 R. P. Malhan et al. (2013) 2013 3 Overset grid method Plate Yes

12 Dai et al. (2012) 2012 3 IBM Plate Chordwise

13 Nakata & Liu (2012) 2012 3 Dynamic multigrid Hawkmoth Yes

14 Gillebaart (2011) 2011 2 Dynamic with RBF Clap and Fling No

15 Bos (2010) (thesis) 2010 2 Dynamic with RBF 2D rigid No

16 Luo et al. (2010) 2010 3 IBM Plate and dragonfly Yes

17 Aono et al. (2010) 2010 3 Dynamic using master-slave MAV wings Yes

18 Du & Sun (2008) 2008 3 Dynamic with TFI and Poisson equation Fruit fly Yes

19 Vanella et al. (2008) 2008 2 IBM 2D linked plate Yes
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158 A. Numerical researches of flexible flapping wing aerodynamics

Number Flow solver CFD program Structural deformation structural solver Coupling

Incompressible RANS OpenFOAM FEM Calculix PreCICE

1 Incompressible RANS Inhouse Prescribed - -

2 Quasi-steady model Matlab Nonlinear plate model Matlab Own method

3 Incompressible RANS non-linear FEM Inhouse

4 Incompressible RANS ANSYS Fluent FEM ANSYS Mechanical ANSYS System Coupling packages

5 Incompressible RANS Projection method FEM VEGA Loose coupling

6 UVLM Inhouse FEM ANSYS

7 FEM-DG on incompressible Navier-Stokes

8 Incompressible RANS Prescribed - -

9 Compressible Navier-Stokes OVERTURNS multi-body FEM MBDyn Python

10 Incompressible Implicit LES 6th order own solver Nonlinear p-version plate element

11 Compressible RANS OVERTURNS multi-body FEM MBDyn Work preservation with Moving Least Squares fitting using RBF

12 Incompressible RANS Inhouse FEM for thin structures NonStaD MPI

13 Incompressible RANS FEM for shells Inhouse Loose coupling

14 Incompressible laminar Navier-Stokes OpenFOAM Prescribed - -

15 Incompressible RANS OpenFOAM Prescribed - -

16 Incompressible RANS Inhouse FEM for thin structures NonStaD MPI

17 Incompressible RANS STREAM multi-body FEM UM/NLAMS

18 Incompressible RANS Prescribed - -

19 Incompressible RANS 2-link model Inhouse Monolithic



Appendix B
The OpenFOAM adapter execute()

The execute() algorithm is given in the flow chart below. This flowchart is set up from the side of
the OpenFOAM adapter. One cycle is given here. In a coupled situation the given flow is repeated
many times.

The block on the left hand side called "precice::adapter" denotes all the work performed be-
tween preCICE and the structural solver. This includes the mapping of data, but also all other
methods preCICE hosts to create coupled simulations.
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160 B. The OpenFOAM adapter execute()
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Appendix C
Selection of Fluid and Structural dynamic

codes featured in FSI

C.1. Fluid solvers
In appendix A several CFD programs are listed to solve the fluid field. In the open-source regime
OVERTURE (incompressible) and OVERTURNS (compressible) are used in the research by R. Malhan et
al. (2012); R. P. Malhan et al. (2013); Mayo (2014); Masarati et al. (2011) . This range of research with
an (in)compressible RANS solver combined with a structured overset mesh.

Stanford University Unstructured (SU2) is another open-source alternative, but so far no re-
search with flapping wings was found using this solver. A coupling is available for the open-source
coupling software preCICE.

Various versions of OpenFOAM are available for flow solving. In flapping wing research with FSI,
so-far it has only been used in the works of Blom (2017); Gillebaart (2011), who adopted foam-extend-3.2.
However, OpenFOAM is an extremely useful toolbox which provides the user with many functionali-
ties. It is the largest open-source flow solver available and is under constant development.

C.2. Structural solvers
Many structural solvers and FEM methods exist and have been used in past research. Vanella et
al. (2008) performed a numerical study towards 2D flexible wings. The structural modelling was
performed using a simplified wing model made up of two pseudo elements with a torsional spring.
The wing body was then created using an interpolation between two elements, leading to a wing
deformation with only one degree of freedom. This could be captured by one equation only.

An other method which resolves the wing structure is the twist model as defined by Wang et al.
(2017). The coupled system in this research is specifically designed to be computationally cheap, in
contrast to many existing FSI models. This allowed the coupled system to be used in an optimisation
routine. The model predicts the wing deflection under lift and inertial load quite accurate, but the
assumption lead to discrepancies in the overall displacement of the model and the FEM validation
case.

Masarati et al. (2011); R. Malhan et al. (2012); R. P. Malhan et al. (2013); Mayo (2014) use the
structural package Multibody Dynamics (MBDyn) to solve the nonlinear structural dynamics of shell
elements. The structure can be extended with nonlinear beam elements to model the effect of car-
bon rods. The software MBDyn has was already coupled to a Vortex Lattice method for rotorcraft
applications. Furthermore, the software primary goal is to solve multi-body systems. A flapping
mechanism with multiple bodies can therefore be easily treated with this software.

NonStaD is used in the research by Luo et al. (2010); Dai et al. (2012), and is the nonlinear part of
a finite element package specifically written to handle thin-walled structures such as frames, mem-
branes, plates or shells.

T. T. Nguyen et al. (2016) presented a model for a flexible Drosophila: One with a uniform stiff-
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162 C. Selection of Fluid and Structural dynamic codes featured in FSI

ness and the other with a Leading Edge Reinforced (LER) wing with a realistic stiffness distribu-
tion. For the modeling of the domain, VEGA is used. This is a C++ library to model nonlinear three-
dimensional deformable models which can handle large deformations. The LER wing was modelled
by creating a mesh in which the veins of the wings had a higher Young’s Modulus and density.

Calculix is a 3D FEM code whose syntax is based on the commercial code Abaqus. The code
handles a multitude of different finite elements for structural computation, and can handle large,
nonlinear deformation. Shell and beam elements are represented in the collection of elements.
Internally these elements are extruded to 3D elements since the Calculix solver can handle 3D
elements.

Rusch (2016) developed an interface between the coupling software preCICE and Calculix.
Both CHT problems, and mechanical fluid structure interaction can be handled by the adapter.



Appendix D
Derivation of scaling arguments

D.1. Mass Ratio
The ratio between inertial and aerodynamic forces is called the mass ratio. To derive this scaling
argument, first a form for the aerodynamic and inertial forces is derived. Th starting point for this
derivations are the kinematics of the 2D flapping wing given in chapter 6.

Equation 6.1 gives the definition for the displacement of the leading edge. The velocity and
acceleration of the leading edge are respectively the first and second derivative of the displacement.
This leads to the following relations for the velocity and acceleration:

U ∼ f c, (D.1)

a ∼ f 2c. (D.2)

The aerodynamic forces can be computed for an arbitrary constant with the suitable aerody-
namic coefficient:

Faero = 1

2
ρ f U 2CaeroS (D.3)

∼ ρ f f 2c3b.

In term, the inertial forces can be derived using Newtons’ second law:

Finertia = mwinga (D.4)

= ρs(cbh) f 2c

∼ ρsc2 f 2bh.

The mass ratio is then found by the ratio between the inertial and aerodynamic forces:

m∗ = Finertia

Finertia
(D.5)

= ρsc2 f 2bh

ρ f f 2c3b

= ρsh

ρ f c
. (D.6)

D.2. Translating and Revolving wings
The revolving and translating wing studied in chapter 7 represent a different motion for which the
parameters can be compared using the same reference velocity Vt . In the current approach, the
reference velocity is defined at a certain section of the wing span, however, this may not represent
the best reference situation.
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164 D. Derivation of scaling arguments

In the following scaling argument it is argued that the translational and revolving wings can
be compared best if the force generation is the same on both wings for a constant lift coefficient
distribution. The lift is computed formulated by the integral form over the span:

L = 1

2
ρU 2CLS =

∫ Rtip

Rroot

L′ dr, (D.7)

for which the lift on the translation and the rotating wing is the same.
A relation between the two wings can be set up. The lift coefficient is taken constant and the

chord and density are the same for the translating and revolving wings. Then equating Ltranslating =
Lrevolving leads to: ∫ Rtip

Rroot

V 2
t dr =

∫ Rtip

Rroot

Ω2r 2 dr. (D.8)

To achieve similarity between the two cases, the reference velocity is now introduced on the
revolving wing as:

Vt =ΩRref, (D.9)

where Rref denotes the position the reference span should be taken such that the translating and
revolving wing generate the same amount of lift for a constant lift coefficient.

Solving the integral leads to the representation in equation D.10, where b is the span of the wing.
This equation is further manipulated to find a form for the reference radius Rref:

V 2
t b = V 2

t

R2
ref

R3
tip −R3

root

3
, (D.10)

Rref =
√

R3
tip −R3

root

3b
. (D.11)

Filling out the values for the wing defined in section 7.1 a reference radius of Rref = 96.4mm
is found. The reference velocity at this location is Vt = 0.165ms−1. This is different from the val-
ues used in chapter 7. Here the reference radius and velocity are respectively: Rref = 117mm and
Vt = 0.2ms−1. This leads to a situation where the forces on the translational case are enlarged with
respect to the revolving one.



Appendix E
Analytical approximation of the flap

eigenfrequencies

The shape and frequency of the eigenmodes can derived from the equations E.1 and E.2, which
model the flap as an Euler-Bernoulli beam element. The vibrations in longitudinal direction are de-
termined by the equilibrium between the unsteady force F due to flap acceleration in the x-direction
and the flap internal force due to strain. Taking the first derivative of the equation allows the force
to be replaced by the acceleration of the beam element only dependent on the shape w . E denotes
the Young’s modulus, A the area of the section and ρ the density of the material. The resultant form
is a second order Partial Differential Equation (PDE) (Inman, 2001):

F = E A
∂w

∂x
, M = E I

∂2w

∂x2 , (E.1)

ρA
∂2w

∂t 2 = E A
∂2w

∂x2 , ρA
∂2w

∂t 2 = E I
∂4w

∂x4 . (E.2)

A similar approach is taken for the equilibrium in moment about the z-axis on the flap. The sec-
ond derivative is taken in x-direction so the moment can be replaced by an expression dependent
on the shape w . This leaves a fourth order partial differential equation shown on the right side of
equation E.1. I denotes the moment of inertia about the spanwise axis.

The fixed end of the flap is restricted in movement, so the first and second derivative of w are
zero. At the free end no force or moment can be supported. For the longitudinal motion this implies
that the first derivative of w with respect to x must be zero. For the bending motion the shear and
moment, respectively the second and third spacial derivative are zero, which leads to the following
boundary conditions:

w(0, t ) = 0,
∂w(L, t )

∂x
= 0, (E.3)

∂w(0, t )

∂x
= 0,

∂2w(L, t )

∂x2 = 0,

∂3w(L, t )

∂x3 = 0.

The next step is solving the PDEs using separation of variables: w(x, t ) = X (x)T (t ). Substitution
of this form in the equations of E.2 and ordering terms leads to the following definitions:

X ′′

X
= ρ

E

T ′′

T
=−σ2,

ρA

E I

X ′′′′

X
= T ′′

T
=−ω2. (E.4)
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166 E. Analytical approximation of the flap eigenfrequencies

For the spacial part of the longitudinal eigenmodes the solution of the PDE can be written as
a combination of a sine and cosine, where σ is the separation constant. The zero displacement
boundary condition at the clamped end means that the a2 coefficient is zero. The boundary condi-
tion at the end of the flap implies that a family of solutions exists for specific values of σ.

X (x) = a1 sin(σx)+a2 cos(σx), (E.5)

= b1 sin

(
2n −1

2L
πx

)
for n = 1,2,3, ...

where L is the length of the beam. A similar derivation is performed for the temporal part of the PDE
which leads to:

T (t ) = sin

(
2n −1

2L
π

√
E

ρ
t

)
for n = 1,2,3, ... (E.6)

which has eigenfrequencies:

fn = 2n −1

4L

√
E

ρ
for n = 1,2,3, ... (E.7)

The bending modes are derived in a similar manner. However, the solution of the fourth order
Ordinary Differential Equation (ODE) for X includes hyperbolic sine and cosine parts:

X (x) = a1 sin(βx)+a2 cos(βx)+a3 sinh(βx)+a4 cosh(βx), (E.8)

T (x) = b1 sin(ωt )+b1 cos(ωt ), (E.9)

where:

β4 = ρAω2

E I
.

The four boundary conditions for the clamped and free side are then applied to equation E.8.
This leads to a system of four equations for four unknowns which can be solved. This system of
equation can only have non-zero solutions if the determinant of the solution matrix is zero. There-
fore solutions exist for specific values ofβ the following expression which can be found by numerical
approximation:

cosh(βL)cos(βL)+1 = 0. (E.10)

Filling in the found eigenvalues βn in the equation with updated coefficient ai leads the follow-
ing definition for the shape of the eigenvalue.

Xn(x) = A1

[(
cosh(βn x)−cos(βn x)

)+ cos(βnL)+cosh(βnL)

sin(βnL)+ sinh(βnL)

(
sin(βn x)− sinh(βn x)

)]
. (E.11)

The corresponding eigenfrequencies can be deduced using the definitions for the second mo-
ment of inertia and the area for an arbitrary span b:

fn = β2
n

2π

√
E I

ρA
= β2

nh

2π

√
E

12ρ
. (E.12)
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