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Abstract

Background: In low- and middle-income countries there is a high demand for prosthetic devices. An auto-
matic system, in which hand prostheses are manufactured with 3D printers can potentially offer a solution
for patients having a transradial defect in these areas. As part of such a system, a detailed 3D model of the
residual limbs is needed. In order to make the process of creating this 3D model more accessible to low- and
middle-income countries, a new silhouette-based 3D reconstruction process is observed which can be im-
plemented in a smartphone application.
Objective: Measure the accuracy of the observed method.
Methods: A database of artificial residual limbs and an experimental algorithm is created. This algorithm
consists of two parts. The first part simulates the process of capturing pictures of a residual limb with a
smartphone camera. The second part performs an automatic silhouette-based 3D reconstruction.
Results: When the reconstruction method is performed on a known residual limb shape with three silhouette
images, the highest measured 3D reconstruction accuracy is 1.12 ± 0.57 mm. When the method is performed
on an unknown residual limb shape with three silhouette images, the highest accuracy is 6.48 ± 2.15 mm.
Conclusion: This work presents a technique for reconstructing a residual limb by means of silhouette images.
The observed method can be considered as a promising 3D reconstruction approach for prosthetic design-
ing. The method could be improved by having access to a larger database of residual limb shapes and by
analysing and finding the optimal input arguments for the optimiser.

Clinical Relevance: The observed method provides a low-cost and accessible approach to model a residual
limb for the design of a fitting prosthetic socket that can be manufactured by a 3D printer.

Keywords: 3D printing, 3D scanning, Statistical Shape Modelling, SSM, residual limb, transradial amputee
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1
Introduction

1.1. Background
About 30 million people in low- and middle-income countries (LMICs) are in need of orthotic and prosthetic
devices [1]. However, only 5-15% of these people have access to such devices due to their high cost, a shortage
of trained personnel and a lack of good infrastructure [2–4]. Three-dimensional printing (3DP) enables a
rapid and cost-efficient way of producing prostheses and has promising influence on the inadequate supply
of prosthetic devices in LMICs [5, 6]. Three-dimensional scanning of the residual limb can replace the casting
process during the traditional socket fabrication since a digital 3D model is needed to design a prosthesis for
3DP. Three-dimensional scanning can be divided in passive and active methods [7]. In active scanning, the
target is illuminated or scanned with some form of electromagnetic radiation, such as a laser or a white light.
In passive scanning, a 3D model is created from a number of pictures. The latter is otherwise known as
photogrammetry and uses trigonometry to calculate 3D points. Active scanners are mostly expensive and
less accessible than ordinary cameras used for photogrammetry. A reasonable camera can be found in any
smartphone [8]. Furthermore, smartphones are becoming the leading handset type in almost all countries
globally by 2025 [9]. Because of this accessibility in combination with its camera, motion sensors and internet
functionalities, the smartphone can be seen as an ideal tool for 3D scanning in LMICs. Using a smartphone
for 3D modelling has already shown its potential in the medical field [10–12]. Several apps for 3D scanning
exists but most of them need extra hardware or calibration tools [13]. Compared to other photogrammetry
methods, Shape-from-Silhouette (SfS) is computationally simple [14] and the scanning procedure can be
performed marker-less [15]. However, the digital model from SfS is often an inaccurate representation of the
real shape. These SfS model outputs are also known as visual hull (VH). But the availability of large-scale
anthropometric surveys using 3D body scanning technologies has enabled researchers to predict 3D body
shapes from partial inputs, such as a small set of silhouette images [16, 17]. A statistical shape model (SSM) is
designed with the survey models and can be used to morph and fit within the object outline in the silhouette
image. This silhouette-based shape estimation will be called the statistical shape image comparison (SSIC)
method. It compares projections of the SSM with silhouette images to validate and morph the 3D SSM into
the desired shape. This technique has brought potential benefits to the e-commerce of wearable products
but might just as well be used in the medical field for wearable devices such as prostheses.

1.2. Problem definition
People in LMICs are in need of prostheses. Manufacturing prostheses by means of 3D printing as part of an
automated process can be a solution to meet the demand. In order to produce a custom-made prosthesis
for 3D printing, a detailed 3D model of the patients residual limb is needed. Images of the limb taken by a
smartphone can be used in combination with prior knowledge of stump shapes to construct a 3D model. The
SSIC method is based on this idea and can be performed automatically. However, it is unclear how accurate
this method is and if it is useful for prosthetic designing.
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2 1. Introduction

1.3. Goal
The goal is to measure the accuracy of the SSIC method using an artificial database of 3D residual upper limb
models.

1.4. Thesis project
This thesis is part of a TU Delft Global Initiative project named ”Access to prosthetics thanks to 3D printing
and a smartphone app”. The goal of the project is to make prosthetic devices easy accessible by automating
the design process. A prosthetic hand model with no need for assembly, a parametric socket design, cheap
materials for 3DP and a smartphone as a residual limb measuring tool will enable a fast and low-cost produc-
tion. The process will be an end-to-end solution where the patient will scan his residual limb as input and
a fitting prosthesis will be delivered as output. In between is a black box, where a fitting hand prosthesis is
designed by the computer and automatically 3D printed. The project is meant particularly for Colombia.

1.5. Outline of this report
• Chapter 2 describes the designing process of the SSM. The image acquisition setup will be discussed

and the underlying principle of projecting 3D points onto a 2D plane will be explained as this is a fun-
damental part of the SSIC method. The image comparison error is defined and the SSIC output model
validation methods are discussed.

• Chapter 3 contains the results of the SSIC method. Furthermore, the VH construction results are shown
and the influence of different input arguments for the optimiser are presented.

• Chapter 4 interprets the results from chapter 3. The SSIC method accuracy is compared with the liter-
ature and some recommendations are given for a real life setup.

• Chapter 5 concludes this research project.



2
Methods

2.1. Overview
To establish the goal defined in section 1.3, an experimental algorithm is created. One part of the algorithm is
an image acquisition setup in a 3D rendering software. This will simulate the process of capturing pictures of a
residual limb with a smartphone. The other part is the automatic silhouette-based 3D reconstruction process:
the SSIC method. This chapter will describe the design of this experimental algorithm. First, a database of
artificially constructed 3D transradial defects is composed. This database is made for two reasons: 1) the
samples from the database are used as objects for the digital photo shoot and 2) several samples from the
database are used to create an adjustable 3D model, also known as statistical shape model (SSM). The samples
must meet certain requirements for the latter reason, therefore the description of composing the database
will be done in combination with the explanation of statistical shape analysis in section 2.2. Next, an image
acquisition setup is designed in section 2.3. The setup will enable the user to define the cameras position,
pose and intrinsic parameters, such as the focal length. The projection, a linear transformation, of a 3D point
onto a 2D plane is elaborated in more detail as this is a fundamental part of the SSIC method. Section 2.4
will describe how the SSIC method combines the SSM, the rendered images and the projection information
to automatically reconstruct a 3D model. Finally, the validation of the SSIC method will be performed in two
ways. Firstly, the performance of the SSIC method will be compared with the current practice. Secondly, the
accuracy of the reconstructed models will be measured. How this is done will be described in section 2.5.

2.2. Designing an adjustable 3D model
2.2.1. Defining a 3D shape
A three-dimensional shape describes the external boundary form of the object. It is invariant to Euclidean
similarity transformations, such as shifting and scaling [18–20]. A commonly used representation for a shape
in computer graphics is a triangle mesh. It is a simplified version of the real world object and consists of 3D
points connected by triangular surfaces. The points are called vertices, defined by their Cartesian coordi-
nates. A mathematical representation of an n-point shape, Si , in a 3D space is then:

Si =
[
x1, y1, z1, x2, y2, z2, · · · , xn , yn , zn

]T
(2.1)

The shape variability in a given set of shapes can be analysed with statistical methods. This will allow to
create a shape similar to the shapes in the set. It is basically done by calculating a mean shape from a normal
distribution of shapes and deform it in certain directions within the variance of the data. Such a morphable
model is called a statistical shape model (SSM). This can be translated to the problem discussed in this thesis.
A digital shape of a residual limb can be created with the variability values extracted from a dataset of residual
limb shapes. For this, a training set of shape samples (formulated as in equation 2.1) is needed to obtain
the statistical values. Important are the mean shape and the variance of the data. The next subsection will
describe how the database of shapes is constructed. Furthermore, a detailed description of data handling is
given. In the end, the formula is provided that constructs a digital residual limb from a training set of residual
limb meshes.
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4 2. Methods

2.2.2. Creating a shape database
The database of 3D stumps is not only needed for the SSM. The models are also used as objects for the photo
shoot in a 3D computer graphics software. The photos taken are then used for 3D reconstruction as men-
tioned in chapter 1. Making pictures and 3D scans of patient participants to acquire images and 3D models
is time-consuming to conduct and to realise because of the requirements of a research ethics committee.
Therefore an artificial database of residual limbs is constructed. The 3D stump models are established by
modifying 41 accurate scans of healthy humans (figure 2.1a) aged between 18-65 years from the CAESAR
database [21, 22]. First, the right arm and shoulder are separated from the body. All parts except the right
arm and shoulder are removed. Secondly, the hand is cut off somewhere between the wrist and the cubital
fossa, i.e. the elbow pit. The cutoff plane is perpendicular to the line between the cubital fossa and the wrist
(see figure 2.1b). To create a diverse database, the cutoff point varies on the line between the cubital fossa
and the wrist. Thirdly, a Screened Poisson Surface Reconstruction [23] is performed to fill the gaps and give
it a natural look at the transradial cut (see figure 2.1c). This process will result in a artificial database of 41
transradial amputated limbs, where the cut is placed at different points in the forearm. This set of residual
limbs will be called the raw database.

The next step is to make the dataset homologous, meaning that all the models in the database will have
the same number of vertices with point-to-point correspondence between models (vertices 1 in model 1 is
related to vertices 1 in model 2, 3 etc.). The raw database will then become a registered database. Creating a
registered database is an iterative process where constantly the same mesh (source mesh) is rigidly aligned
with other meshes (target meshes) and then non-rigidly deformed into their shapes. This is called a non-rigid
Iterative Closest Point (non-rigid ICP) algorithm. The registered database is basically a database with source
meshes in different shapes, therefore having the same number of vertices. The rigid alignment would have
been problematic if the shoulders were not attached to the arms. The models would then have a boomerang
shape, therefore making it difficult for the algorithm to determine which part is superior or inferior to the
elbow in the alignment process. An example of the registration process is shown in figure 2.2.

(a) (b) (c)

Figure 2.1: CAESAR data for residual limb model construction. (a) A subject from the CAESAR database (b) Residual limb after a
Screened Poisson Surface Reconstruction and (c) One sample of the residual limb database.

(a) (b) (c)

Figure 2.2: non-rigid ICP, model samples are presented as a point cloud where each point is a vertex. (a) A source model (b) A target
model (c) the target model after registration. This registered model is coherent to the source model and other registered models.
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After the registration process, the shoulder part can be removed due to its unnatural shape. In the model, a
cutoff plane is used to remove the shoulder part. This cutoff plane is manually placed in the part superior to
the elbow, closer to the shoulder than the elbow, so that there is enough room for prosthetic designing. The
vertices that are removed in one model, are also removed in the other models due to coherence of vertices
between models. Every model will have the same percentage of its shape removed. This removal method
is shape independent thus retaining the shape variability in the registered database. All the models in this
registered database are translated and rotated to the centre of the world coordinate frame. From this regis-
tered database it is decided to take 35 samples for the training set, the remaining 6 samples will be used as
a test set. Both the training set and the test set are used for the photo shoot in the 3D rendering software.
An orthopaedic advisor validated and approved the shapes to be used. For the SSM, only the training set of
3D shapes is aligned in a common co-ordinate frame [19]. Generalised Procrustes Analysis (GPA), named
after the Greek bandit who fitted passengers to his iron bed by stretching them or cutting off their legs, is
the most popular method [20]. It basically calculates the mean shape from the set of shapes and minimises
the mean squared distance between every shape and the calculated mean shape (see figure 2.3). The GPA
brings the training set into a ’shape space’ [18] and can thereafter be used for statistical analysis to generate a
statistical shape model. In the next subsection the parameters to describe the variance in the training set will
be calculated. It consists of applying a statistical procedure to find the most important variances. With that
knowledge, a 3D shape can be created from a number of pictures.

(a) (b)

Figure 2.3: Generalised Procrustes Analysis (GPA), model samples are presented as point clouds. (a) A side view of the first five model
samples before GPA. (b) A side view of the first five model samples after GPA.

2.2.3. Modelling of shape variability
The distribution parameters of the data can be determined when it is homologous and aligned with GPA. The
data consist of shapes described by points in a 3D Cartesian coordinate system. The variance of the point dis-
tribution in different directions can be described by the eigenvectors and corresponding eigenvalues. Eigen-
vectors are a set of orthogonal axes, each pointing towards the main directions of variation. The eigenvalue is
a number describing how spread out the data is in the direction of the eigenvector. The eigenvector with the
highest eigenvalue describes the most important variance of the data. Principal component analysis (PCA) is
a statistical procedure that observes the data, extracts the eigenvectors and eigenvalues and stores the eigen-
values in a decreasing magnitude with the corresponding eigenvectors accordingly. The eigenvector with the
highest eigenvalue, thus the direction with the highest variance in the data, is the first principal component
(PC). In case of shape change, PCA allows to find most important directions to transform a model. Least im-
portant directions have a small variance and can therefore be neglected, reducing the dimensionality. Each
shape is represented by a vector Si of coordinates (equation 2.1). The set of shapes will be represented as a
matrix by concatenating all the shapes. This is called the matrix of shapes, where ns is the total number of
samples in the training dataset:

M = [
S1 S2 S3 · · · Sns

]
(2.2)
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Principal component analysis is usually explained via an eigen-decomposition of the covariance matrix.
However, it can also be performed via singular value decomposition (SVD) of the data matrix: the matrix
of shapes M . This method is computationally less demanding by using smaller matrices [24]. The matrix of
shapes needs to have a zero mean to perform PCA via SVD. Therefore the mean shape is calculated:

S = 1

ns

ns∑
i=1

Si (2.3)

The mean shape also describes the best guess to determine a shape of a residual limb. This shape is a good
starting point to use for the shape creation. The mean is then subtracted from each shape to solely focus on
the variance. This results in a row-centred matrix of shapes:

Xc =
[
S1 −S, S2 −S, S3 −S, · · · ,Sns −S

]
(2.4)

The eigenvectors and eigenvalues can be extracted from the covariance matrix of Xc . The covariance matrix
is a symmetric matrix so it can be diagonalized:

C = PLP T (2.5)

where C is the covariance matrix of the data Xc , P is an orthogonal matrix consisting of only eigenvectors,
and L is a diagonal matrix with eigenvalues λ in the decreasing order on the diagonal. Through algebra, it is
shown that SVD on the centred data, Xc , results in the same matrices but more efficiently [19, 24, 25]. The
eigenvectors, or shape modes, can be adjusted to nonrigidly change the shape of a model (more on this in
subsection 2.2.4). The most important modes can be determined knowing the eigenvalues over the whole
dataset. A ’scree plot’ (figure 2.4), can show the influence of the modes on the data. If the eigenvalue of a
principal component is high, the influence of that mode is high on the shape change.

Figure 2.4: Scree plot of the training dataset

From this graph, it is clear that the principal components are ordered in a decreasing manner. A dimension-
ality reduction can be performed. The influence is calculated and shown in table I.

Table I: The influence of the principal components on the data

PC [-] The fraction of total variance in the data [%]

1 62
1, 2, 3 83
1, 2, 3, 4, 5, 6, 7 95

The 7 first principal components are accounting for 95% of the total variance in the data. This indicates that
with only the first 7 PCs , a relatively reliable model can be made. When a digital model of a residual limb is
constructed, the 7 first principle components will make a residual limb that is good for 95% of the population.
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2.2.4. Adjusting a 3D shape
All the statistical parameters are now available to create a 3D adjustable model. Using the obtained shape
modes P and the corresponding mode variances λ, a new shape X can be created with the following linear
equation:

X = S +Pb (2.6)

where S is the mean shape from the training set presented as a 3n x 1 vector, with n the number of vertices,
P is a matrix with eigenvectors (i.e. the principal components) presented as a 3n x (m −1) matrix, with n the
number of vertices and m the number of samples from the training set and b is a vector with weight values
[19], presented as b = [b1,b2,b3, . . . ,bm−1]T . The dimensions of the principal components are at most m −1
[26]. Vector b can adjust the eigenvectors in the P matrix, therefore having influence on the shape change.
However, the values in b are constraint to keep the shape within the normal distribution of shapes from the
training set:

−3
√
λi ≤ bi ≤ 3

√
λi (2.7)

The 3D model X is a result of tweaking the mean shape by adjusting the weight values in b as described in
formula 2.6. This adjustable model is called a statistical shape model (SSM) as it uses statistical information
to modify the shape. The weight vector b has a considerable impact on the shape outcome. Parameter ad-
justments of the weight vector can be done by using silhouette images. It has already been shown that the
shape of a foot can be constructed with 3 silhouette pictures as weight inputs [27]. The principle behind this
method will be discussed in section 2.4. For the design of a transradial prosthesis, the same method can be
applied. With 3 pictures of the patients stump and a dataset of stump shapes, a 3D model of the patients
stump can be constructed. Using stump models from the available database of stump shapes described in
subsection 2.2.2, a photo shoot can be carried out in the computer with 3D rendering software. The next
section will describe how a rendering scene is set up for image acquisition.

2.3. Generating images of a 3D model
2.3.1. Setting up a rendering scene
A graphics application software is used to setup a digital photo shoot. The software should be able to easily
change different parameters like the type of camera, the location of each camera, the angle of each camera
and the number of cameras. Scripting the setup is therefore useful. Blender, an open-source 3D computer
graphics software, is well suited for this job. If the script is run, the computer will setup the digital scene,
take photos of the residual limb mesh and extract the camera parameters of each camera (see figure 2.5). The
camera parameters will further be discussed in subsection 2.3.2.

Figure 2.5: A visual flowcharts from the Blender source code
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The camera’s position in the test setup is described with spherical coordinates (r, φ, θ), where r is the radial
distance, θ the azimuthal angle and φ the polar angle (see figure 2.6a). The radial distance can be set to any
positive value, but 0.5 m is mostly used in this thesis as the residual limb is clearly visible on the pictures
within the field-of-view (FoV) of each camera. It is not possible to put a full sphere of cameras around a
residual limb in real life because the body of the patient will stand between the cameras and the limb, so
the camera position will be constraint to be located on half of the sphere around the object. Furthermore, the
azimuthal angle should start from 1

2π because the residual limbs in the constructed database are aligned with
the x-axis. The Cartesian coordinates of each camera’s centre can be calculated with the following formulas:

CX = r · si n(φ) · cos(θ) (2.8)

CY = r · si n(φ) · si n(θ) (2.9)

CZ = r · cos(φ) (2.10)

With the following constraints on the angles φ and θ:

0 ≤ φ ≤π (2.11)

1

2
π≤ θ ≤ 1

1

2
π (2.12)

The azimuthal and polar angle will determine the number of cameras. Within the loop to position the cam-
eras, the angle parameters will have an equal value on the step size to generate cameras equally on the spher-
ical area around the object. The angle steps are: 1

2π, 1
3π, 1

4π, 1
5π, 1

6π, 1
7π, 1

8π, 1
9π, 1

10π. This results in 9 camera
setups with the following number of cameras: 5, 10, 17, 26, 37, 50, 65, 82 and 101 (see figure 2.6b). Also a
camera setup with 3 cameras on the orthogonal axes is taken into account (figure 2.6c). This sets the number
of camera setups to 10. When the cameras are positioned, the "look-at" direction of all cameras is set to the
centre of the world coordinate frame where the residual limb mesh is located. The number of cameras and
the camera locations can be determined by filling in the radius value and the angle step size. The type of
camera, with the number of pixels can also be chosen and will be discussed in subsection 2.3.2.

(a) (b) (c)

Figure 2.6: (a) A representation of spherical coordinates. (b) A camera setup with 101 cameras on a half spherical area. (c) A camera
setup with 3 cameras on the 3 orthogonal axes.

The SSIC method is investigated in this thesis report as it can be done by a smartphone which is easy ac-
cessible. Another practical argument to use this method is that it can make models with a small amount of
silhouette images as mentioned in chapter 1. It is interesting to investigate the quality of 3D models created
by the SSIC method when only 1, 2 or 3 cameras are used. When such a small amount of photos need to be
taken, the method becomes low effort and easier to perform by the user. Many experiments are therefore
conducted with only 3 cameras as shown in figure 2.6c, because that occupies all the orthogonal axes and
can hypothetically produce enough information for reasonable models [28]. To reconstruct a 3D model from
pictures, it is important to know the calibration parameters of the camera. Camera calibration is the process
of determining accurate specifications for the camera’s intrinsic and extrinsic parameters. These parame-
ters consist of focal length, number of pixels in the pixel grid, object-camera distance, object-camera relative
rotation and more. It is important to know how a 3D point is projected onto a 2D image to generate the cal-
ibration parameters in Blender. Therefore the next section will explain how these parameters are obtained
and how they are related to the projection process.
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2.3.2. Modelling a camera
Pinhole camera model
This section will show a mathematical model to describe how 3D world points get projected into 2D pixel
coordinates. The camera is considered to be an ideal pinhole camera: the aperture is described as a point
and no lenses are used to focus light. The pinhole is the optical centre and also the centre of the camera
coordinate system, in figure 2.7 this is C . In a physical pinhole model, the light rays will cross the pinhole and
afterwards land on the image plane, causing an upside-down image behind the pinhole (from a perspective
of a 3D point in space). In computer vision, the image plane is flipped and placed between the centre of the
camera coordinate system, C , and the object in the 3D world (see figure 2.7). In that case, the image is not
upside-down which makes the results of projections easier to understand. The sequence of transformations
can be described by a matrix equation. The matrix equation consists of two matrices: the extrinsic matrix
and the intrinsic matrix. Multiplying these matrices with a 3D point will result in its 2D location on the pixel
grid. Both matrices will now be explained, starting with the extrinsic matrix.

Figure 2.7: The pinhole camera model with a residual arm as an object.

Extrinsic matrix
The extrinsic matrix is a rigid transformation matrix. This means that the point in space will be unaffected
but the point of view is changed. When looking at figure 2.7, the transition can be formulated as follows:

Pl i mb(Xw ,Yw , Zw ) ⇒ Pl i mb(xc , yc , zc ) (2.13)

Blender provides the location and orientation of the camera in the world coordinate frame. The extrinsic ma-
trix can be determined using this information. Converting the Euler angles into a rotation matrix and using
the location as a translation vector will describe the camera location in the world coordinate frame. Inverting
this transformation matrix will result in describing the world coordinates in the camera frame. That result is
the extrinsic matrix. So the extrinsic matrix is created by making a rigid transformation matrix that describes
the camera’s pose and then take it’s inverse.

The following will describe the transformation matrix that describes the camera pose. Given a set Euler angles
(θx ,θy ,θz ), the rotation matrix can be described as follows

Rc = Rot (Z ,θz ) ·Rot (Y ,θy ) ·Rot (X ,θx ) (2.14)

Rc =
cos(θz ) −si n(θz ) 0

si n(θz ) cos(θz ) 0
0 0 1

 ·
 cos(θy ) 0 si n(θy )

0 1 0
−si n(θy ) 0 cos(θy )

 ·
1 0 0

0 cos(θx ) −si n(θx )
0 si n(θx ) cos(θx )

 (2.15)

Rc =
rc1,1 rc1,2 rc1,3

rc2,1 rc2,2 rc2,3

rc3,1 rc3,2 rc3,3

 (2.16)
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The world coordinates of the cameras centre (CX ,CY ,CZ ) are used to make the translation vector:

C = [CX ,CY ,CZ ]T (2.17)

The following equation will describe the transformation matrix:

Xc

Yc

Zc

= Rc

Xw

Yw

Zw

+C (2.18)

By adding a one at the bottom of the world coordinates we can simplify equation 2.18:

Xc

Yc

Zc

=
rc1,1 rc1,2 rc1,3 CX

rc2,1 rc2,2 rc2,3 CY

rc3,1 rc3,2 rc3,3 CZ




Xw

Yw

Zw

1

 (2.19)

The transformation matrix that describes the camera’s pose is then [Rc |C ]. The matrix is made square by
adding an extra row of [0,0,0,1] (see equation 2.20). This will allow to further decompose this matrix into a
rotation followed by translation. Then the extrinsic matrix [R|t ] is obtained by inverting the camera’s pose
matrix:

[
R t
0 1

]
=

[
Rc C
0 1

]−1

(2.20)

=
([

I C
0 1

][
Rc 0
0 1

])−1

(2.21)

=
[

Rc 0
0 1

]−1 [
I C
0 1

]−1

(2.22)

=
[

RT
c 0

0 1

][
I −C
0 1

]
(2.23)

=
[

RT
c −RT

c C
0 1

]
(2.24)

As seen in equation 2.23, the inverse of an orthonormal matrix is its transpose and the translation vector C is
made negative. We can now define the relationship between the extrinsic matrix [R|t ] and the cameras pose
[Rc |C ]:

[
R|t]= [

RT
c |−RT

c C
]

(2.25)

[
R|t]=

r1,1 r1,2 r1,3 tx

r2,1 r2,2 r2,3 ty

r3,1 r3,2 r3,3 tz

 (2.26)

The extrinsic matrix can transform a 3D point in the world frame to the camera frame:

xC

yC

zC

= [
R|t]


Xw

Yw

Zw

1

 (2.27)

xC

yC

zC

=

extrinsic matrix [R|t ]︷ ︸︸ ︷r1,1 r1,2 r1,3 tx

r2,1 r2,2 r2,3 ty

r3,1 r3,2 r3,3 tz




Xw

Yw

Zw

1

 (2.28)
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Intrinsic matrix
The intrinsic matrix, commonly referred as the K matrix, is composed of quantities intrinsic to the camera:
focal length, f , principle point (u0, v0) which is the point where the principal axis intersects with the image
plane (see figure 2.7) and pixel skew s. In this thesis it is assumed that pixels have no skew (s = 0), and are
square. It is also safe to assume that the principal point is at the centre of the image if an image has not been
cropped. The scanning tool is a smartphone, therefore intrinsic parameters of a smartphone are used. In this
thesis, the parameters of an iPhone 6 are used 1.

The extrinsic matrix enables to look at a point in space from the camera’s local frame perspective. From this
frame it is easy to project a 3D point on the image plane by using the rule of similar triangles as it is shown in
figure 2.8. The 2D location on the image plane is then described as follows:

xi m = xC
f

zC
(2.29)

yi m = yC
f

zC
(2.30)

All the 2D coordinates on the image plane are at a constant distance of zi m = f from the camera’s centre.
This constant value can be neglected. The result is that the coordinates on the image plane are defined with
respect to the centre of the plane: the principal point.

(a) Similar triangles X (b) Similar triangles Y

Figure 2.8: Similar triangles X & Y [29]

The final step in the transformation process is to describe points on the image plane in terms of pixels. For
this, the image plane is treated as a grid of discrete elements, ordered from top to bottom, and left to right.
The origin of the pixel grid therefore lies on the top-left corner of the image plane (see figure 2.9). This is
a translation and can be described by adding the principal point coordinates to the image locations in the
image coordinate frame:

u = xC
f

zC
+u0 (2.31)

v = yC
f

zC
+ v0 (2.32)

1The parameters are found at https://www.devicespecifications.com.

https://www.devicespecifications.com
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This can be combined in a matrix notation. An extra row with a one is added to eventually simplify the
notation for 3D coordinates. The following will show why:

u
v
1

=

xC
f

zC
+u0

yC
f

zC
+ v0

1

 (2.33)

Both sides are multiplied with zc :

u zC

v zC

zC

=
xC f +u0 zC

yC f + v0 zC

zC

 (2.34)

This is simplyfied as follows:

zC

u
v
1

=

intrinsic matrix K︷ ︸︸ ︷ f 0 u0

0 f v0

0 0 1

xC

yC

zC

 (2.35)

The matrix shown in equation 2.35 is the intrinsic matrix assuming that there is no skew and pixels are square.
In formulas 2.19 and 2.33 an extra dimension to the coordinates is added with the value 1 to simplify linear
calculations. When this extra dimension is added, the coordinates are also known as homogeneous coordi-
nates. Now it is possible to combine the sequence of transformations shown in equations 2.28 and 2.35 in
one matrix, called the camera matrix or (camera) projection matrix P .

Figure 2.9: The image plane and pixel plane. Both coordinate frames are on the same plane but have a different origin.

Camera matrix
The extrinsic matrix and the intrinsic matrix can be combined in one matrix. The equation of the sequence
of transformations has the following form:

w

u
v
1

=
 f 0 u0

0 f v0

0 0 1

 r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz




Xw

Yw

Zw

1

 (2.36)

uw
v w
w

=

camera matrix P︷ ︸︸ ︷ f · r11 +u0 · r31 f · r12 +u0 · r32 f · r13 +u0 · r33 f · tx +u0 · tz

f · r21 + v0 · r31 f · r22 + v0 · r32 f · r23 + v0 · r33 f · ty + v0 · tz

r31 r32 r33 tz




Xw

Yw

Zw

1

 (2.37)
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It is known that w = zC as shown in equation 2.35. Factor w is also known as a scale factor. As we can see by
going from equation 2.34 back to 2.33 the pixel coordinates are acquired by dividing the first two coordinates
by the last.

The object is a polygon mesh, consisting of vertices and faces. Each vertex has Xw ,Yw , Zw coordinates. So for
object i with n vertices the following equation converts the 3D object to a picture:

ui ,1wi ,1 ui ,2wi ,2 · · · ui ,n wi ,n

vi ,1wi ,1 vi ,2wi ,2 · · · vi ,n wi ,n

wi ,1 wi ,2 · · · wi ,n

=
 f 0 u0

0 f v0

0 0 1

 r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz




Xi ,1 Xi ,2 · · · Xi ,n

Yi ,1 Yi ,2 · · · Yi ,n

Zi ,1 Zi ,2 · · · Zi ,n

1 1 · · · 1

 (2.38)

Then dividing the the first two rows by the last will result in the pixel coordinates of the vertices in the pixel
frame:

1[
wi ,1 wi ,2 · · · wi ,n

]
ui ,1wi ,1 ui ,2wi ,2 · · · ui ,n wi ,n

vi ,1wi ,1 vi ,2wi ,2 · · · vi ,n wi ,n

wi ,1 wi ,2 · · · wi ,n

=
ui ,1 ui ,2 · · · ui ,n

vi ,1 vi ,2 · · · vi ,n

1 1 · · · 1

 (2.39)

The SSIC method compares images taken in Blender with the projections of the SSM. Both images must
have the same point of view and intrinsic parameters in order to make a reliable comparison. Therefore the
projection matrix (equation 2.36) extracted from Blender is used in the 3D reconstruction process in MATLAB.
The next section will explain how this is done and how the SSIC algorithm is organised.

2.4. Constructing the SSIC method
In the previous sections the SSM and the projection matrix have been discussed. This section will explain
how both can be used to create a model of a residual limb from a set of silhouette images. A silhouette image,
Issm , can be created from the 3D statistical shape model by using a projection matrix and a threshold on the
pixel intensity values. This image (Issm) can be compared to the silhouette image taken of the patient, Ip ,
where the latter image is taken as ground truth. During calculations the pixel grid of a silhouette image is
represented as a matrix with binary values, where the object value is "1" and the background has a value of
"0". Overlapping the images will generate a certain error value that is used to measure the correctness of the
statistical shape change. The error can be expressed as the number of nonzero values after subtracting Issm

from Ip . If the images are exactly the same, the result of subtracting Issm from Ip will generate a matrix with
only zeros thus having no nonzero values meaning no error. The error can be described more specifically as
the number of incorrect pixels per pixel grid. This can be mathematically explained. First, Issm is subtracted
from Ip to get a matrix with nonzero values:

I = | Ip − Issm | (2.40)

Then, all the nonzero values are summed up and divided by the total amount of elements in I to get the local
error from one camera viewpoint, i.e. one image comparison:

ecam = 1

(m ·n)

m∑
i=1

n∑
j=1

Ii j (2.41)

Finally the global error, expressed in percentage, over all viewpoints is calculated with the following formula:

E = 1

Ncam

( Ncam∑
cam=1

ecam

)
·100% (2.42)

The comparison of pictures while changing the SSM can be seen as an optimisation problem. The goal is to
minimise the global error E . Three different sets of parameters have influence on finding the right shape: the
translation vector T , the rotation matrix R and the weight values b. The initial position of the projected SSM
is at the centre of the image. If, for example, the object in Ip is more to the left of the image, the SSM must
have the freedom to translate to the left with respect of the camera’s centre before projection. This way, the
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projected SSM appears more to the left in Issm thus having a better fit with Ip in this example. To be able to
translate and rotate the SSM, the following formula is used:

Xssm = R ·XT +T (2.43)

where R is the same 3 x 3 matrix as in formula 2.15, XT is X from formula 2.6 transformed to a 3 x n matrix, with
n representing the number of vertices and T is a matrix of 3 x n where every column is the same translation
vector [TX ,TY ,TZ ]T . So the parameters that the optimisation process will optimise are: θx ,θy ,θz ,Tx ,Ty ,Tz

and a number of weight values, b, depending on the number of principal vectors in P (see formula 2.6). The
process of SSIC is visually explained in figure 2.11. The angle of view (AOV), 2α, and the known distance,
D , between the camera’s centre and the object centre can be used to calculate the viewing width V W . The
viewing width is used to validate the outcome of the projected Xssm after translation. As shown in figure 2.10,
the VW is calculated by using similar triangles. This is previously done in figure 2.8 but the physical represen-
tation of the pinhole model makes it much clearer. By substituting α= t an−1( u0

f ) into V W = 2 D t an(α) the
viewing width is calculated.

Figure 2.10: Top-down view of the pinhole model (physical representation). The geometrical parameters are used to calculate the
viewing width (VW)

As mentioned in subsection 2.3.2, the camera’s intrinsic parameters are adjusted so that they match the pa-
rameters of an iPhone 6. This is done because this device is readily available and can be used if real life tests
are planned. But the camera sensor has a high resolution pixel grid: 2448 x 3264 pixels (8MP rear camera).
The algorithm constructed in MATLAB to simulate the SSIC, downgrades both Ip and Issm to a size of 630
x 840 pixels. The 630 x 840 is the default window setting of MATLAB. It makes the algorithm more efficient
but lower resolution images will result in a less accurate 3D model. Using the SSIC method in real life with
a smartphone will require instructions on the smartphone for posing the camera with respect to the resid-
ual limb. Cameras must be calibrated to get accurate 3D reconstructions. With a digital test setup, it can be
investigated how uncalibrated cameras have effect on the 3D reconstruction. This can be done by slightly
changing the camera pose while keeping the projection matrices constant. A link to the source code of the
SSIC method can be found in Appendix A.

Figure 2.11: Statistical Shape Image Comparison (SSIC) method visual flowchart
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2.5. Validating the SSIC method
2.5.1. Comparing the SSIC method with the VH construction method
This section consist of two parts. First, the SSIC method will be compared with the common practice in SfS
algorithms. As mentioned in chapter 1, this common practice is the visual hull (VH) construction. The con-
cept of the VH construction will be described to have a better understanding on its working principle. This
will give more insight in the difference between the performance of the SSIC method and the VH construction
method. The VH construction is mainly observed in this thesis and used as a comparative method to validate
accuracy outcome and speed performance of the SSIC method. The VH will be compared with the original
3D model from which the photos are taken by means of the Hausdorff distance. The Hausdorff distance will
be explained in subsection 2.5.2. Second, it is described how the accuracy of the SSIC method is measured in
subsection 2.5.2. This is done by measuring the distance between the original 3D model from the database
and the reconstructed 3D model.

A visual hull is a volume of intersecting cones coming from different camera viewpoints. It is defined by
Laurentini [30, 31], as the largest object that consists with all possible silhouettes. The object projection in
the silhouette will determine the cross sectional shape of the cone as the cone intersects with the image.
Therefore, the silhouette can be seen as a mask where the cone rays only pass through the area that labels the
object in the picture. A visual hull of a duck is presented in figure 2.12 . The cones only pass the mask within
the contour of the object (see figure 2.12b). In figure 2.12c a visual hull is constructed out of the intersecting
cones. The visual hull is always an overestimation considering that a finite set of silhouettes is used [32]. In
order to calculate the 3D coordinates of the object point in space, the cameras must be calibrated, meaning
that the camera intrinsic and extrinsic parameters must be known.

(a) (b) (c)

Figure 2.12: Visual Hull of a duck [33]. (a) Two silhouette images are presented with a duck in between. (b) Visual cones are intersecting.
(c) A resulting VH

There are several methods to construct a mesh out of intersecting cones. The voxel based method is popu-
lar as it does not suffer from numerical instabilities that generate incomplete or corrupt surface models. A
common field of view can be generated by back projecting rays from all the calibrated cameras (figure 2.13a).
A bounding box is constructed that encloses the field of view (figure 2.13b). Then the bounding box will be
segmented into smaller blocks: voxels (figure 2.13c).

(a) (b) (c)

Figure 2.13: Constructing the bounding box for the VH. (a) A common field of view. (b) A bounding box. (c) Voxels within the bounding
box
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A criteria function f (x, y, z) is used to label each voxel as being inside, outside or on the boundary of the
visual hull. The outcome of the function will be -1 if the projection of the voxel lies in the background of all
the silhouettes (the black area in the picture) and will be +1 if the voxel projection is in the foreground (the
white area in the picture) of all the silhouettes. When the function results in f (x, y, z) = 0, part of the voxel
lies inside the foreground and a part of the voxel lies inside the background (figure 2.14a). Such a voxel is
called transverse, meaning that any of its edges intersects with the boundary of the objects contour. Every
transverse voxel will be decomposed in smaller triangular pyramids (tetrahedron, figure 2.14b) where every
corner is assessed to lie in- or outside of the object. With 4 corners per tetrahedron, each having the option to
lie in- or outside (1 or 0) of the object makes 24 = 16 different options of corner combinations per tetrahedron
(figure 2.14c). Each of these 16 corner combinations is related to a certain polygonization solution that can
be done within the tetrahedron (figure 2.14d). These solutions are available in a list that works as a digital
lookup table. This method is called an Implicit Surface Polygonizer [34]. The model consists of a low number
of vertices (around 300). A patch remesher algorithm is used to give the model a comparable amount of
vertices with the SSM while keeping the same shape. The procedure subdivides the edges with more vertices.

Figure 2.14: Bloomenthal’s implicit surface polygonizer [34]. (a) Path of voxel evaluation. (b) Polygonizing cell decomposition.
(c)Tetrahedron classification. (d) Polygonization

2.5.2. Measuring the accuracy of the SSIC method
The reconstructed 3D models produced by the SSIC method are compared with the original 3D model from
which the photos are taken. The reconstructed models would ideally have the same shape as the original
model. A 3D model constructed by the SSIC method is compared to its original model by means of Euclidean
distance. The training set, the test and the SSM have the same amount of vertices due to the point-to-point
correspondence described in subsection 2.2.2. The Euclidean distance can be used between the modified
SSM and the original model from the training set or test set. The VH on the other hand does not have the
same amount of vertices. The Hausdorff distance is used instead. This is a common metric for comparing
meshes and is later during this project also used in comparing the SSIC method models with the original
models (see section 4.2). The Hausdorff distance is the maximum distance of a set to the nearest point in the
other set [35]. It is defined as follows:

H(A,B) = max
{

h(A,B), h(B , A)
}

(2.44)

Where A is a point cloud of the first 3D model and B is the point cloud of the second 3D model. h(A,B) and
h(B,A) are the one sided Hausdorff distances, h(A,B) is described as follows:

h(A,B) = max
a∈A

{
min
b∈B

{
d(a,b)

}}
(2.45)

MeshLab uses a sampling approach to compute the above formula taking a bunch of points over a model A
and searching for each a the closest point b on a model B. MeshLab can create more vertices on the surface
of a model. This will closely approximate a surface to surface measurement as more points are used.

This finalises the chapter. In this chapter, it is presented how the experimental algorithm is organised. Also,
the validation methods are discussed for finding out how accurate the SSIC method is and how it performs
compared to the current practice. The next chapter will present the results.
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Results

3.1. Overview
This chapter will demonstrate the results of three separate items. First, section 3.2 illustrates how reliable the
experimental algorithm is by showing some verification results. Second, section 3.3 will discuss the results
of the SSIC method. The influence of the optimiser step size will first be shown. Then, the accuracy of 3D
reconstructions made with the SSIC method will be presented. Reconstructions of models taken from both
the training set and test set will be discussed. Furthermore, the results of a 3D reconstruction made with
uncalibrated cameras is demonstrated and the influence of the number of cameras used is presented. Third,
section 3.4 will discuss the results of the current practice method: the VH creation.

3.2. Verification of the experimental algorithm
The first experiments are intended to validate if the formula for the SSM (equation 2.6) is working as it should
be. For this, the first sample in the training set, L1, is used as a reference model. The b vector from L1 is
extracted by reordering formula 2.6:

b1 = PT · (L1 −S) (3.1)

When using b = bL1 in formula 2.6, it is expected that X1 = L1. This is indeed the case so creating a 3D residual
limb with the mean shape, a matrix of eigenvectors and weight values is performing as expected. Sample L1

is now used to validate if the projection of this 3D model, the silhouette image, is correct after translating and
rotating the sample in the 3D digital space. First the translation is observed by changing T in formula 2.43.
The model is positioned in Blender at Xw = 0.06 m, Yw = 0 m and Zw = 0 m. The setup is rendered and 3 images
(3 x Ip ) with corresponding projection matrices are provided. Then, X1 is translated from XW = -0.5 m to Xw

= 0.5 m in steps of 0.01 m, while keeping Yw and Zw zero. Because X1 = L1, the global error (equation 2.42)
should be 0 at Xw = 0.06 as Ip and Issm are identical from all viewpoints. The translation results are shown
in figures 3.1a, 3.1b and 3.1c. The rotation matrix R from formula 2.43 is validated as well. Now the location
of X1 is kept constant at [0.06, 0, 0] but the model is rotated around the X- Y- and Z-axis respectively. The
results are shown in figures 3.1d, 3.1e and 3.1f. It is clearly visible that finding the right location and rotation
of the object is an optimisation problem as the black line of E is at a minimum at the optimal R and T values.
As shown in figure 3.2, the same applies for finding the right b value for different principle components. The
cameras in Blender are validate by checking the VW. Looking through camera 1 (C = [0,0.5,0]T ), the VW at
distance D = 0.5 m is calculated to go from Xw =-0.29 m to Xw =0.29 m. As shown in figure 3.4, this is indeed
the case so the intrinsic camera parameters can be trusted. Only when the whole object is out of the VW, the
local camera error e will become 100 %. Therefore ecam1 becomes 100% when −0.4m > Xw > 0.4m (see ecam1

in figure 3.1a).

17
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(a) (b)

(c) (d)

(e) (f)

Figure 3.1: The error is calculated by comparing Ip with Issm when translated and rotated. (a) X translation of X1. (b) Y translation of
X1. (c) Z translation of X1. (d) Rotation of X1 around the X axis. (e) Rotation of X1 around the Y axis. (f) Rotation of X1 around the Z axis.
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(a) (b)

Figure 3.2: Eigenvalues of the principle component (PC). (a) Error by changing the variance of PC1. (b) Error by changing the variance
of PC2.

In MATLAB a function called fmincon is used to perform the optimisation that will find the the optimal pa-
rameters (T, R and b) related to the lowest global error. The performance of the optimiser is dependent on the
input arguments. Important input arguments are the tolerances and stopping criteria, the upper- and lower
bound of the search field and the initial values of the optimising parameters T, R and b. The first input argu-
ment that is observed is the step size of the optimiser. Zooming in at the translation graph will show that the
line is not smooth but has an impulse character (figure 3.3). The global error E is determined by subtracting
the pixel matrix of Issm from Ip . If Xssm is then slightly translated with a step smaller than half of the pixel
size (pixel location is rounded), the projection Issm will be unchanged. Therefore the optimiser will think it
found its optimal location.

Figure 3.3: Zoomed in on the landscape of the translation.

(a) (b)

Figure 3.4: Looking through camera 1 in Blender (the orange rectangle). (a) When the centre of the object is at Xw =0.29. (b) When the
centre of the object is at Xw =-0.29.



20 3. Results

3.3. Results of the SSIC method
The performance of the optimiser is dependent on the input arguments. There are several local minima
where the optimiser will terminate but the global minimum is obviously preferred. The influence of the op-
timiser step size is observed to find out how important such a input argument is for the resulting 3D model.
Important to note is that the steps are done per parameter in the initial vector. The initial vector only contains
b values, [b1 . . . b34]T in this case (there are 34 principle components), because the sample is positioned in
Blender with zero translation and zero rotation thus neglecting the related parameters θx ,θy ,θz ,Tx ,Ty ,Tz in
the initial vector. The result of the accuracy are found in table II.

Table II: SSIC results with a 3 camera setup. Influence of different optimiser stepsizes.

Optimiser
step size

Time (min) Mean dist (mm) Max dist (mm) SD (mm) Global error (%)

b/10 5 3.123 20.854 1.854 0.422
b/50 10 2.065 6.210 0.852 0.292

b/100 13 1.516 4.814 0.613 0.230
b/500 35 1.118 3.914 0.565 0.145

b/1000 13 2.507 10.973 1.254 0.347

The optimising process for the statistical shape image comparison method has been carried out and several
parameters have been investigated. Experiments with SSIC method are carried out to see how the method
performs on a sample out of the training set and test set. A step size of 0.001 over all parameters is used for
the optimiser and the sample is positioned in Blender with zero translation and zero rotation. The results are
shown in figure 3.5 and table III.

(a) (b)

Figure 3.5: SSIC 3D model reconstruction results. (a) SSIC with the original model form a training set, sample 01. (b) SSIC with the
original model from the test set, sample 41.

Table III: SSIC difference between a sample from the test set and from the training set

Time (min) Mean dist (mm) Max dist (mm) SD (mm) Global error (%)

sample training set (sample 01) 34 1.804 5.064 0.873 0.116
sample test set (sample 41) 35 12.506 28.145 3.196 1.362

The SSIC method is performed on more samples from the test set. The results are shown in table IV. The SSM
is trained on 35 samples from the training set. The shape variability of the SSM is therefore limited to this
amount of shapes. Using math, the closest shape approximation of a test set sample can be calculated. This
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is done by calculating the b vector of a sample from the test set as shown in equation 3.1 and than use this
test sample b vector in equation 2.6 to modify the SSM. By calculating the closest approximation possible, it
can be validated if the SSIC method is performing well with the limited shape variability. Figure 3.7 illustrates
the models created by the SSIC method in the left column and the optimal shapes possible with the SSM in
the right column. The left column of figure 3.7 is related to table IV.

Table IV: Accuracy values for the SSIC method performed on several samples from the test set

Time (min) Mean dist (mm) Max dist (mm) SD (mm)

sample 40 ≈30 9.348 28.811 4.139
sample 39 ≈30 16.333 37.237 3.298
sample 38 ≈30 6.483 25.867 2.145
sample 37 ≈30 17.980 37.267 3.953
sample 36 ≈30 21.832 33.042 6.410

Then a test was carried out to see how well a 3D model is constructed by using a uncalibrated camera with the
SSIC method. For this a setup with 3 cameras is used as shown in figure 2.6c. A standard format of projection
matrices is used where the distance from the cameras to the objects centre (zC , the look-at direction from the
cameras pose) is constantly 0.5 m. The cameras are then positioned at different zC distances from the object.
The distance for cameras 1, 2 and 3 are respectively set to 0.5m, 0.4m and 0.6m. Then the SSIC method is
performed with the standard format of projection matrices, meaning that the Ip from the second and the
third viewpoint have a false related projection matrix. The result is shown in figure 3.6 and table V.

Figure 3.6: SSIC results with a 3 camera setup. In this case, the cameras are modelled as uncalibrated cameras. The sample is taken
from the training set.

Table V: SSIC results when the SSIC method is performed with an uncalibrated camera

Time (min) Mean dist (mm) Max dist (mm) SD (mm) Global error (%)

sample training set with
uncalibrated camera

15 4.068 14.178 1.793 2.300
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The influence of the number of pictures, i.e. the number of cameras, used for the SSIC method is explored.
The optimiser step size of b/10 is chosen as this input argument runs relatively fast.

Table VI: SSIC results of optimising with with a different number of cameras. Step Tolerance is 1e-8. Optimiser step size is b/10. These
results are of a 3D reconstruction of a model from the training set.

Number of
cameras used

Time (min) Mean dist (mm) Max dist (mm) SD (mm) Global error (%)

1 2 2.666 16.628 1.714 0.593
2 5 3.344 16.900 1.657 0.670
3 5 3.123 20.854 1.854 0.422
5 14 2.727 7.795 1.054 0.447

10 25 2.712 21.083 1.660 0.550
17 40 3.162 14.699 1.543 0.570
26 150 2.953 16.117 1.462 0.513
37 73 3.367 14.321 1.688 0.538
50 138 3.199 16.324 1.631 0.550
65 261 3.320 15.012 1.681 0.534
82 309 3.291 15.903 1.599 0.540

101 413 3.245 8.311 1.543 0.544

The next two tables show the difference between the reconstruction of a training dataset sample and a test
set sample using 1 or 2 cameras. The results are shown in table VII and VIII. These results of table VII differ
from the results shown in table VI as another step size is used.

Table VII: SSIC results of a sample from the training set with only one or two images. Side view is taken with 1 camera, side and frontal
view are taken with 2 cameras. A step size of 0.001 over all parameters in the b vector is used.

Number of
cameras used

Time (min) Mean dist (mm) Max dist (mm) SD (mm) Global error (%)

1 5 2.158 8.554 1.066 0.240
2 11 2.736 8.924 1.363 0.346

Table VIII: SSIC results of a sample from the test set with only one or two images. Side view is taken with 1 camera, side and frontal view
are taken with 2 cameras. A step size of 0.001 over all parameters in the b vector is used.

Number of
cameras used

Time (min) Mean dist (mm) Max dist (mm) SD (mm) Global error (%)

1 9 12.325 27.812 5.135 1.677
2 18 11.668 24.554 5.018 1.306

Finally, the Hausdorff distance is measured between samples created by the SSIC method and their original
model. Two samples are used: a sample from the training set and a sample from the test set. These are the
same samples as shown in figure 3.5. As mentioned in section 2.5.2, a software package called MeshLab is
used to calculate the Hausdorff distance between a created model and its original. The cutoff plane of the
samples is also changed before measuring the Hausdorff distance again. This will indicate if the cutoff area
at the proximal part of the limb has a considerable impact on the distance error. The results are shown in
appendix B. The Euclidean distances in table III can be compared with the distances in figure B.1 and B.3,
because these distances are measured for the same models.
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Figure 3.7: Side view plots of 5 test samples. The blue models in the left column are the created 3D models by the SSIC method. The
blue models in the right column are the optimally calculated shapes possible with a SSM based on 35 shapes. The red model is in both

columns the original model.
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3.4. Results of the VH construction method
The results of the SSIC methods were shown in the previous section. The other conventional method of
constructing a 3D model from silhouette images is the visual hull. A VH can be constructed by importing the
data from Blender into MATLAB. In figure 3.8 the setup of 3, 26 and 101 cameras in MATLAB is shown with
the resulting VH. Figure 3.9 will show the quality of the reconstructed 3D model between the 3 and the 101
camera setup with respect to the original model. The Hausdorff distance between the VH and the original per
camera setup is shown in figure 4.1a. Figure 4.1b demonstrate the time it takes to make the VH.

(a) (b) (c)

Figure 3.8: VH 3D model reconstruction results. (a) The VH from the 3 cam setup. (b) The VH from the 26 cam setup. (c) The VH from
the 101 cam setup.

(a) (b) (c)

Figure 3.9: VH 3D model reconstruction results. (a) The VH from the 3 cam setup. (b) The VH from the 101 cam setup. (c) The original
model from which the photos are taken.

(a) (b)

Figure 3.10: VH 3D model reconstruction results. (a) Hausdorff distance of the VH per set of cameras. (b) The VH reconstruction time of
the algorithm.
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Discussion

4.1. Commentary on the SSIC algorithm
The graphs in figure 3.1 clearly shows that an optimiser can be used to get the Xssm model at the right position
with the right pose in each projection Issm . Figure 3.2 shows that finding the right b values is also an opti-
misation problem. Thus the optimiser is able to find the global minimum error E which corresponds to the
optimal parameter vector: [θxopt ,θyopt ,θzopt ,Txopt ,Tyopt ,Tzopt ,b1opt . . .b34opt ]T . The optimal parameter vector
is the input for the shape creation to translate, rotate and morph the SSM to resemble the residual limb from
which the photos are taken. The MATLAB function fmincon is a nonlinear constrained solver used to find the
optimal parameters. Opposed to other solver functions available in MATLAB, fmincon has the option to put
constraints on the parameter vector. This is a useful feature as the the FOV is a constraint on the translation, a
rotation is constrained to be within the range of 0 - 2π rad and the weight values of the b vector are constraint
as defined by equation 2.7. There are many input arguments that have influence on the performance of the
solver. Only the finite step size of the solver is investigated, but parameters such as the stopping criteria, the
function tolerance and the stepping tolerance can be investigated in future work.

There are also some remarks on the processing of the images in MATLAB and the influence of the screen
resolution. Let’s take sample L1 from the training set. The SSM can be transformed in the exact same model
by substituting b1 from equation 3.1 into the equation 2.6 to get X1. Both models, X1 and L1, are located at
the same location and no rotation is applied, thus having the exact same pose. Now projecting both on the
image plane of the same camera, camera 1 for example (or viewpoint 1), will result in the exact same picture
(Ip = Issm). The local error, ecam1, should be zero when Issm is subtracted from Ip (equation 2.40 and 2.41).
However, this is not the case: the local error ecam1 is 0.0624%. This is also shown in figure 3.3, where error
line do not touch the zero x-axis. That an error of zero cannot be achieved is probably caused by the fact
that MATLAB reduces the resolution of the images taken in Blender to a default resolution of 630 x 840 pixels.
Some of the information of Ip is lost during reduction, but it does not influence the performance of the opti-
miser. Finally, the projected SSM and the Blender images are presented in a MATLAB figure. Then, snapshots
are taken of these figures with a function called getframe to further process them for error calculations. The
resolution of the snapshot might not match the number of elements in the MATLAB figure because the func-
tion is dependent on the screen resolution. To see if that had some influence on the laptop used, a MATLAB
figure was saved as a JPEG picture. The properties of the image gave the pixel resolution of the picture. This
resolution was compared with the binary matrix size of the snapshot in MATLAB. They were both 630 x 840,
thus the resolution of the screen had no influence.

4.2. SSIC accuracy evaluation
Active 3D scanners are tested on their accuracy in a research done by Dickinson et al. [36]. In their research
they 3D printed a residual limb and scanned it with three different active scanners. The scans were compared
with the 3D model that was used for 3D printing. The best scanner, Creaform 3D VIUScan, had a Euclidean
distance of up to 0.20 mm across 95 percent of the surface and a maximum of 2.5 mm. The scanner with the
highest Euclidean distance was the "Sense 3D" from 3D systems, having a mean distance of 1.40 mm across
95 percent of the surface and peaked at 4.0 mm. Looking at table II, the SSIC with 3 cameras can achieve a
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mean Euclidean distance of 1.118 mm with ± 0.565 mm SD. This is comparable with the "Sense 3D", a device
that costs $419. Three comments on this result is that: 1)it is done with a model from the training set, 2)
the centre of the SSM is already aligned with the centre of the sample model, therefore neglecting the opti-
misation process for the translation and rotation and 3) the photos are taken with ideal conditions. These
conditions resulted in easy image segmentation, the perfect projection matrices and a motionless object.

It is shown in figure 3.5 and table III that the SSIC method does not perform so well on a sample from the test
set as opposed to the performance on a sample from the training set. The 3D reconstruction of the sample
from the test set could be better performed if the training set of residual limb models was bigger. The training
set created for the SSM of a residual limb is done with 35 models in this thesis. In a paper written by Ballester
et al. [16] a database of 761 scans was used to make a SSM. Another research constructed a SSM with 700
models [17] and other researchers were able to use even more models [21, 37–39]. In that case, the SSM is
better trained on a bigger variety of shapes and could therefore perform better.

One of the main restrictions of the SSIC method is the creation of the projection matrix. The camera intrin-
sics and extrinsics should be known to start the optimisation process and find the right shape. In the image
acquisition setup build in this thesis project, the camera projection matrix can easily be extracted. The SSIC
method is therefore observed under the most ideal conditions. But using uncalibrated cameras is simulated
by using projection matrices that are unrelated to the cameras pose. As seen in figure 3.6 and table V, the per-
formance is less accurate compared to the model reconstructed in figure 3.5a. This illustrates the importance
of the right pose to make an accurate 3D reconstruction.

Also the influence of the number of camera viewpoints is investigated. It has little effect on the accuracy of
the SSIC method. The VH construction on the other hand became more accurate with more camera view
points as shown in figure 3.9. After using 10 cameras, the VH has an accuracy of a consistent value, whereas
the number of view points has almost no effect on the accuracy of the SSIC method (see table VI). It is also
shown in table VI that the amount of time it takes to run an algorithm, the time complexity, is linearly growing
with the number of cameras. The VH is much faster (figure 4.1b). This concludes that the SSIC is performing
better with a low amount of viewpoints compared to the conventional SfS 3D reconstruction method.

4.3. Commentary on the accuracy measurement
The goal of this thesis is to measure the accuracy of the SSIC method. This is done by using the Euclidean
distance. This measuring method was chosen as it is an easy way to calculate because the models have point-
to-point correspondence. However, there are some concerns about this measuring strategy. The points that
define the maximum Euclidean distance between between the original model and the reconstructed model
are observed more closely. Figure 4.1a illustrates two overlapping models where the points encircled in green
define the maximum Euclidean distance between these two models.

(a) (b)

Figure 4.1: (a) Point clouds of the original model and the modified SSM. The corresponding point with the greatest Euclidean distance
is encircled in green. (b) The maximum Euclidean distance between corresponding points of two comparable models, d1 and the

distance between the surfaces of the models, d2

For a fitting prosthesis, it is more important to measure the surface to surface distance (d2 in figure 4.1b). It
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is therefore unknown if the Euclidean distance is a useful metric for measuring the accuracy. Another com-
monly used metric to compare mesh models is the Hausdorff distance [40–43]. This metric is already used for
comparing the VH with the original model as the two models have an unequal amount of vertices that are also
unrelated. Because the VH was closed at the proximal part of the arm while the original model has a open gap
at the proximal part. The vertices that were closing the mesh were removed so that the Hausdorff distance
was not calculated for these points as those points were not important for the shape. Points with a value of
Xw > 0.1m were cut away for both the original model and the VH. A suggestion for the measuring method is
to use a patch remesher for the target mesh to give it more vertices. Then by using the one-sided Hausdorff
distance, the closest points are searched and used for calculating the distance between the 2 models. Because
of the high density of points, it is more likely to find a point at distance d2 (figure 4.1). Figures B.1 and B.3
shows the Hausdorff measurement on a sample from the test set and a sample from the training set. It differs
from the Euclidean measurements in table III. The maximal distance is lower when looking at the figures B.1
and B.3. This indicates that the surface-to-surface distance has a higher accuracy as the maximum distance
is lower.

4.4. Recommendations for real life implementation
The use of a smartphone as a scanning tool is investigated in this thesis under ideal circumstances. It is useful
to know in advance what the SSIC method is capable of. To perform this method in real life, some things
have to be taken into account. No lighting is involved during the rendering process in Blender. But during
scene projection, Blender clearly separates the foreground from the background by assigning a lower pixel
intensity value to the background than to the foreground. This is done by default and make the conversion to
a silhouette easy, as the foreground and background are already separated. The algorithm used in this thesis
sets a threshold on the pixel intensity values to assign a white colour to the foreground and a black colour to
the background. This process is also known as image segmentation. In real life, people need to pay attention
to the lighting of the scene and the residual limb. Another concern on the image segmentation process is
shown in figure 4.2b. In real life not only the limb is on in the picture, but other human body parts as well
(figure 4.2a an 4.2b). This thesis focused on a loose residual limb as object. However, this can be solved by
setting up a clever photo shoot that does not require too much materials. Punching the residual limb through
a newspaper can already make a difference. The training set of residual limbs should be constructed with
real patients. There is already a study conducted that scanned 81 rectified casts of transtibial residual limbs
[44]. For this research a comparable procedure should be done with patients having a transradial defect.
With highly accurate expensive scanner in the high income countries, a database can be constructed for
the LMICs. A calibrated camera is needed for calculating the projection matrix. The calibration process
often requires extra tools, but as described in chapter 1 the method for 3D reconstruction should be made
accessible and extra hardware makes the method less accessible. To overcome this problem, several solutions
are thought of. In a research performed by Parrilla et al. [17] an A4 size paper is used as an orientation field
for the smartphone to scan feet. In another research, some information about the person to be scanned
(height, size etc.) [16] is filled in by the user. Based on that information, a full body shape outline is predicted
and projected onto the smartphone screen. When the person to be scanned is within the boundaries of
the outline, the smartphone knows the pose and distance to the person, thus it can calculate the projection
matrix. As shown in figure 4.2c, something comparable can be done for the SSIC method. A scanning area
of interest is projected onto the screen of a smartphone. The user should then fit the residual limb to be
scanned into this area. The optimiser is able to translate and rotate the SSM to find the right location where
the projections are aligned with the pictures taken.

(a) (b) (c)

Figure 4.2: (a) Camera top-down view in Blender of a patient. (b) Camera side view in Blender of a patient. (c) SSIC smartphone
application guidance during patient scanning.
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Conclusion

The accessibility of prosthetic devices must be improved in low- and middle-income countries to meet the
demand. The fabrication process of prosthetic devices can be automated with 3D scanning and 3D printing
technologies which enables a rapid and cost-efficient way of producing prostheses. As part of such a sys-
tem, a silhouette-based 3D reconstruction method to model a residual upper limb for the design of a fitting
hand prosthesis is investigated in this thesis. The purpose of the reconstruction method is to generate an
accurate model, a duplicate of the residual limb, by using a smartphone camera. Therefore the goal of this
thesis is to measure the accuracy of the observed 3D reconstruction method. An experimental algorithm is
created that serves two purposes. Firstly, the process of shooting a picture is simulated to generate informa-
tion for the 3D reconstruction. Secondly, it performs an automatic 3D reconstruction based on information
from the first part and a priori knowledge. The 3D reconstruction is data-driven since it uses a parameterised
training dataset of artificially created upper extremity stump shapes. Afterwards, the reconstructed model
is compared with the original model from which the photos are rendered to determine the accuracy of the
silhouette-based 3D reconstruction method. Considering a camera setup with three orthogonal viewpoints,
the highest accuracy measured is 1.12 ± 0.57 mm when a model from the training dataset is photographed
and reconstructed. If models from the test dataset, therefore an unknown shapes, are photographed and
reconstructed with the same camera setup, the highest accuracy is then 6.48 ± 2.15 mm. These results are
close to the accuracy of current 3D scanners used for prosthetic designing. It shows that the accuracy can
be measured more accurately by giving models a denser vertex distribution and find the closest point, thus
approximating a surface-to-surface distance. The performance of the 3D reconstruction can be increased in
two ways. In the first place, the number of models in the training data set should be increased. In the sec-
ond place, the input arguments of the optimiser should be investigated further as that can gain more optimal
solutions for the 3D reconstruction. The observed 3D reconstruction method is compared with the current
practice in the field of 3D reconstructions based on silhouette images. For less than 10 silhouette images,
the observed method is performing more accurately. However, the time complexity is much higher than the
current practice. It is also shown that the observed method can achieve an accuracy of 2.16 ± 1.07 mm with
only 1 silhouette image. A few things must be considered for real-life implementation. The residual limb
must visually be clearly separated from the background for image segmentation. Calibrating the camera is an
essential part for reliable results. These requirements are met with clear instructions on a smartphone appli-
cation. Even though some requirements are needed, this study shows that a data-driven silhouette-based 3D
reconstruction process can make reasonable 3D models of residual limbs automatically. The reconstruction
process can be optimised and real-life tests can be done in future research. It is a promising method that
provides a cheap gateway to obtain a hand prosthesis in low resource settings.
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A
Source Code

The following link will guide you to the GitHub page where the source code of this thesis project can be
found. This will include the Python script for Blender to render a scene for image acquisition, the MATLAB
files needed for the SSIC method and the artificial database of residual limbs.

https://github.com/stevengoes/SSIC
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B
Hausdorff distance figures

Figure B.1: Hausdorff distance measured in MeshLab between two models. The first model is a model created with the SSIC method
where the silhouette images of sample 01 are used. A step size of 0.001 is used for the optimiser and the sample is positioned in Blender

with zero translation and zero rotation. The second model is sample 01. In other words the reconstruction is compared with the
original. On the left side a histogram is shown with the distances in meters.
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Figure B.2: Hausdorff distance measured in MeshLab. Sample 01 from the training set is taken as object for the SSIC method. A step size
of 0.001 is used for the optimiser and the sample is positioned in Blender with zero translation and zero rotation. The Hausdorff

distance is measured between the model created by the SSIC method and the original sample (i.e. sample 01). All 3D point with a value
of X>0.05m are removed. On the left side a histogram is shown with the distances in meters.

Figure B.3: Hausdorff distance measured in MeshLab between two models. The first model is a model created with the SSIC method
where the silhouette images of sample 45 are used. A step size of 0.001 is used for the optimiser and the sample is positioned in Blender

with zero translation and zero rotation. The second model is sample 41. In other words the reconstruction is compared with the
original. On the left side a histogram is shown with the distances in meters.
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Figure B.4: Hausdorff distance measured in MeshLab between two models. The first model is a model created with the SSIC method
where the silhouette images of sample 45 are used. A step size of 0.001 is used for the optimiser and the sample is positioned in Blender

with zero translation and zero rotation. The second model is sample 41. In other words the reconstruction is compared with the
original. All 3D point with a value of X>0.05m are removed. On the left side a histogram is shown with the distances in meters.
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