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ABSTRACT ARTICLE HISTORY

An alternative method for calculating partial molar excess enthalpies and partial molar volumes of Received 25 January 2018
components in Monte Carlo (MC) simulations is developed. This method combines the original idea Accepted 6 March 2018
of Frenkel, Ciccotti, and co-workers with the recent continuous fractional component Monte Carlo

(CFCMC) technique. The method is tested for a system of Lennard—Jones particles at different densi- KEYWORDS

Molecular simulation; partial

ties. As an example of a realistic system, partial molar properties of a [NH,, N,, H,] mixture at chemical molar properties; continuous
equilibrium are computed at different pressures ranging from P = 10 to 80 MPa. Results obtained fractional component Monte
from MC simulations are compared to those obtained from the PC-SAFT Equation of State (EoS) and Carlo; expanded ensembles;
the Peng-Robinson EoS. Excellent agreement is found between the results obtained from MC simu- reaction enthalpy

lations and PC-SAFT EoS, and significant differences were found for PR EoS modelling. We find that

the reaction is much more exothermic at higher pressures.

1. Introduction application of computer simulations to calculate partial
molar properties is limited and more work is needed in
this field [20].

Partial molar properties are first-order derivatives of
the chemical potential [14,15,21,22]. The partial molar
enthalpy of component A in a multicomponent mixture
equals

Partial molar excess enthalpies and partial molar volumes
are key properties in studying thermodynamics of mul-
ticomponent fluid mixtures [1-3]. Knowledge of these
quantities is central to process design of chemical and
biochemical processes [4-11], including separation sys-
tems [12], chemisorption processes [10,11,13], equilib-
rium and non-equilibrium reactive systems [10,11,13,13]. _ 9H 9B1a
Unfortunately, partial molar properties are computation- A= <m> = ( ap > .
ally difficult to calculate and are experimentally difficult T.PNiza BN
to measure at extreme conditions [14-19]. At present,
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For convenience, in this paper, partial molar properties
are considered per molecule instead of per mole. In Equa-
tion (1), H is the enthalpy of the system, N; denotes the
number of molecules (or mole) of component i, w4 is
the chemical potential of component A, P is the imposed
pressure, T is the temperature, 8 = 1/(kpT), and kg is the
Boltzmann constant. The partial molar volume of com-
ponent A equals

5= (), = () @
ONA ) 1o, 9P ),

in which V is the volume of the mixture. In molec-
ular simulation, chemical potentials and partial molar
properties cannot be computed directly as a function of
atomic positions and/or momenta of the molecules in
the system [14,15,22-24], and special molecular simula-
tion techniques are required. To date, different molecular
simulation techniques have been used to compute partial
molar properties: (1) Numerical differentiation (ND): in
a multicomponent mixture, a partial molar property of
component A is computed directly by numerically dif-
ferentiating the total property of the mixture at constant
temperature and pressure with respect to the number of
molecules of component A, while keeping the number
of molecules of all other components constant [1,25,26].
This requires several independent and long simulations.
Therefore, it is not well suited for multicomponent mix-
tures. Moreover, the accuracy of the ND depends strongly
on the uncertainty of the computed total property [14,15];
(2) Kirkwood-Buff (KB) integrals: Schnell e al. have used
KB integrals to compute the partial molar enthalpies for
mixtures of gases or liquids [3,25,27-29]. This method
uses transformations between ensembles and it is numer-
ically difficult to compute partial molar enthalpies. How-
ever, the computation of partial molar volumes using KB
integrals is straightforward [30]; (3) Direct method: in
their pioneering work in 1987, Frenkel, Ciccotti, and co-
workers used the Widom’s test particle insertion (WTPI)
method [31] to compute partial molar properties of com-
ponents in a single MC simulation in the NPT ensem-
ble [14,15]. Due to the inefficiency of the WTPI method
for high-density systems, application of this method is
rather limited [14,32-36]; (4) Difference method (DM):
to avoid sampling issues of the WTPI method, an alter-
native approach was proposed by Frenkel, Ciccotti, and
co-workers which uses identity changes between two
molecule types [14,15]. From this, partial molar prop-
erties of binary systems could be computed. However, if
the two molecules are very different in size or have very
different interactions with surrounding molecules, iden-
tity changes often lead to unfavourable configurations in
phase-space, resulting again in poor statistics.

Over the past years, limitations of different simulation
techniques involving test particle insertions/removals
have led to development of more advanced MC
techniques based on the idea of expanded ensem-
bles [37-40]. Shi and Maginn have introduced the con-
tinuous fractional component Monte Carlo (CFCMC)
method, in which particle insertions/removals take place
in a gradual manner [39-42]. Although the original
method significantly improves the efficiency of molecule
exchanges, additional post-processing is required to com-
pute the chemical potential or derivatives of the chemical
potential. Poursaeidesfahani et al. have introduced
an alternative approach for molecule exchanges in an
expanded version of the Gibbs ensemble (CFCGE) [23]
and an expanded version of the reaction ensemble (serial
Rx/CFC) [43], using a modified CFCMC method. The
advantage is that in CFCGE simulations, only a single
fractional molecule per component is present, and in
serial Rx/CFC simulations, only fractional molecules of
either products or reactants are present in the system.
Besides an improved molecule exchange efficiency, these
approaches allow the computation of chemical potentials
directly without any test particle methods. Throughout
the rest of this paper, the term ‘CFCMC’ will refer to the
latter method by Poursaeidesfahani et al. [43].

This work combines the original idea of Frenkel,
Ciccotti, and co-workers [14,15], and the CFCMC
method to compute partial molar properties by gradual
insertion/removal of molecules. This avoids the draw-
backs of the WTPI method at high densities. As a test
case, partial molar properties in the NPT ensemble and
the expanded NPT ensemble are computed for a 50%-
50% binary LJ colour mixture, i.e. a mixture where all
interactions are identical. Since the WTPI method works
efficiently for this mixture, the results are used to ver-
ify our method. Next, our method is applied to a case
of industrial relevance, i.e. the Haber-Bosch process for
ammonia production [44]. The reason to select this mix-
ture as a realistic case study is that ammonia is a use-
ful chemical commodity and has received lots of atten-
tion both in academia and industry [45-51]. It is also
a promising alternative medium for energy storage and
transportation [52-55]. Industrial ammonia synthesis is
carried out using the Haber-Bosch process with hetero-
geneous iron or ruthenium catalysts at high temperatures
(623-873 K) and at a pressure range of 20-40 MPa [56-
58]. Inindustrial applications, the ammonia synthesis and
many other gas phase reactions are mostly modelled with
cubic Equations of State (EoS) because of their simplic-
ity [59-61]. Ammonia is a molecule that forms hydrogen
bonds, but this phenomenon cannot be modelled using a
standard cubic EoS [62]. Moreover, limitations of using
a cubic EoS in studying thermodynamic properties of



mixtures at high pressures are well known [6,63,64].
Therefore, due to the hydrogen bonding of ammonia, and
the elevated pressures at which the ammonia synthesis
reaction takes place, it is of interest to study the pressure
dependency of partial molar properties of the mixture
using physically based models (i.e. molecular simulation
and PC-SAFT [65-67]), and compare the results to those
obtained from a cubic EoS. In this work, partial molar
properties for the [NH3, N,, H,] mixture at chemical
equilibrium, based on the Haber-Bosch reaction [44,45],
are computed at T = 573 K and a pressure range of
10-80 MPa [46,49,68,69].

This paper is organised as follows. In Section 2, expres-
sions for partial molar properties derived by Frenkel,
Ciccotti, and co-workers are reviewed [14,15]. The for-
mulation of the expanded version of the NPT ensemble
and the corresponding ensemble averages are introduced.
Simulation details and an overview of the systems consid-
ered in our simulations are summarised in Section 3. Our
simulation results are presented in Section 4. It is shown
that the computed partial molar properties for a binary L]
colour mixture obtained using both methods are identi-
cal. Partial molar properties for [NHj;, N,, H, Jmixtures at
chemical equilibrium are computed as a function of pres-
sure. Based on these results, the reaction enthalpy of the
Haber-Bosch process is computed using MC simulations
and EoS modelling. It is shown that the results obtained
from MC simulations and PC-SAFT EoS modelling are in
excellent agreement. The results obtained from PR EoS
modelling deviate from those obtained from MC simu-
lations and PC-SAFT EoS modelling at high pressures.
This leads to a relative difference of up to 8% in calcu-
lated reaction enthalpies at 80 MPa. Our conclusions are
summarised in Section 5.

2. Theory

The most commonly used method for determining the
chemical potential of a component was introduced by
Widom in 1963 [70,71]. The chemical potential of a com-
ponent can be calculated using the WTPI method by
sampling the interaction energy of a test molecule of the
same type, inserted at a randomly selected position in
the system. It is well known that the chemical poten-
tial of component A in the conventional NPT ensemble
of a multicomponent mixture using the WTPI method
equals [14,15,22,70]

L <V/A;

=——1In
MA Na+1

3 exp[—ﬁAUA+]> )

NPT

where N, is the number of molecules of type A in the
mixture, AUA ¥ is the interaction potential of the inserted
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test molecule of type A with the rest of the system, A
is the de Broglie thermal wavelength of component A ,V
is the volume of the system, and P is the imposed pres-
sure. The brackets (- - - ) . pr denote an ensemble average
in the NPT ensemble in which the number of molecules

of each component i is constant.

In 1987, Frenkel, Ciccotti, and co-workers extended
the WTPI method to compute first-order derivatives of
the chemical potential, namely the partial molar excess
enthalpy and the partial molar volume [14,15]. These
authors have shown that the partial molar excess enthalpy
of a component A in the conventional NPT ensemble of a
multicomponent mixture using WTPI method equals

- 1
hex - _ _
tB
((AUA 4+ UGN, V) + PV)V exp [-BAUAY])
(v exp[—,BAUAJr]>Ni’RT

— (U, v) +PV>N“RT, (4)

N;,P,T

where s are the scaled coordinates of molecules in the sys-
tem, N is the total number of molecules, and U(sY, V) is
the total energy of the system. For an ideal gas, the partial
molar excess enthalpy of Equation (4) equals zero, since
there are no interactions between ideal gas molecules.
This is shown analytically in the Supporting Informa-
tion (Online). The partial molar volume of component
A equals

(V2exp [-BAU™])y, by
A = s — (VnopT- 5
A (V exp [_:BAUA+:|)1\][,RT ( )N,,P,T (5)

A detailed derivation of Equations (3)-(5) is provided
in the Supporting Information (Online). Although Equa-
tions (3)-(5) are correct, their application is rather lim-
ited because of the inefficient sampling of the WTPI
method at high densities. Ensemble averages computed
using the WTPI method strongly depend on the sponta-
neous occurrence of cavities large enough to accommo-
date the test molecule. These spontaneous cavities occur
very rarely at high densities which renders the WTPI
method essentially inefficient. To circumvent sampling
problems of the WTPI method, the CFCMC technique is
used to compute the ensemble averages of Equations (3)-
(5) without relying on test particle insertions/removals.
An expanded version of the conventional NPT ensemble
is introduced by adding a so-called fractional molecule
(in sharp contrast to the other molecules which are
denoted by ‘whole molecules’ throughout this paper). The
interaction potential of the fractional molecule is scaled
with a coupling parameter 14 € [0, 1]. A = 0 means
that the fractional molecule has no interactions with the
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surrounding whole molecules, and therefore it acts essen-
tially as an ideal gas molecule. At A = 1, interactions of the
fractional molecule with the surrounding molecules are
fully developed, and the fractional molecule has the same
interaction as a whole molecule of the same component.
Implementation details regarding the scaling of the inter-
action potential of fractional molecules are explained
in our previous work [23,36,43]. The partition function
of the NPT ensemble of a multicomponent mixture of
S monoatomic components expanded with a fractional
molecule of component A equals [23,43]

s
1
Qcrcner =pP —N
l_[ A?N'Ni!

i=1

1 1

x — / din / dvVN*tlexp [-BPV]
AA 0

X /dsNexp[—,BU(sN, )]

Y / a5 exp[—BUA (s2 s, 2a, V)1,
)

where Qcgcnpr is the partition function of the mixture
in the continuous fractional component NPT (CECNPT)
ensemble, N is the total number of whole molecules in
the system (so not including fractional molecules), A; is
the de Broglie thermal wavelength of component i, s are
the scaled coordinates of molecules in the system, Uis the
total interaction potential of whole molecules, and U2 _is
the scaled interaction potential of the fractional molecule
of component A with the whole molecules [39,40,43,43].
Aa € [0, 1] is the coupling parameter for the interac-
tions of the fractional molecule with the surrounding
molecules. The partition function of Equation (6) can be
extended to mixtures of polyatomic molecules by sim-
ply multiplying it by the ideal gas partition function of
each polyatomic molecule (excluding the translational
part) [13,22,72]. This changes only the reference state or
the ideal gas contribution of the partial molar properties
and not the excess part [3,22,72]. In the Supporting Infor-
mation (Online), it is shown that the expression for the
chemical potential of component A in CFCNPT simula-
tions equals

_ ! ( (V) crenpr > 1<p(AAT1)>
pa=—2In(S5—==——) - - | ————).
B Ay (Na+1) B \p(ra | 0)
(7)

The brackets (- - -)crcnpr denote an ensemble average in
the CFCNPT ensemble. The second term on the right-
hand side of Equation (7) is the excess part of the chem-
ical potential of component A, and it is related to the

probability distribution of A [23]. p(As11) is the proba-
bility of 15 approaching 1 and p(Aa0) is the probabil-
ity of A approaching zero. In the Supporting Informa-
tion (Online), it is shown that Equations (3) and (7) yield
identical results.

In the Supporting Information (Online), it is shown
that the partial molar enthalpy of component A can be
computed in the CFCNPT ensemble using

- 1
h = — ] + (H (Aa 1 D)crener

_ (H/V (Aa | 0) )crener )
(1/V (ka4 0) )crener |

where (H(Xa11))crener is the ensemble average enthalpy
of the system in the limit at which A, approaches one;
(H/'V (sl 0))crener is the ensemble average of the ratio
between total enthalpy and the volume of the system in
the limit at which A approaches zero. In the Supporting
Information (Online), it is shown that Equations (8) and
(4) yield identical results.

The expression for the partial molar volume of com-
ponent A in the CFCNPT ensemble equals

Ua = (V(Aa 1 D)erener — (1/V (Aa 4 0))croner »
)

where (V(As11))crener is the ensemble average of vol-
ume when A, approaches one, and (1/V (As0))crener
is the ensemble average of the inverse volume when X5
approaches zero. In the Supporting Information (Online),
it is shown that the computed ensemble average of Equa-
tion 9 is equal to that computed in the conventional
NPT ensemble (Equation (5)). Furthermore, it is shown
that the partial molar volume of an ideal gas molecule
obtained from Equations (5) and (9) results in RT/P (as
expected). Using Equations (7)-(9), one can compute the
chemical potential, partial molar excess enthalpy, and
partial molar volume of a component in a single sim-
ulation without relying on the WTPI method or iden-
tity changes. A potential drawback of using Equations
(8) and (9) is that the partial molar (excess) properties
are obtained by subtracting two large numbers (at A =
1 and at & = 0) with a (relatively) small difference. This
may induce large error bars, similar to the ND method
explained earlier. In Section 3, it is explained how this can
be avoided.

The partial molar excess enthalpy of component A in
a mixture can also be computed using EoS modelling.
In this paper, partial molar excess enthalpies and partial
molar volumes of NHj, N, and H, are computed using
the PR EoS [73,74] and the PC-SAFT EoS [65,66,75-77].
Details about PR EoS and PC-SAFT EoS are provided in



Section 5 of the Supporting Information (Online). The
expression for the partial molar enthalpy of component
A, relative to the standard reference state, equals [2]

BA(T.P) = Ry + [a(T, ) = s (Tre, Per) |

n [izf;‘(T, P) — BX(T, Pref)] , (10)

where T, and P, are the standard reference state tem-
perature and pressure defined at 298 K and 1 bar, respec-
tively. b, , is the formation enthalpy of component A
at the standard reference state (Trer, Prer), which can be
found in the literature [2,78,79]. The second term on the
right-hand side of Equation (10) is associated with the
enthalpy difference at (T, Prf) at constant composition
relative to the reference state. The last term on the right-
hand side of Equation (10) is associated with the excess
enthalpy difference between states (T, P) and (T, Pyef).
This accounts for departure from ideal gas behaviour rel-
ative to the standard reference pressure [2]. h$*(T, P) can
be obtained from molecular simulation (Equations (8)
and (9)), EoS modelling, or the literature. At high tem-
peratures and a pressure of 1 bar, h$ (T, Pr) is considered
to be zero (ideal gas behaviour). The reaction enthalpy of
the Haber-Bosch process (per mole of N,) at state (T, P)
is calculated using

A(T, P) = 2hyy, (T, P) — hy, (T, P) — 3hy, (T, P).
(11)

3. Simulation details

In CFCNPT ensemble simulations, beside thermalisa-
tion trial moves [22] (volume changes, translations, rota-
tions, etc.), three additional trial moves involving the
fractional molecule were used to facilitate the gradual
insertion/removal of molecules during the simulation:
(1) Changes in A: the coupling parameter A is changed
while keeping the positions of all molecules including the
fractional molecule constant [43]. For changes in 2, it is
required that A is confined to the interval [0, 1] [23,43].
(2) Reinsertions: the fractional molecule is reinserted at a
randomly selected position while keeping the positions of
all the whole molecules and the value of A constant [43].
(3) Identity changes: the fractional molecule is changed
into a whole molecule of the same component, and a ran-
domly selected whole molecule of the same component
is changed into a fractional molecule while keeping the
value of A constant [43]. These trial moves are accepted or
rejected based on Metropolis acceptance rules (and auto-
matically rejected when the new value of A is outside the
interval [0, 1]) [22]. It is efficient to combine trial moves
(2) and (3) into a single hybrid trial move, as trial move
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(2) has a high acceptance probability only at low values
of A, and trial move (3) has a high acceptance probabil-
ity only at high values of A. In this hybrid trial move, trial
move (2) is only selected at low values of A, and trial move
(3) is only selected at high values of L. This avoids the
situations in which trial moves with a very low accep-
tance probability are selected. Since the value of A does
not change during this hybrid trial move, the probabilities
of selecting this trial move and the reverse trial move are
identical, and therefore the condition of detailed balance
is not violated [22,43]. In practice, one uses a switching
point at A = A; to select a trial move of either type (2) or
type (3). To facilitate the sampling of A, a weight function
(W(X)) was used to ensure that the sampled probability
of A is flat [39,40]. In all simulations, maximum molecule
displacements, maximum rotations, and maximum vol-
ume changes were adjusted to achieve on average 50%
acceptance. By attempting a large number of trial moves
of types (1), (2), and (3), one can significantly reduce the
statistical errors of the computed partial molar properties
(Equations (7)-(9)). We found that the hybrid trial moves
significantly improve the sampling and reduce the error
bars of the computed partial molar properties.

As a proof of principle, MC simulations were per-
formed to compute the partial molar properties of a
binary L] colour mixture (composition: 50%-50%), both
in the conventional NPT ensemble using the WTPI
method and in the CFCNPT ensemble. All simulations
were carried out at a reduced temperature of T" = 2 and
reduced pressures between P* = 0.1 and P" = 9, lead-
ing to average reduced densities between p” = 0.052 and
P = 0.880. The binary colour mixture contained 200 L]
molecules. o and € were set as units of length and energy,
respectively. For convenience, the thermal wavelength A
was set to unity, and all L] interactions were truncated and
shifted at 2.5¢. In the conventional NPT ensemble, 6 x
10% production cycles were carried out. Each cycle con-
sists of N MC trial moves. Each trial move was selected
with the following probabilities: 1% volume changes and
99% translations. To sample partial molar properties of
each component, ten trial insertions per cycle were per-
formed. In the CFCNPT ensemble simulations, 50 x 10°
production cycles were carried out for the same binary
mixture at the same reduced temperature and reduced
pressures. Each trial move was selected with the following
probabilities: 1% volume changes, 33% translations, 33%
A changes, and 33% hybrid trial moves as described ear-
lier. In these hybrid trial moves, a switching point at A; =
0.3 is defined. For A > A, identity changes are attempted,
and otherwise a random reinsertion is attempted.

The equilibrium compositions of the [NHj, N,, H,]
mixture at 573 K and at various pressures from 10 to
80 MPa were obtained by performing the reaction
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ensemble simulations of the Haber-Bosch process as
described in our previous work [43]. The computed equi-
librium compositions are in excellent agreement with
experimental data [46,48,49]. All molecules are rigid, and
a combination of L] and electrostatic interactions is used
for the force fields. All force field parameters for NHj;, N,
and H, [80-82], cut-off radii for L] and electrostatic inter-
actions and mixture compositions at equilibrium condi-
tions [43] are provided in Tables S1 and S2 of the Support-
ing Information (Online). L] potentials are truncated but
not shifted, and analytic tail corrections are applied [22].
The Wolf method was used for the calculation of the
electrostatic interactions [83-85]. For simulation details
of the reaction ensemble, the reader is referred to the
original paper [43]. Equilibrium compositions were then
used to initiate the NPT and CFCNPT simulations of the
[NH;, N,, H,] mixture. The equilibrium compositions
were also used as input for PR EoS modelling and PC-
SAFT EoS modelling. Simulation details corresponding
to each method are summarised below:

(a) CFCNPT ensemble: simulations were carried out
to compute partial molar properties of NH3, N,
and H; at 573 K and eight pressures between P =
10 and 80 MPa. To compute partial molar proper-
ties of each component, separate simulations were
performed in the CFCNPT ensemble, in which
one fractional molecule of that component was
added to the system. This was repeated for all eight
pressures, leading to a total number of 24 indepen-
dent simulations. The starting mixture composi-
tions for each pressure are listed in Table S1 of the
Supporting Information (Online). At each pres-
sure, six independent simulations were carried out
where 2 x 10° equilibration cycles were performed
to compute the weight function W()) using the
Wang-Landau algorithm [86,87]. In each cycle,
the number of trial moves equals the number of
molecules. Starting with equilibrated configura-
tions and weight functions, 3.2 x 10° produc-
tion cycles were carried out. This leads to six data
points per pressure per component. Trial moves
were selected with the following probabilities: 1%
volume changes, 35% translations, 30% rotations
and 17% changes in X, and 17% hybrid trial moves.
Just as for the simulations of the L] system, for the
two remaining trial moves (reinsertions and iden-
tity changes), a switching point at A; = 0.3 was
used. Extrapolation was used to evaluate Equa-
tions (7)-(9) at A, =0and A = 1.

(b) ND method: NPT ensemble simulations of the
[NH3;, N,, H,] mixture were carried out to
compute the partial molar properties of each

component at 573 K and a pressure range of P =
10 to 80 MPa. To compute the partial molar prop-
erties of NH;, N, or H, (component A) at each
pressure, NPT ensemble simulations of the mix-
ture were performed by changing the number of
the molecules of component A with respect to that
of the equilibrium mixture (N4 ), while keeping the
number of all other molecules in mixture constant.
Seven mixture compositions were used with Ny £
1, Na, No &£ 3 and N4 & 5 molecules around the
composition of the equilibrium mixture. Indepen-
dent NPT simulations were performed for every
mixture composition and pressure to compute the
total enthalpy (H) and the volume (V) of the mix-
ture as a function of Nu. First-order polynomi-
als were fitted to the H and V as a function of
Ny. The slopes of these lines were calculated to
obtain the partial molar excess enthalpy (he* =
(0H®/3dN)1 pN,,,) and the partial molar volume
(va = (8V/ONa) 1 pn,,,) of component A, respec-
tively. Each NPT simulation was carried out with
2 x 10° equilibration cycles and 5 x 10° produc-
tion cycles. In each MC step, N trial moves were
selected with the following probabilities: 1% vol-
ume changes, 49.5% translation trial moves and
49.5% rotation trial moves.

(c) EoS modelling: the PC-SAFT and PR EoS
were used to the compute partial molar excess
enthalpies and partial molar volumes of the
[NH3;, N,, H,] mixture at the same temperature
and pressure range. The same mixture com-
positions were used for these calculations. For
PC-SAFT EoS modelling, ammonia is treated
as an associating molecule with four association
sites [77,88]. The binary interaction parameters
(BIPs) are set to zero both for the PR EoS and
PC-SAFT EoS. For additional details, the reader is
referred to the Supporting Information (Online).

4, Results

To illustrate the trial moves for the fractional molecule,
in Figure 1(a), the acceptance probabilities for reinser-
tions and identity changes are shown as a function of A,
for the L] systemat (p") = 0.052, (p") = 0.433,and (p") =
0.880. Reinsertion trial moves of fractional molecules are
always accepted when A approaches zero. This is the case
for all densities/pressures, which is due to the very lim-
ited interactions of the fractional molecule at low val-
ues of A. For the system at the highest reduced density
({(p") = 0.880), reinsertion attempts are mostly rejected
for A > 0.3. This is due to overlaps between the reinserted
fractional molecule and whole molecules. The acceptance
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Figure 1. (a) Acceptance probabilities for reinserting and (b) iden-
tity changes of the fractional molecule of a binary LJ colour mix-
ture (50%-50%) consisting of 200 molecules at " =2 and different
reduced pressures. In both subfigures: P* = 0.1 and (") crcypr=
0.052 (dashed line), P = 1and (0")cecyer= 0.433 (dash-dotted
line), P =9 and (p") crcyper= 0.880 (solid line).

probabilities of attempted identity changes as a function
of A are shown in Figure 1(b). In sharp contrast to reinser-
tions, molecule exchanges are mostly accepted when the
value of A is close to one. This is expected as a fractional
molecule with nearly fully scaled interactions behaves
almost as a whole molecule. Therefore, the energy dif-
ference associated with this trial move is small at values
of A close to one. For the system with the highest den-
sity, identity changes are mostly rejected when 1 < 0.3. A
whole molecule within an equilibrated system already has
favourable interactions with the surrounding molecules.
For small values of A, exchanging a whole molecule with
the fractional molecule results in formation of a cavity
which has an unfavourable energy. As a result, the energy
difference associated with this trial move is high at low
values of A. It can be concluded that defining a switch will
ensure a high acceptance probability for the hybrid trial

~N
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p*

Figure 2. (a) Computed partial molar excess enthalpies (Equa-
tions (4) and (8)) and (b) partial molar volumes (Equations (5) and
(9)) of a LJ molecule in a binary colour mixture consisting of 200
molecules (50%-50%) at T~ = 2, reduced pressures between P* =
0.1and P* = 9, and reduced densities ranging from (o) cecyer =
0.052 t0 (") crenpr = 0.880. For an ideal gas, a horizontal line
is expected in (b). In both subfigures: computed properties in
the CFCNPT ensemble (triangles), computed properties using the
WTPI method in the conventional NPT ensemble (squares) as pro-
posed by Frenkel, Ciccotti, and co-workers [14,15]. Some error bars
may be smaller than the symbol size. Raw data are listed in Table
S3 of the Supporting Information (Online).

move as explained in Section 3. It is found that the same
value can be used for the switching point (A; = 0.3) in the
simulations of the [NH3, N;, H;] system. We feel that this
is a coincidence.

To validate our final expressions for the partial molar
excess enthalpy and partial molar volume (Equations
(8) and (9)), the values of the partial molar properties
obtained using simulations in the CFCNPT ensemble
and simulations in the NPT ensemble (as proposed by
Frenkel, Ciccotti, and co-workers [14,15]) are compared
in Figure 2. The excellent agreement between the results
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shows that Equations (8) and (9) are implemented cor-
rectly. For values of A close to one and zero, the quanti-
ties in Equations (8) and (9) are well behaved. For a typ-
ical example, the reader is referred to Figures S3 and S4
of the Supporting Information (Online). The error intro-
duced by extrapolating is smaller than the error bars from
the independent simulations. Computed excess chemical
potentials using both methods (Equations (3) and (7)) are
in excellent agreement as well. The raw data of Figure 2
and the excess chemical potentials are listed in Table S3 of
the Supporting Information (Online). The partial molar
excess enthalpies of the L] system at a reduced tempera-
ture of T" = 2 and reduced pressures between P = 0.1
and P" = 9 are computed using both methods, and the
results are compared in Figure 2(a). At low pressures (low
densities), excellent agreement is found, and the error
bars are small. In Figure 2(a), it is shown that the val-
ues of partial molar excess enthalpies approach zero at
low pressures which indicates (and confirms) the ideal gas
behaviour. However, there is a clear distinction between
the computed partial molar excess enthalpies at high pres-
sures (high densities) using these two methods. The per-
formance of the method proposed by Frenkel, Ciccotti,
and co-workers [14,15] strongly depends on the sam-
pling efficiency of the WTPI method, and it is well known
that WTPI becomes less efficient at high densities [34,36].
Indeed, the values of partial molar excess enthalpies com-
puted using the WTPI method display scatter as the
pressure increases, and the error bars are significantly
larger compared to those obtained from CFCNPT sim-
ulations. CFCNPT simulations provide better statistics
for computing the partial molar excess enthalpies as the
density of the system increases, and the magnitude of
the error bars remains almost the same for the whole
pressure range. Average partial molar volumes computed
using both methods are shown in Figure 2(b). Similarly,
this comparison shows that computation of the partial
molar volumes using the WTPI method at high pressures
results in poor statistics. Average partial molar volumes
computed using CFCNPT simulations have considerably
smaller error bars at high pressures.

It is instructive to compare the efficiency of the
CFCNPT method with the ND method. This was tested
for the LJ systems. To compute the partial molar prop-
erties using the ND method, two simulations are per-
formed in the NPT ensemble (with N — 1 and N + 1
molecules, respectively). The partial molar properties in
the CFCNPT ensemble are obtained by computing the
quantities in Equations (8) and (9) at A =0 and X =1
in a single simulation. Essentially, in both methods, the
derivatives of Equation (1) are computed using two data
points. This means that to obtain the same accuracy in the
computed partial molar properties, a single simulation

< /[kJ.mol !

hex
G,

10 20 30 40 50 60 70 80
P/[MPa

/[m?®.mol ™!

UNH;

0.02 0.04 006 008 0.1
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Figure 3. (a) Computed partial molar excess enthalpies of NH; and
(b) computed partial molar volumes of NH; in a [NH;, N, H,]
equilibrium mixture at 573 K and pressure range of P =10-80 MPa.
The compositions of the mixtures are obtained from equilibrium
simulations of the Haber-Bosch reaction using serial Rx/CFC [43],
and are listed in Table S1 of the Supporting Information (Online).
In both subfigures: computed properties using the PR EoS (solid
black line), computed properties using the PC-SAFT (dashed red
line), computed properties using the ND method (squares), com-
puted properties in the CFCNPT ensemble (triangles) using Equa-
tions (8) and (9). Zero BIPs were used for the EoS modelling. Raw
data are listed in Table S4 of the Supporting Information (Online).

performed in the CFCNPT ensemble inevitably needs to
be longer than each of the NPT simulations. We have ver-
ified numerically that the error bars are very similar for
both methods for a given amount of CPU time (data not
provided here). The advantage of the CFCMC approach is
that one can compute the excess chemical potential from
the same simulation (Equation (7)).

In Figure 3, the partial molar excess enthalpies and
the partial molar volumes of NH; are plotted as a func-
tion of pressure. The raw data with error bars are listed
in Table S4 in the Supporting Information (Online). The



results are presented from the four methods discussed
in Section 3, namely the PR EoS modelling, the PC-
SAFT EoS modelling, the ND method, and the CFCNPT
simulations. Figure 3(a) shows that the results of the
CECNPT ensemble simulations are in excellent agree-
ment with those obtained from the ND method. This is
used as an independent check to validate our method
for systems other than a LJ system. The values of par-
tial molar excess enthalpies of NHj are negative, and they
decrease with increasing pressure. Excellent agreement
is also found between the results from MC simulations
and EoS modelling for pressures up to 50 MPa. At pres-
sures higher than 50 MPa, the results obtained from PR
EoS and PC-SAFT EoS deviate slightly from each other
(0.88 kJmol~! at P = 80 MPa). For pressures between
50 and 80 MPa, computed partial molar excess enthalpies
of NH; obtained from MC simulations agree better with
those obtained from the PR EoS. Computed partial molar
volumes of NH; using all methods are shown in Figure
3(b). The results from MC simulations and EoS modelling
are in excellent agreement for the whole pressure range.

In Figure 4(a), computed partial molar excess
enthalpies of N, are shown as a function of pressure.
In contrast to NHj, the values of the partial molar excess
enthalpies of N, are positive and increase with increas-
ing pressure. In addition, the difference between the
PC-SAFT EoS and the PR EoS is more obvious, specifi-
cally for pressures higher than 50 MPa. As the pressure
increases, better agreement is found between the results
obtained from the PC-SAFT EoS and CFCNPT simula-
tions. In Figure 4(b), the computed partial molar volumes
of N, are plotted as a function of pressure. Overall, very
good agreement between all methods is observed. Raw
data are listed in Table S5 in the Supporting Information
(Online). Computed partial molar excess enthalpies
of H, increase also with increasing pressure, as shown
in Figure 5(a). The results obtained from the PR EoS
deviate the most from the other methods. This differ-
ence contributes directly to a significant deviation in
the calculated reaction enthalpy (Figure 6) using the
PR EoS, specifically at high pressures. The partial molar
excess enthalpies obtained from MC simulations and
PC-SAFT EoS are in excellent agreement for pressures
up to 70 MPa. Partial molar volumes of H, computed
using different methods are in excellent agreement as
shown in Figure 5(b). Raw data are listed in Table S6 in
the Supporting Information (Online).

Excess chemical potentials of NH;, N, and H, are
computed using EoS modelling, CFCNPT simulations,
and the results are compared to those obtained from
serial Rx/CFC simulations [43] in Figures S5-S7 in the
Supporting Information (Online). Raw data are listed in
Tables S7-S9 of the Supporting Information (Online).
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Figure 4. (a) Computed partial molar excess enthalpies of N, and
(b) computed partial molar volumes of N, ina [NH;, N,, H,] equi-
librium mixture at 573 K and pressure range of P = 10-80 MPa.
The compositions of the mixtures are obtained from equilibrium
simulations of the Haber—Bosch reaction using serial Rx/CFC [43],
and are listed in Table S1 of the Supporting Information (Online).
In both subfigures: computed properties using the PR EoS (solid
black line), computed properties using the PC-SAFT (dashed red
line), computed properties using the ND method (squares), com-
puted properties in the CFCNPT ensemble (triangles) using Equa-
tions (8) and (9). Zero BIPs were used for the EoS modelling. Raw
data are listed in Table S5 of the Supporting Information (Online).

Computed excess chemical potentials using the different
methods are within 1 k] mol~!.

Our results from the PR EoS modelling were obtained
using zero BIPs, and slight improvement is expected
when using non-zero BIPs [89]. The non-zero BIPs for
the PR EoS were taken from the Aspen Plus software
(version 8.8) [90]. The partial molar excess enthalpies
of NH;, N; and N, were computed using PR EoS
modelling with non-zero BIPs, and the results are pre-
sented in Figs. S8-S10 in the Supporting Information
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Figure 5. (a) Computed partial molar excess enthalpies of H, and
(b) computed partial molar volumes of H, ina [NH;, N,, H,] equi-
librium mixture at 573 K and pressure range of P = 10-80 MPa.
The compositions of the mixtures are obtained from equilibrium
simulations of the Haber—Bosch reaction using serial Rx/CFC [43],
and are listed in Table S1 of the Supporting Information (Online).
In both subfigures: computed properties using the PR EoS (solid
black line), computed properties using the PC-SAFT (dashed red
line), computed properties using the ND method (squares), com-
puted properties in the CFCNPT ensemble (triangles) using Equa-
tions (8) and (9). Zero BIPs were used for the EoS modelling. Raw
data are listed in Table S6 of the Supporting Information (Online).

(Online). It is shown that the difference between the par-
tial molar excess enthalpies obtained from the PR EoS and
MC simulations/PC-SAFT become smaller at low and
medium pressures, but only for N, and H,. At high pres-
sures, large differences between the results obtained from
the PR EoS (using non-zero BIPs) and the other meth-
ods remain an issue. No changes were observed for the
computed partial molar volumes of all components, using
non-zero BIPs. Using BIPs enhances the performance of
the EoS mainly in Vapour Liquid Equilibria (VLE), cal-
culations and not elsewhere [89,91].
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Figure 6. Computed reaction enthalpy of the Haber—Bosch pro-
cess per mole of N, at 573 K and pressure range of P = 10-80 MPa.
The arrow on the left indicates the value of the reaction enthalpy at
standard reference pressure (P, = 1bar). The compositions of the
mixtures are obtained from equilibrium simulations of the Haber—
Bosch reaction using serial Rx/CFC [43]. Different methods used to
compute enthalpy of reaction: PR EoS (solid line). PC-SAFT (dashed
red line), ND method (squares), CFCNPT ensemble (blue triangles).
Zero BIPs were used for the EoS modelling. Raw data are listed in
Table S12 of the Supporting Information (Online).

The reaction enthalpies of the Haber-Bosch process
are computed at temperature of 573 K and a pressure
range of P = 10-80 MPa using Equations (11) and (10).
The formation enthalpies and the ideal gas contributions
are obtained from the data provided in Tables S10 and
S11 of the Supporting Information (Online). The partial
molar enthalpies in Equation (10) are computed using
the four methods discussed in Section 2. The results are
shown in Figure 6, and the raw data are compiled in
Table S12 of the Supporting Information (Online). The
reaction enthalpy of the ammonia synthesis reaction at
573 K and standard reference pressure of P, = 1 bar is
102.07 kJ per mole of N,. This is indicated in Figure 6
as a reference. Excellent agreement is observed between
the reaction enthalpies computed using MC simulations
and the PC-SAFT EoS for pressures up to 80 MPa. The
reaction enthalpy computed using the PR EoS deviates
from the other methods as pressure increases (up to 8%
at 80 MPa). This is associated with the well-known limi-
tations of cubic EoS. At high pressures, volumetric esti-
mates, fugacity coefficients and other related derivative
thermodynamic properties calculated using the PR EoS
are known to be inaccurate [6,59,63,64]. Although it is
one of the most widely used cubic EoS in industry [92],
certain drawbacks are associated with using cubic EoS.
A cubic EoS cannot accurately estimate the properties of
a fluid for a full temperature and pressure range. More-
over, the density dependency of the co-volume term
is not known, and many different modifications of the



attractive term have been proposed in the litera-
ture [59,93]. In contrast to cubic EoS, the PC-SAFT EoS
is more physically based and takes into account associ-
ation interactions [67]. Therefore, for associating mix-
tures (including the mixture studied in this work), the
results from PR EoS modelling are expected to be less
accurate compared to those obtained from the PC-SAFT
EoS modelling and molecular simulations, especially at
high pressures [94].

In Figure 6, it is shown that the contributions of the
partial molar excess enthalpies to the reaction enthalpy of
the Haber-Bosch process become significant at high pres-
sures. Not including the contribution of the partial molar
excess enthalpies results in differences of 24%-64% rela-
tive to the reaction enthalpy at the reference pressure, in
the pressure range of 30-80 MPa. From Table S1, one can
observe that at chemical equilibrium, the mole fraction
of NH; increases when the pressure increases. As NHj
molecules show association behaviour [62], this results
in favourable NH;-NHj interactions. This is reflected by
the negative partial molar excess enthalpy of NHj3 at high
pressures (see Figure 3). In sharp contrast to NHj, the
N,-N, and H,-H, interactions become less favourable
at high pressures as indicated by a positive partial molar
excess enthalpy (see Figures 4 and 5). The net result of the
pressure behaviour of the partial molar excess enthalpies
is that the reaction enthalpy becomes more exothermic at
high pressures.

Instead of running three different simulations for the
[NH;, N, H;] equilibrium mixture, (each with a single
fractional molecule of a different type), it is possible to
run a single simulation with three fractional molecules at
the same time (one of each component). For sufficiently
large systems, the fractional molecules do not influence
each other, and the structure of the fluid is not disturbed
by the presence of the fractional molecules [95]. There-
fore, one may compute the partial molar properties of
all components in a single CFCNPT simulation using the
same method explained in Section 2. The drawback is that
more production cycles are needed to obtain results with
the same accuracy. More cycles are needed because the
number of trial moves related to the coupling parameter
are now distributed between three fractional molecules,
instead of one. In Table S13 of the Supporting Informa-
tion (Online), a comparison is made between this pro-
cedure and three separate simulations for the equilib-
rium mixture at P = 50 MPa. Good agreement is found
between both methods.

5. Conclusions

An alternative method is presented to compute partial
molar excess enthalpies and partial molar volumes in
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the NPT ensemble combined with CFCNPT. To com-
pute partial molar properties of component A in a mix-
ture, the NPT ensemble of the mixture is expanded with
a fractional molecule of type A. Computation of partial
molar properties in the CFCNPT ensemble does not have
the drawbacks of Widom-like test particle methods, since
particle insertions/removals take place in a gradual man-
ner. Three additional trial moves associated with the frac-
tional molecule are introduced: (1) changing the coupling
parameter of the fractional molecule (1), (2) reinsertion
of the fractional molecule at a randomly selected posi-
tion, (3) changing the identity of the fractional molecule
with a randomly selected molecule of the same type. The
latter two trial moves can be efficiently combined into a
hybrid trial move which significantly enhances the sam-
pling of partial molar properties. As a proof of princi-
ple, this method is compared to the original method of
Frenkel, Ciccotti, and co-workers [14,15] for a binary
LJ colour mixture at constant composition and differ-
ent conditions. Partial molar properties obtained using
both methods are in excellent agreement. Our method
is also applied to an industrially relevant system: mix-
tures of NHj3, N, and H, at chemical equilibrium. We
also compared our method to the ND method. This
provides an independent check for the results obtained
from CFCNPT simulations. Excellent agreement is found
between the results obtained from the ND method and
the CFCNPT ensemble simulations. It would be interest-
ing to investigate how the method works for associating
large molecules with complex internal degrees of freedom
and strong intramolecular interactions. For such systems,
conformations with A = 0 and A = 1 will be very differ-
ent. The PR EoS and PC-SAFT EoS are also used to com-
pute the partial molar properties of NH;, N, and H, at
the same mixture compositions and conditions. Excellent
agreement was found between the results obtained from
the molecular simulations and the PC-SAFT EoS mod-
elling. The results obtained from the PR EoS deviate from
the other methods at high pressures. It is shown that the
contribution of the partial molar enthalpies in calculat-
ing the reaction enthalpy of the Haber-Bosch process is
significant at high pressures (up to 64% at a pressure of
80 MPa, relative to the reaction enthalpy at a pressure of
1 bar). It is observed that at high pressures, the contribu-
tion of the partial molar excess enthalpies is not negligi-
ble for this process, leading to a more exothermic process
at high pressures. It is expected that partial molar prop-
erties at high pressures are more accurate using a physi-
cally based EoS such as PC-SAFT or advanced MC tech-
niques compared to a cubic EoS. However, cubic EoS are
widely used to study other industrially important appli-
cations due to their simplicity; for example, the methanol
synthesis reaction which is carried out at elevated
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pressures up to 10 MPa [19,60,61]. To better understand
these processes, it is important to use methods which can
accurately model the nonideal behaviour of the system.
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