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A B S T R A C T

Electrochemical reactors, such as water electrolyzers, CO2 electrolyzers, fuel cells, and flow batteries, will be 
essential in electrifying industry as part of the global transition towards a defossilized and sustainable economy. 
These technologies require further optimization to enhance efficiency and reduce costs for widespread adoption. 
Hydrodynamics and mass transfer at electrode–electrolyte interfaces significantly affect electrochemical con-
version reactions by influencing the reactant availability and pH in the local reaction environment. 3D elec-
trodes, such as flow-through foams and suspension electrodes, hold a great advantage over 2D electrodes as they 
moderate pH changes and reactant depletion by spreading the current over a larger electrode area and electrolyte 
volume. We study the diffusion boundary layer in operando around a single mm-sized particle, representing an 
element of a 3D electrode. We visualize the local and transient pH with Fluorescence Lifetime Imaging Micro-
scopy (FLIM) during H2O reduction at various current densities and electrolyte flow velocities at a resolution 
down to 9 μm and 2 Hz. In addition, we apply an intermittent current to investigate how long the capacitive 
electric double layer of a suspension electrode particle can maintain an electrochemical reaction during their 
time of non-contact with a current collector, mimicking applications with Faradaic charge transfer (i.e. flow 
batteries, microbial fuel cells, capacitance-based electrolyzers). We demonstrate that the diffusion boundary 
layer is not symmetrical, but depend on the direction of the electric field, the current density and the flow 
conditions. The substantial pH gradients and boundary layer formation at the scale of hundreds of micrometers 
underline the importance of controlling flow in or around electrodes, making 3D electrodes an important asset 
for creating suitable reaction conditions in mass transport-limited electrochemical conversions.

1. Introduction

Developing technologies for sustainable production methods in the 
chemical industry is essential in the energy transition and decarbon-
ization of industry [1,2]. Electrochemical processes are gaining interest 
as alternatives to thermochemical routes, for example to synthesize 
high-value chemicals and fuels from renewable energy sources and 

captured CO2 [3]. Base materials such as syngas, formic acid, and 
ethylene are produced in CO2 electrolyzers as intermediates and are 
processed further to obtain the essential hydrocarbons without using 
fossil fuels as carbon source [4,5]. Additional electrochemical reactor 
applications include technologies for hydrogen [6,7], salinity gradient 
energy [8], energy storage [9,10], carbon capture [11,12], and waste-
water treatment [13–16]. Although these electrochemical technologies 
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are promising, high costs, low efficiency, and poor stability pose 
considerable challenges for large-scale application of electrochemical 
reactors [4,17].

Working at high current density while maintaining high product 
selectivity and long-term stability is challenging, but essential for real-
izing economic viability of many of these new technologies. High cur-
rent densities can cause severe local concentration gradients (or 
depletion) of redox active species with low solubility and can negatively 
affect product selectivity and catalyst stability [18,19]. In case of 
proton-coupled electron transfer reactions, this causes local pH gradi-
ents, which can hamper the reaction efficiency. Therefore, fast mass 
transport is extremely important to counter depletion and loss of 
selectivity. In particular, regarding the example of electrochemical CO2 
reduction, the selectivity towards carbonaceous products critically de-
pends on maintaining a narrow pH window of 7–8 near the electrode 
[20] to suppress the Hydrogen Evolution Reaction (HER) [18,21,22]. 
Just like other proton-coupled electron transfer reactions, CO2 reduction 
suffers from considerable energy and selectivity losses when the pH at 
the surface is higher, because the high pH raises the Nernst potential and 
shifts the equilibrium of dissolved CO2 towards (bi)carbonate 
[21,23,24]. Hence, understanding mass transport and pH profiles is 
essential to limit performance loss during operation at high current 
densities.

However, direct measurements of local concentrations are sparse, 
and limited to flat sheets or gas diffusion electrodes [25–27]. The elec-
trode geometry is pivotal for the development of diffusion boundary 
layer and the pH profile near the electrode. 3D electrodes, which can be 
flow-through electrodes such as foams or suspension electrodes, hold a 
clear advantage over flat electrodes in this regard, because 1) they 
spread the current over a larger electrode area and electrode volume, 
moderating the local current density and surface pH [28,29], and 2) they 
disrupt the flow to prevent diffusion boundary layers from developing 
over the length of the electrode. A continuously undeveloped diffusion 
boundary layer improves mass transport, which is reflected in higher 
Sherwood numbers [30]. Flow-through electrodes are a popular choice 
for a variety of applications, including water electrolysis and CO2 elec-
trolysis [28,31,32], and flowable suspension electrodes (sometimes 
referred to as slurry electrodes) have been found especially effective in 
Flow electrode Capacitive Deionization (FCDI) [33,34], Electrochemical 
Flow Capacitors (EFCs) [35,36], Redox Flow Batteries (RFBs) [9,37], 
and microbial fuel cells (MFCs) [38,39]. However, these previous works 
on 3D electrodes have focused on studying the performance parameters 
(such as power density and removal efficiency), without detailed insight 
in the local reaction conditions. At the same time, 3D electrodes feature 
strongly heterogeneous flow and concentration fields, where the diffu-
sion boundary layer develops under flow around an electrode segment 
(filaments in case of flow through, particles in case of a suspension). 
Hence, we need to further understand the local reaction conditions in 3D 
electrodes and the extent to which the capacitance contributes to elec-
trochemical conversion in suspension electrodes.

Therefore, in this work we investigate the local pH at the electro-
de–electrolyte interface of a reactive particle representing an element in 
a 3D electrode, and we evaluate the Faradaic contribution during the 
discharge of a capacitive particle. We inserted a single Activated Carbon 
(AC) particle electrode in an electrolytic flow cell and imaged the local 
pH with Fluorescent Lifetime Imaging Microscopy (FLIM) [21,40] under 
various current densities and flow conditions relevant for a particle in a 
flowing suspension. We determine the pH around the particle electrode 
and use the resulting OH− concentration to extract the diffusion 
boundary layer thickness in all directions around the single-particle 
electrode during H2O reduction as a model reaction.

In contrast to elements in a flow-through electrode, particles in a 
flowing suspension are not continuously in contact with a current 
source, but rather pick up electrons during collisions with dynamic 
networks and experience an intermittent current supply. We investigate 
whether the particle’s electric double layer capacitance can maintain the 

ongoing Faradaic reaction long enough to mitigate the non-contact time 
by combining the FLIM and potentiostat data and fitting the discharge 
curve to a self-discharge model of Electric Double Layer Capacitors 
(EDLCs) [41]. This allows to elucidate how often suspension particles 
should reestablish electrical contact to overcome the challenges of their 
low conductivity [34,35,42].

Our findings can be extended towards other pH-sensitive reactions 
and different 3D electrode geometries, and are equally applicable to 
other mass transfer-limited reactions. We consider the OH− produced 
during H2O reduction as a proxy for local generation of electrolysis 
products and depletion of reactants, which can be used as a model for 
aqueous-based proton-coupled electron transfer reactions. Please note 
that our work focuses on flow around 3D electrode elements (such as 
flow-through foam filaments or particles in suspension electrodes), as 
flow-by configurations and membrane-electrode assemblies present a 
significantly different environment. Furthermore, our findings on par-
ticle capacitance as electron supply during Faradaic reactions are 
applicable to suspension electrode applications and aid in the design of 
current collectors and non-contact time of the particles.

2. Methods

A large AC particle (455 ± 23 μm radius, Norit 18x40 AG 1, Cabot) 
was chosen to match the type of AC particles typically used in suspen-
sion electrodes, albeit larger in size. The selection was based on its large 
porous surface area, suitable for capacitance experiments. The particle 
was affixed to the tip of a hardened steel needle using electrically 
conductive epoxy adhesive (Eccobond 56C). The needle and epoxy were 
coated with an insulating acrylic layer (nail polish) to prevent contact 
with the electrolyte. The AC particle electrode was placed as cathode in a 
two-compartment electrochemical flow cell as shown in Fig. 1. The cell 
was equipped with an Ag/AgCl reference electrode (LF-1-45, Alvatek) 
and nickel plate (Ni-plate) anode. The channels were separated by a 
Cation Exchange Membrane (CEM, Selemion CMV). The anolyte con-
sisted of 0.1 M KOH in deionized water. The catholyte consisted of 0.1 M 
K2SO4 and 0.1 mM of fluorescent quinolinium-based dye (see Fig. S3a) 
[21,40]. The pH-sensitive fluorescence lifetime of this dye allows for pH 
measurements between pH 7 to 13 (see Fig. S3b). The electrolytes were 
pumped through the cell at flow velocities ranging from 0.1 to 2.1 mm/s 
by two syringe pumps and collected in waste containers to create a 
single-pass system. All experiments were performed at constant currents 
between 0 and − 143 mA/g carbon (corresponding to 0 to − 106 mA/ 
cm2, based on the geometric surface area of the particle) applied by a 
Vertex.100 mA potentiostat (±100 mA/±10 V, Ivium). To mitigate long- 
term issues such as corrosion and bubble entrapment, each single- 
particle electrode was used for a maximum of 40 min total runtime 
with minimal current application, and equilibration effects such as 
adsorption were addressed by flowing the catholyte over the particle for 
at least 60 s before measurements. See section 1.1 of the SI for more 
information on the setup and dye.

FLIM was performed in-situ with a light microscope equipped with a 
2.5× objective, 405 nm diode laser (20 MHz, 300 mW), a spinning disc 
confocal imager (X-Light V2, Crest Optics) and a FLIM Toggel camera 
(512 × 470 pixels, Lambert Instruments) resulting in a pH map with a 
pixel size of 9 μm. The microscope setup and calibration of dyes are 
described in more detail in section 1.1 of the SI and Ref. [21,40]. The 
images were recorded in LIFA 1.4 software (Lambert Instruments) and 
processed further with an in-house developed Python script, as 
described in section 1.2 of the SI.

The formation and growth of the boundary layer in no-flow condi-
tions were recorded at − 43 mA/g (–32 mA/cm2) for 150 s, with one 
FLIM image recorded every 0.5 s (2 Hz). To reduce noise, a running 
average over 3 images was used during data processing. We characterize 
each experiment using the Fourier number (Fo), given by [43]
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Fo =
t
tD

=
tDOH−

L2 (1) 

in which t is the measurement time, tD and DOH− are the diffusion 
timescale and the diffusion coefficient of OH− , respectively, and we 
consider half the channel depth (approx. 1.8 mm) as the characteristic 
length scale (L). Fo gives the relative significance of the diffusion length 
of OH− (numerator) versus the distance to a wall (denominator) during 
the transient measurement.

The influence of current and flow velocity were both studied in 
steady state conditions. The conditions of interest were applied for 60 s 
and the local pH was recorded with FLIM at a lower frequency of 1 Hz. 
The first 40 s were used to reach steady state, and the last 20 s were 
averaged to yield the results. The current density was varied between 
0 and − 143 mA/g (− 106 mA/cm2) at a constant flow velocity of 0.3 
mm/s. Influence of flow velocity was investigated between 0.1 and 2.1 
mm/s, at a constant current density of − 15 mA/g (− 11 mA/cm2). These 
flow velocities represent the velocity in a flow-through electrode or the 
relative velocity between particle and solution in a suspension electrode. 
We note that higher flow velocities are used in flow-by configurations, 
which are out of scope for this work. We define the Reynolds (Re) 
number as 

Re =
uL
ν (2) 

with u being the channel-averaged flow velocity, ν the kinematic 
viscosity of the liquid phase, and L the characteristic length, for which 
the particle diameter (dp) is inserted to arrive at the particle Reynolds 
number (Rep).

OH− concentration gradients were modelled around a spherical 
particle inside a 2D flow channel in COMSOL Multiphysics 6.1 for com-
parison with our experimental results. The geometry was designed to 
resemble the experimental setup, with a ratio between the particle 
diameter and channel width similar to the experiments, and an imposed 
electrical field perpendicular to the electrolyte flow direction. See sec-
tion 1.3 of the SI for further details.

3. Results and discussion

We used FLIM to record how the concentration boundary layer de-
velops over time, and how it depends on current density and electrolyte 
flow velocity. Our results confirm established theories, but also show 
unexpected behavior. Please note that, unlike previous pH mapping with 
FLIM [21], the current setup with a reactive particle in the middle of the 
flow channel has no interference from gaskets or walls, which allows us 
to measure the local pH very close to the reaction site.

3.1. Boundary layer and plume formation

In the simplest case, we apply a low constant current (− 43 mA/g, 
–32 mA/cm2) without convection by applied flow or detaching 
hydrogen bubbles. As expected, a region with increased pH, that cor-
responds to the diffusion boundary layer, forms after starting the current 
and grows significantly over time (see Fig. 2a-e) as OH− is produced and 
transported away from the electrode surface by migration and diffusion. 
The placement of the anode on the right side of the particle causes a 
stronger electric field and increased local ionic current density (jL), with 
a higher ion flux, on the right side of the particle (see Fig. 2f for a 
modeled spherical particle electrode). The asymmetrical system, in 
combination with migration in the direction of the membrane and the 
irregular shape of the electrode, causes the boundary layer to grow 
asymmetrically, with a thicker layer on the side of the particle that is 
facing the anode (see Fig. 2c-e). The buildup of OH− ions is analogous to 
consumption of reactants, and should be considered when performing 
pH-sensitive reactions or when working with poorly soluble reagents.

We processed the measured pH maps to obtain a more quantitative 
analysis of the boundary layer thickness (δ) by casting rays from the 
exterior of the particle into the electrolyte and extracting the boundary 
layer thickness along each ray. The rays were cast at a slightly modified 
angle from the exterior normal, as described in section 1.2 of the SI, to 
prevent excessive crossing of the rays. Fig. 3a shows the particle elec-
trode with several rays (A, B, C, and D) and their mirror images (A’, B’, 
C’, and D’). We fit a linear graph to the difference between the bulk- and 
local OH− concentration (ΔCOH− ) in the region close to the particle and 
define the x-intercept as the diffusion boundary layer thickness. This is 
shown for ray C at three different times (t1, t2, and t3) in Fig. 3b. For the 
rays A, B, C, D (and their mirror images), the estimated boundary layer 
thickness is indicated by a colored dot in Fig. 3a. The white dots indicate 
the end of the boundary layer on all rays in between those shown in this 
figure. The analysis is performed over 360 rays in total. A more thorough 
explanation on the ray casting and data processing is provided in section 
1.2 of the SI.

As a result, we can monitor the diffusion boundary layer thickness 
along any ray over time. The results are shown in Fig. 3c for rays B, C, 
and D (solid lines), and the mirrored counterparts B’, and D’ (dashed 
lines). C’ is not included because of interference by the needle place-
ment. The larger diffusion boundary layer thickness along rays B, C, and 
D compared to the mirrored counterparts B’ and D’ confirms that the 
development of the diffusion boundary layer around the particle is 
asymmetrical and depends on the location relative to the anode. During 
this experiment without electrolyte flow, the diffusion boundary layer 
thickness is eventually limited by the size of the channel. It reaches as far 
as the membrane (black line in Fig. 3a) along rays C and D after 

Fig. 1. Schematic of the single activated carbon (AC) particle electrode inside the electrochemical flow cell and the microscope imaging window. The local fluo-
rescence intensity and lifetime of the added pH-sensitive dye are recorded. The fluorescence lifetime image is converted to a pH map, using the calibration curve 
shown in the SI (section 1.1).
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approximately 90 s, as can be seen in Fig. S8 in the SI, and cannot grow 
further as a result.

The boundary layer grows roughly sublinear for the first 50 s, when 
the channel walls are not limiting yet and Fo < 0.08. Although the 
boundary layer growth in this case is subject to mixed migration and 
diffusion transport in the asymmetric system, this duration is close to the 
timescale that would be expected from penetration theory (Fo = 0.1 at 
t = 60 s).

The situation changes drastically when introducing flow. Intro-
ducing a mild upward flow (0.3 mm/s, Rep = 0.27) significantly di-
minishes the diffusion boundary layer along the sides of the particle 
(Fig. 4b) versus the previous case without convection (Figs. 2 and 3). 
Instead of forming a thick pH gradient in the x-direction, most produced 
OH− gets flushed upward to form a plume above the particle electrode 
(indicated with arrow 3 in Fig. 4c). In addition, FLIM reveals OH−

accumulation near the membrane due to concentration polarization 
(arrow 1, Fig. 4a), and H2 bubble formation is visible as well (arrow 2, 
Fig. 4c).

In our system (HER), the plume signifies a region with increased pH, 
but more generally it indicates a region with altered reaction conditions. 

This can constitute anything from altered pH for proton-coupled elec-
tron transfer reactions, to reactant depletion for other reaction types. 
Ideally, the plume should be dissipated before the next active electrode 
section is reached, such as a strut in a porous (foam) electrode or a 
particle in a suspension electrode, to maintain a suitable reaction envi-
ronment on the microscale. This is also important to prevent accumu-
lation of changing conditions through the height of the electrode 
channel. For a porous electrode, this can result in a larger optimal pore 
size in the y-direction, and for suspension electrodes this can result in 
larger optimal spacing between the suspended particles.

To allow a 3D electrode with a large surface area (thus relatively 
small distance between the struts or particles) while minimizing plume 
effects, both the applied current density and flow velocity can be varied 
to reduce the size of the resulting plume. While higher current densities 
promote the plume formation and cause a steep pH gradient in the 
diffusion boundary layer (Fig. 4a-c), higher flowrates help repress these 
effects (Fig. 4d-f). Increasing the flow velocity diminishes the boundary 
layer and dissipates the plume at a shorter length scale, which in turn 
allows for smaller pores or loading more active particles in the same 
geometrical area and using them effectively. Because electrochemical 

Fig. 2. a-e) Development of the pH around an ac particle electrode through time at a current of − 43 mA/g (–32 mA/cm2) in the absence of flow and rising bubbles, as 
recorded with our FLIM setup. The region with increased pH marks the diffusion boundary layer. f) Modeled electric field lines and resulting local current density in 
the electrolyte (jL) around a spherical particle electrode in a similar flow channel. The asymmetry of the system results in a stronger electric field at the right side of 
the particle electrode, with a higher ion flux in that region. Fo is the dimensionless Fourier number defined by eq. (1).

Fig. 3. a) Colour map of the measured pH after 40 s of applying − 43 mA/g (–32 mA/cm2) without flowing the electrolyte. Rays are casted from the particle surface 
and the boundary layer thickness is estimated along each ray. Several rays (A, B, C, D) and their respective mirror images (A’, B’, C’, and D’) are shown with the edge 
of the diffusion boundary layer indicated with a coloured dot. The white dots indicate the estimated boundary layer thickness along all rays in between. b) Visu-
alization of the boundary layer thickness (δ) along ray C (at t1 = 9 s, t2 = 50 s, and t3 = 68 s), by finding the x-intercept of the linearized ΔCOH− (r) = Cbulk − C(r)
gradient near the particle. c) Development of the boundary layer thickness through time on rays B, C, and D, and the mirrored counterparts B’ and D’.

N.E.G. Ligthart et al.                                                                                                                                                                                                                           



Chemical Engineering Journal 507 (2025) 160474

5

conversions demand high current densities to improve their economic 
viability, enhancing mass transfer by raising the flow velocity is a more 
attractive strategy.

We analyze the effects of current density and flow velocity on the 
diffusion boundary layer thickness along several rays in Fig. 5a and b, 
respectively. Although the diffusion boundary layer in Fig. 4a-c becomes 
more visible with increasing current density, the diffusion boundary 
layer thickness is independent of the current density for relatively hor-
izontal rays (ray C, Fig. 5a). The higher visibility in Fig. 4c is merely 
caused by a steeper pH gradient within the boundary layer, while the 
thickness is actually the same as in Fig. 4a and b. This is in accordance 
with theory, which indicates that the boundary layer thickness is 
determined by the Sherwood number (Sh), which is related to Rep and 
independent of the current density.

The situation is different for ray A (Fig. 5a), which points in the same 
direction as the flow. Here, the boundary layer thickness does show an 
increase with increasing current density. This is due to the larger amount 
of produced OH− with increasing current density, which requires more 

mixing with bulk electrolyte to neutralize. This causes plume formation 
and a larger observed boundary layer in the direction A. Additionally, 
the high current density leads to the production of bubbles, and their 
detachment increases mixing and further enhances mixing in the 
boundary layer, which is shown for flow-by CO2 electrolysis before [21]. 
Bubble formation was minimized in this study, to deconvolute the 
mixing effects and highlight the mixing potential of forced convection in 
3D electrodes.

As mentioned, we expect a decrease in boundary layer thickness with 
increasing Rep in Fig. 5b. This effect is slightly visible in two out of three 
analyzed regions (regions A and B), while the most horizontal region 
(region C) shows the opposite trend. This discrepancy is likely caused by 
the thin boundary layer with a relatively small OH− concentration 
gradient inside it, or by the shape of the particle inducing a sideways 
electrolyte flow that carries OH− ions in this direction. This combination 
makes our analysis less accurate, while the analysis in regions A and B is 
aided by the larger change in OH− concentration. This effect should be 
more clearly present when operating at a higher current density.

Fig. 4. Ph maps averaged over 20 images (20 s, 1 Hz) taken at steady state after 40 s of applying the relevant current density and flow velocity. The images show the 
influence of a-c) current density between − 14 and − 114 mA/g (− 11 t0 − 85 mA/cm2) at a constant flow velocity (0.3 mm/s) with Rep = 0.27, and the influence of d- 
f) flow velocity (Rep) at a constant applied current density of − 15 mA/g on the boundary layer thickness and plume formation. The arrows indicate 1. OH−

accumulation near the membrane, 2. Bubble formation, and 3. plume formation away from the membrane.

Fig. 5. Influence of a) current density (j) at a constant flow velocity of 0.3 mm/s (Rep = 0.27), and b) the influence of flow velocity (Rep) at a constant current density 
of − 15 mA/g (− 11 mA/cm2) on the diffusion boundary layer thickness (δ) along various radial directions around a particle electrode. c) Shifts in δ and surface pH as 
a result of changing j and Rep. For horizontal rays, raising the current density increases the surface pH with only a small effect on δ, while increasing the flow velocity 
decreases the δ at a mainly constant surface pH. For vertical rays, the δ and surface pH are also affected when increasing the current density and flow velocity, 
respectively.
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We plot the pH close to the particle surface (average of the 5 first 
pixels on a ray) against the diffusion layer thickness in Fig. 5c to illus-
trate the different local reaction conditions that can be obtained for the 
conversion reaction by adjusting the applied current density and elec-
trolyte flow velocity. Increasing the current clearly raises the surface pH, 
while increasing the flow decreases the diffusion boundary layer 
thickness and accelerates mass transfer from the bulk. We can use these 
observations to steer the local reaction conditions with current density 
and flow velocity.

Most electrochemical reactions benefit from fast mass transfer and an 
unaltered surface pH compared to the bulk, which corresponds to the 
region at the left bottom of Fig. 5c. However, other reactions may benefit 
from a slightly elevated pH or concentration of product close to the 
catalyst surface (left upper region in Fig. 5c), such as CO2 reduction to 
higher carbon products (i.e., in which the produced CO is converted to 
form C2+ products in a second step) [44,45]. In contrast, other reactions 
require a stable pH throughout the electrolyte to favor the desired re-
action or to prevent detrimental effects on the catalyst (lower region of 
Fig. 5c) [46]. The current density and flow velocity, in combination with 
buffering electrolytes, can be used to steer the local environment to-
wards the lower/upper region, or to the left/right side of the plot to 
achieve the optimum local reaction conditions.

3.2. Concentration profile near the particle

In more detail, we observe that the highest OH− concentration is 
often not located at the electrode surface, but is located 100–200 μm 
away from the electrode surface instead (Fig. 3b). We constructed a 
simple model with a spherical particle electrode in COMSOL (Fig. 6d-f, 
see section 1.3 in the SI for model details) to verify that our observations 
are not caused by artefacts of the experimental method.

The 3D character of the cathode and the asymmetry imposed by the 
system geometry (i.e. anode on only one side) alter the concentration 
profile inside the diffusion boundary layer in two ways. First, the OH−

concentration on the left is considerably higher than on the side of the 
particle that is facing the anode, because of the electric field pulling the 
OH− ions to the anode side of the channel. This compresses and con-
centrates the boundary layer on the left side, while it stretches and 

dilutes the diffusion layer on the anode side of the particle. This matches 
our previous observations of asymmetry. Secondly, the observed OH−

concentration profile on the anode facing side of the particle deviates 
from the profile that would be expected at a planar electrode. Instead, 
the OH− concentration peaks further inside the diffusion boundary 
layer, as shown in Fig. 6b. This peak was observed in every experiment, 
as well as in the model (bottom row, Fig. 6) and is thus not caused by 
FLIM artefacts or the particle shape.

Increasing the current density raises the peak height in both the 
experiments and the model. The current density is increased by 
increasing the applied potential, which raises the electric field strength 
and accelerates migration, which shifts the peak location slighty away 
from the particle’s surface as a result (Fig. 6b). This is also observed 
subtly in the simulations, in which the potential and current are adjusted 
to mimic the experiment (Fig. 6e). Furthermore, the peak shifts towards 
the particle and decreases slightly in height when increasing the flow 
velocity (Fig. 6c and f). In summary, the peak height is determined 
mainly by the current density through the OH− production rate, while 
the peak location depends on the electric field strength through the 
migration velocity and on the flow velocity.

From these observations, we conclude that the peak is caused by OH−

that is produced at the bottom of the particle and flushed upwards along 
the curve of the particle electrode. More generally, the flow along a 
particle or an element of a 3D electrode will cause a convolution of 
concentration profiles produced upstream. The concentration profile 
observed at any location in the channel higher than the bottom of the 
particle will be an overlay of a series of gradients between the gradient 
caused by production at the observation height (which will have a high 
surface concentration and decreases to the bulk concentration) and the 
concentration gradient of all OH− that is produced lower on the particle 
and flushed upwards. The current density controls how much OH− is 
produced, but also determines the field strength, i.e. how fast the pro-
duced OH− migrates towards the anode, and the flow velocity regulates 
how fast the OH− is flushed upward and how much time it gets to 
migrate sideways before reaching the horizontal plane along which the 
profiles are recorded.

Hence, we conclude that this type of concentration profile is intrinsic 
for any electrode in flow in which the flow, diffusion, and migration 

Fig. 6. Visualization of the OH− concentration profiles in the experiments (top row) and model (bottom row) with markers indication the locations of the peak OH−

concentrations. Panels a) and d) show the shape of the particle used in each experiment (pink for the current density series, green for the flow velocity series, 
spherical in all simulations), and the horizontal plane next to the particle electrode along which the OH− concentration profiles are plotted. Panels b) and e) show the 
influence of current density, and panels c) and f) show the influence of flow velocity. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
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directions do not align. This is certainly the case for non-planar elec-
trodes in flow reactors, like flow-through and suspension electrodes. In 
the latter, the suspension particles have a non-zero velocity relative to 
the electrolyte as well, because of their difference in density with the 
electrolyte. We acknowledge that translating our findings to particles 
typically used in suspensions (usually 10–100 times smaller) presents 
challenges. While the aspect ratio of the boundary layer plumes are 
relatively insensitive to particle size in a laminar regime [47], the ab-
solute values for the fluxes in migration, diffusion, and convection scale 
differently with particle size, complicating direct extrapolation of our 
results to different scales.

3.3. Capacitance-driven Faradaic reactions

In this section, we investigate how long the capacitance of the par-
ticle’s large microscopic surface area can maintain an ongoing Faradaic 
reaction after contact with the current source is broken, which is of in-
terest for suspension electrodes. We apply a constant potential to drive 
the HER and charge the electric double layer (EDL) during an “on” 
phase, and switch to the Open Circuit Potential (OCP) during an “off” 
phase after 3 min. We continue measuring the particle potential (Fig. 7a) 
and the surface pH (Fig. 7b) while the particle electrode discharges. 
Because the HER can be sustained as long as the particle potential is 
more negative than Eeq

HER, we derived the HER equilibrium potential 
(Eeq

HER) in real-time from the surface pH obtained with FLIM. Although 
the surface pH differs significantly during the “on”- and “off” phases, the 
Eeq

HER increases by less than 0.1 V (comparing the highest surface pH of 9 
to the starting pH of 7.3). The complete range of calculated Eeq

HER values 
are indicated as a grey band in Fig. 7a. The HER can continue as long as 
the particle potential is more negative than this limit. In addition, the 
particle can perform the ORR as long as dissolved oxygen is present in 
the electrolyte because the Eeq

ORR lies 1.23 V above the Eeq
HER [48,49]. We 

performed the experiment at various charging potentials between − 0.7 
and − 2.0 V vs SHE and we assess the influence of the charging potential 
on the surface pH and potential change over time in Fig. 7.

The surface pH (Fig. 7b) during charging increases with the charging 
potential because of the higher production rate of OH− , and decays to 
the initial pH during the “off” phase as the produced OH− ions are 
flushed away. However, the pH decay does not start immediately after 
switching to OCP and is always delayed by 5–10 s. It is hard to say 

whether this is caused by continued HER and ORR driven by the EDL 
capacitance, or by slow OH− -removal along the particle exterior. The 
cases that were charged at − 1.7 and − 2.0 V vs SHE show a significant 
peak in pH 10 s after switching to OCP. This peak is caused by the 
removal of bubbles, which interfere with the FLIM signal.

The negative potential on the particle decays in two stages during the 
“off” stage in all cases (Fig. 7a). The first jump occurs almost instantly 
after switching to OCP, while the 2nd stage is significantly slower. The 
initial and fast potential change is caused by the sudden removal of 
Ohmic resistances when switching to OCP, whereas the subsequent 
gradual potential change is related to discharging the capacitive EDL. 
Changing the preceding charging potential alters the shape of the 
discharge curve in two ways: 1) The capacitive discharge after switching 
to OCP (between 0–120 s) is faster for small negative charging potentials 
than for large charging potentials. This may be because the EDL is not an 
ideal capacitor and the Q(V) relation is not linear, resulting in a lower 
capacitance and steeper potential change with the dissipation of charges 
[50]. And 2) the graphs show discharge towards different values in two 
clusters, with those charged at − 1.7 and − 2.0 V approaching a more 
negative potential than those charged at − 0.7, − 1.0, and − 1.4 V vs SHE, 
which quickly cross the equilibrium potential for HER. We suspect that 
this is determined by which reaction is performed on the particle. The 
potential in the three upper graphs (charged at − 0.7, − 1.0, and − 1.4 V 
vs SHE) is likely too small for the HER. In that case, ORR is the only 
Faradaic reaction that can occur. The potential on the two lower graphs 
(charged at − 1.7 and − 2.0 V) is considerably larger and allows for both 
ORR and HER to occur simultaneously. Because the maximum O2 con-
centration in water is only 1.1 mM, all available oxygen is instantly 
depleted at the electrode surface and hence, the discharge potential 
cannot surpass the HER limit for at least 120 s.

Regardless of which Faradaic reaction is occurring, we observe a 
continued discharge of the capacitive EDL after switching to OCP, dur-
ing which sufficiently negative potentials to drive either the HER or the 
ORR are maintained for at least 2 min. This suggests that the particle 
capacitance can indeed sustain a Faradaic reaction for a while after 
contact with a current source is broken, albeit at a lower current density 
than when a potential is applied (deduced from the decreasing surface 
pH in Fig. 7b). We will now assess the contributions of the different 
mechanisms and the timescales at which they occur in more detail.

We study the potential curves further because the pH profiles 
(Fig. 7b) do not distinguish between slow OH− removal by flushing or 
continued OH− production through HER driven by the EDL capacitance 
as the possible causes for the delayed pH decay in the FLIM results after 
ending the “on” phase.

Self-discharge of EDL capacitors (EDLCs) is known to occur through 
Faradaic reactions, charge redistribution, and current leakage. First of 
all, Faradaic reactions can take place whenever the potential on the 
electrode is sufficient to cause electron transfer for a redox reaction. The 
electron transfer from the electrode is accompanied by the release of 
ions from the EDL and a loss of cell voltage [51]. Secondly, charge 
redistribution is caused by a difference in charging speed between 
different parts of the electrode due to differences in resistance. For 
example, the outer surface area is easier to access for ions in solution 
than internal structures such as pores, which leads to faster charging of 
the EDL on the outer surface area. Ultimately, this results in an uneven 
distribution of charges throughout the material and a larger potential at 
the outer surface, where the potential is measured [51,52]. Upon 
switching to the “off” phase, the measured potential becomes smaller as 
the charges slowly redistribute to achieve an even charge distribution 
throughout the material. Finally, current leakage is a common problem 
when the capacitor electrodes are separated by a membrane or porous 
separator. Such separators allow for ion transfer between the compart-
ments, effectively creating yet another discharge pathway [36,51].

Combining these three mechanisms, the self-discharge of an EDLC 
through these processes can be described by [41]

Fig. 7. a) Particle potential during the charging (“on” phase) at various po-
tentials and after switching to Open Circuit Potential (OCP) (“off” phase), and 
the range of HER equilibrium potentials (Eeq

HER) calculated from the particle 
surface pH. b) Particle surface pH during the experiment, as obtained 
with FLIM.
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ΔE(t) = a
(

1 − exp
(− t

τ

))
+ bln(t) + c

̅̅
t

√
(3) 

in which ΔE is the change in potential compared to the “on” phase, t 
is the time after switching off the potential control, τ is a characteristic 
time constant, and a, b, and c are constants. The first term describes the 
potential loss due to electrolytic current leakage and ohmic resistances, 
the second term corresponds to the Faradaic contribution, and the third 
term is related to diffusion-controlled processes, which includes 
diffusion-limited Faradaic reactions and charge redistribution.[41] We 
obtained the total discharge contributions of these three terms over time 
by fitting the discharge curves to the equation.

The first term, related to current leakage and ohmic resistances, 
causes the potential jump upon switching off the potential control (at 
t = 0), due to nullifying the current (i) in Ohm’s law (E = iR). The data 
fitting shows that the current leakage is significantly smaller than the 
ohmic drop, causing the grey area in Fig. 8a-c to remain constant over 
time. The contributions of other self-discharge mechanisms are highly 
dependent on the charging potential. The purely Faradaic contribution 
decreases visibly with increasingly negative charging potentials of − 1.4, 
− 1.7, and − 2.0 V vs SHE (Fig. 8 a-c). Charge redistribution and mass 
transfer limitations in the Faradaic charge transfer gain importance at 
these larger applied potentials and currents, causing the discharging 
behavior to become more diffusion-controlled. For less negative 
charging potentials (− 0.7 and − 1.0 V vs SHE), the Faradaic contribution 
is smaller than that for − 1.4 V vs SHE.

To understand why the Faradaic contribution peaks at − 1.4 V vs 
SHE, and is smaller for both larger and smaller charging potentials, we 
translate the contributions to ΔE into a current density. Assuming ideal 
capacity behavior (i.e., constant capacitance), the slope dΔE

dt is propor-
tional to the current density for each mechanism. Hence, the slopes of 
the Faradaic charge transfer and diffusion-controlled discharge curves 
(Fig. 8 d-e) give an indication of the intensity and timescale at which 
each mechanism occurs. The purely Faradaic potential change is fastest 
and it is maintained longest (>20 s) after charging at − 1.4 V vs SHE. The 
estimated discharge current that is entirely Faradaic is smaller and 
ceases within a few seconds when charging at a larger (− 1.7 and − 2.0 V) 
or smaller (− 0.7 and − 1.0 V vs SHE) potentials (Fig. 8d). This difference 
may be caused by either 1) a smaller overpotential (in the case of 
charging at − 0.7 and − 1.0 V vs SHE), or 2) depletion of oxygen (at − 1.7 

and − 2.0 V vs SHE). For the large charging potentials (at − 1.7 and − 2.0 
V vs SHE), oxygen may be depleted before and after switching off the 
potential control, which results in a high contribution for diffusion- 
controlled discharge instead. Alternatively, charge redistribution may 
play a substantial role at larger charging potentials. We cannot 
discriminate between these two effects, as both invoke a shift towards 
diffusion-controlled discharge at the increasingly large charging po-
tentials in Fig. 8e.

Therefore, the charging potential should be optimized when using a 
suspension electrode for a Faradaic reaction. In this case, it is important 
for the capacitance of the porous particles to drive the reaction long 
enough to bridge their non-contact time with a current source. The 
applied potential should be large enough to provide sufficient over-
potential and make the reaction last longer, but small enough to avoid 
significant diffusion limitations and charge redistribution. Ideally, 
charge redistribution can be minimized by charging the system for 
longer periods, which allows for more even charge distribution. How-
ever, to further suppress redistribution, the design of the current col-
lector and the suspension should aim to reduce the non-contact time 
between the electrodes and the current source, ensuring more contin-
uous current flow.

4. Conclusions

Poor mass transfer at high operating current densities can cause an 
unfavorable local reaction environment near electrodes and affect 
selectivity and stability negatively in many electrochemical technolo-
gies. We studied the pH profiles during water electrolysis with FLIM 
around an activated carbon (AC) particle electrode, representing an 
element of a 3D electrode. The obtained pH gradients give an estimate of 
the diffusion boundary layer thickness and the severity of plume for-
mation, and indicate the extent of reactant depletion or product accu-
mulation near the electrode.

The 3D character of the electrode and the asymmetry of the system 
lead to the formation of an asymmetrical diffusion boundary layer with 
an OH− concentration profile that deviates from the linear profile known 
from planar electrodes. The OH− gradient spanned over a thickness of 
100 – 600 μm to the side, and a larger distance in the direction of applied 
electrolyte flow to create an OH− -rich plume. We show that the 

Fig. 8. Panels a-c) show the contributions of the different discharge mechanisms on the potential change (ΔE) over time after charging at a) − 1.4, b) − 1.7, and c) 
− 2.0 V vs SHE. The charging potential influences which discharge behavior is more dominant. Faradaic charge transfer dominates at small charging potential (− 1.4 V 
vs SHE), and diffusion limitations that can also increase charge redistribution gain importance at larger charging potential (− 2.0 V vs SHE). Panels d) and e) show the 
discharging rates dΔE

dt attributed to purely Faradaic charge transfer (d) and diffusion-controlled processes (e).
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boundary layer thickness and plume size are most effectively decreased 
by an increase in flow velocity, while the surface pH is increased at 
higher current density. This implies that the 3D electrode design (e.g. 
pore size and shape) and flow velocity can be adapted to improve the 
reaction environment on the microscale, as well as on the macroscale by 
ensuring sufficient plume dissipation and preventing increased reagent 
depletion and product accumulation at the electrode surface or higher 
up in the electrode at required current densities.

Additionally, we investigated how long the capacitance of an AC 
particle can drive a Faradaic reaction after interrupting the potential 
control, by fitting the discharge curve to a self-discharge model for 
EDLCs. We conclude that our capacitive particle, representing a sus-
pension electrode particle, can drive Faradaic reactions after interrupt-
ing the potential control, but probably drives ORR instead of HER in our 
case. We demonstrate that an optimum charging potential exists (in our 
case − 1.4 V vs SHE) to provide sufficient overpotential, while avoiding 
the diffusion-limited regime and charge redistribution.

In this study, FLIM has proven to be a valuable tool for studying 
hydrodynamics and local concentrations around 3D electrodes at high 
spatial and time resolution. While our findings provide insights into the 
behavior of 3D electrodes and the hydroxide boundary layer during 
electrochemical reactions, further research is needed to fully understand 
the implications for electrode design across various applications. Our 
observations suggest potential avenues for optimizing electrode 
morphology and flow conditions to mitigate negative effects caused by 
high current densities and plume formation to improve local reaction 
environment, but additional experimental work would be required to 
validate these hypotheses across a wider range of electrochemical 
systems.
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