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ABSTRACT
Molecular Dynamics (MD) simulations are uniquely suitable for providing molecular-level insights into the Electric Double Layer (EDL)
that forms when a charged surface is in contact with an aqueous solution. However, simulations are only as accurate in predicting EDL
properties as permitted by the atomic interaction models. Experimental ζ-potential values and surface charges could provide a potentially
suitable reference to validate and tune the interaction models, if not for the fact that they themselves are a product of imperfect models used to
interpret the raw measurement data. Here, we present an approach to tune an interaction model by comparing Electro-Osmotic Flow (EOF)
MD simulations against experimental Streaming Current (SC) measurements while minimizing potential modeling errors arising from both
approaches. The point that is least susceptible to interpretation and modeling errors is argued to be at the concentration for which zero flow
velocity is observed in EOF simulations and a net zero electric current is measured in SC experiments. At this concentration, the ζ-potential
is also zero. We were able to match the experimental concentration at which ζ = 0 in MD simulations for a CaCl2 solution at pH 7.5 in
contact with fused silica by tuning the ion-surface Lennard-Jones cross interactions. These interactions were found to greatly affect the ion
distribution within the EDL and particularly the formation of inner-sphere surface-complexes, which, in turn, affects the electrokinetic flow.
With the ion distribution determined explicitly, a series of properties can be calculated unambiguously, such as the capacitance needed for
surface complexation models.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0038161., s

I. INTRODUCTION

An oxide in contact with an aqueous solution adopts a bare sur-
face charge density that is balanced by ions forming a Stern layer
and a diffuse layer near the solid–liquid interface. This so-called
Electric Double Layer (EDL) plays an important role in geology,1

materials science,2 biology,3 and electrochemistry.4 It controls, for
example, the capacitance in batteries, colloidal stability,5 and dis-
solution of materials and can be used for ion sensing.6 A detailed
understanding of the EDL and its dependence on the solid mate-
rial, solution composition, and pH is thus invaluable. However, no
single experimental technique can measure its entire structure and

dynamics. Instead, partial pieces of the puzzle can be gleaned from
a variety of different techniques. Potentiometric titration7 can be
used to measure the bare surface charge density, while the effec-
tive surface charge density can be inferred through force measure-
ments8 or electrokinetics.9 Electrokinetic techniques can also pro-
vide information about the mobility of ions within the EDL, and
spectroscopic techniques10–12 can be used to infer information about
the interfacial ion and water distribution and orientation. Ideally,
a comprehensive picture of the EDL for a given solid–liquid inter-
face could be constructed by combining multiple techniques in
a single device to exclude the possibility of differences in mate-
rial sample or experimental conditions. Although some techniques
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have indeed been integrated together,13,14 this is a very difficult task
and not all techniques can be carried out under the same condi-
tions and setups. For instance, force measurements require access
to the substrate, while some electrokinetic techniques require closed
channels.

Another fundamental challenge of acquiring a detailed under-
standing of the EDL from a combination of experimental techniques
is their dependence on models to interpret measurements.15,16

Consequently, an inferred charge or potential or other EDL
property is inherently biased by the assumptions and parame-
ters used in the model, with the accuracy of models depending
also on the experimental conditions. For example, the Helmholtz–
Smoluchowski theory is known to become inaccurate for small
colloidal particles and at low ion concentrations, where the effects
of surface conductance compared to the bulk conductance are
large.17,18 On the other hand, the widely used Gouy–Chapman
model is known to break down under conditions of strong
electrostatic coupling. The consequences of modeling inaccuracies
show, for example, discrepancies between ζ-potentials obtained via
multiple approaches.19–21

The standard approaches that are used to interpret experiments
are especially put to the test when dealing with high ion concen-
trations and multivalent electrolytes. An interesting phenomenon
that can occur under such conditions is the reversal of the sign of
the diffuse layer charge. This reversal is known as charge inversion.
Experimentally, the diffuse layer charge can be inferred through,
for example, electrokinetic techniques,9 force measurements,8 or
non-linear optics,22,23 but the results between these methods dif-
fer from each other. In electrokinetics, for instance, an assumption
on the ion density profiles in the diffuse layer is required, while
in force measurements the tip itself may influence this very pro-
file, and in non-linear optics the interpretation and relation between
the measured quantities and EDL structure remains challenging.
Even between different electrokinetic techniques, such as Streaming
Currents (SC), streaming potentials, electro-acoustics, or Electro-
Osmotic Flow (EOF), results may differ.19–21 To better understand
charge inversion, and more generally the EDL structure and dynam-
ics under these conditions, a high-resolution model-free approach is
needed.

Having access to all atomic positions, velocities, forces, and
energies, Molecular Dynamics (MD) simulations have the unique
potential to provide a high-resolution and model-free comprehen-
sive three-dimensional picture of the EDL structure and dynamics.24

However, this requires confidence that the description of atomic
interactions, which is the key required input to the simulations, does
in fact produce the correct behavior. MD studies of solid–liquid
interfaces have shown a diverse picture, with ion adsorption vary-
ing largely between studies.25–36 For example, Lorenz et al.26 pre-
dicted charge inversion in silica nanochannels with a bare surface
charge density of −144 mC/m2 filled with 200 mmol/l CaCl2, while
Biriukov et al.36 predicted no charge inversion under similar condi-
tions. In fact, many MD simulation studies predict charge inversion
at bulk ion concentrations much lower than inferred from exper-
iments.25,26,35 One important cause of the deviations between ion
adsorption in different MD simulation studies and their deviation
from experiments is the fact that the Lennard-Jones cross inter-
actions required to describe solid–liquid interactions are typically
not part of the force field optimization. With a few exceptions,37

these are rather estimated based on common combination rules.
Rigorous optimization of these parameters would require unam-
biguous and detailed target data on the interfacial distribution and
adsorption of ions onto the surface, which is not directly measur-
able. Another cause of the deviations is the use of full charges. These
do not take into account the dielectric screening of the medium
and frequently result in an over-prediction of ion-adsorption37,38

and ion-pairing.39,40 In an attempt to account for this screening,
the Electronic Continuum Correction (ECC) theory states that the
charges should be scaled by a factor between 0.75 and 0.85.39 While
strictly speaking this charge scaling only applies to homogeneous
systems with a constant dielectric,41 its use in interfacial systems with
a variable dielectric has shown very promising improvements in the
description of solid–liquid interactions.36,38

In this study, we propose a scaling of the Lennard-Jones cross
interactions as a free variable combined with the use of ECC to
achieve good agreement between nonequilibrium MD simulations
and electrokinetic experiments. Specifically, we tune the solid-ion
Lennard-Jones cross interactions to match the concentration at
which ζ = 0 for both electrokinetic experiments and electrokinetic
simulations. At this concentration, the measured properties (i.e.,
electrical current or flow velocity) tend to zero, resulting in ζ = 0
via the Helmholtz–Smoluchowski theory regardless of fluid proper-
ties such as viscosity, thereby providing a concentration that is least
susceptible to interpretation. We examine the proposed approach
in a fused silica slit pore filled with a CaCl2 electrolyte at pH 7.5.
The reason we choose this system is twofold: first, experimental SC
data are available,9 including a concentration at which ζ = 0, and
second, it is a relevant system for natural processes and industrial
applications.42 We find that the number of specifically adsorbed ions
is the key property to determine the experimental concentration at
which ζ = 0. Once the simulations are tuned and validated, we pro-
vide detailed insights into the EDL structure and dynamics, which
can be used for future improvements of surface complexation and
continuum models.

The remainder of the paper is organized as follows: The theo-
retical framework and MD simulation set-up are presented in Sec. II.
The results are discussed in Sec. III. Finally, the conclusions are
provided in Sec. IV.

II. METHODS
A. Theoretical framework

Here, we lay out the most common theoretical framework to
calculate the ζ-potential through either SC or EOF experiments
shown in Fig. 1 and described in more detail in Delgado et al.17

1. Streaming current experiments
A typical SC experiment is displayed in the bottom part of

Fig. 1. A pressure gradient Δpx/L is applied, resulting in a planar
Poiseuille flow profile ux(z) (parabolic flow profile). A charge density
imbalance ρe(z) in the diffuse layer of the EDL causes a measur-
able electric current Istr. If the bare surface is negatively charged, an
excess of cations is expected in the mobile part of the EDL, result-
ing in a positive Istr. In the event of charge inversion, however, the
immobile part of the EDL overcompensates the bare surface charge
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FIG. 1. Schematic of an Electro-Osmotic Flow (EOF) experiment (top) and a
Streaming Current (SC) experiment (bottom).

density, resulting in an excess of mobile anions in the EDL, reversing
the sign of Istr.

In order to determine the ζ-potential, let us relate Istr to ρe(z)
and ux(z) in a duct of width w, height 2h (−h to h), and length L via

Istr = 2w∫
h

0
ρe(z)ux(z)dz, (1)

with ρe(z) being described by the Poisson equation,

ε0εr
d2ψ(z)
dz2 = −ρe(z), (2)

assuming a constant dielectric permittivity εr , and ux(z) being given
by the planar Poiseuille flow solution,

ux(z) =
Δpx
2ηL
(h2
− z2
), (3)

assuming a constant viscosity η. ε0 andψ are the vacuum permittivity
and electrostatic potential, respectively. Substituting Eqs. (2) and (3)
into (1), twice integrating by parts, applying boundary conditions
ψ(zno-slip) = ζ and ψ(zbulk) = 0, and rearranging for ζ [see Eq. (S1) in
the supplementary material] yields43

ζ = −
η

ε0εr2wh
L
Δpx

Istr. (4)

2. Electro-osmotic flow experiments
The top part of Fig. 1 displays a typical EOF experiment. An

external electric field Ex is applied parallel to the walls, accelerating

cations in the direction of the electric field and anions in the oppo-
site direction. Water molecules are dragged along due to viscous
forces. The competing effects of cations and anions on the over-
all flow is balanced in the electroneutral [ρe(z) = 0] bulk region of
the channel. This neutrality does not apply near the surface, where
an excess of mobile cations or mobile anions accelerates the fluid
along or against the electric field, respectively. This results in a
plug flow ux(z), as shown in the top of Fig. 1, governed by the 1D
Navier–Stokes momentum equation,

η
d2ux(z)
dz2 = −ρe(z)Ex, (5)

with boundary conditions ux(zno-slip) = 0 and ux(zbulk) = ux ,bulk.
Combining this relation with the 1D Poisson equation given in
Eq. (2), with the boundary conditions ψ(zno-slip) = ζ and ψ(zbulk)
= 0, an expression for the velocity profile is obtained,

ux(z) =
ε0εrEx
η
(ψ(z) − ζ). (6)

For the velocity in the bulk, this equation reduces to the Helmholtz–
Smoluchowski equation,

ζ = −
ηux,bulk

ε0εrEx
, (7)

relating the measurable bulk velocity ux ,bulk to the ζ-potential.

3. Similarity between SC and EOF experiments
Considering that SC and EOF experiments are both performed

within the linear response regime, the no-slip plane (separation
between the Stern layer and the diffuse layer in Fig. 1) and adsorp-
tion of ions are independent of flow. Consequently, ρe(z), ψ(z), and
the ζ-potential should also be identical in both SC and EOF exper-
iments. Despite this, results have deviated between electrokinetic
techniques.19–21 One exception is the combinations of concentra-
tion and pH at which ζ = 0, which are rather uniformly predicted.
When observing Eqs. (4) and (7), this is also not surprising, since
when Istr → 0 or ux ,bulk → 0 the dependence of ζ → 0 on proper-
ties such as the viscosity, dielectric, or duct size and shape vanishes.
Therefore, the fact that differences arise between finite ζ-potential
values predicted from these methods is thought to be, for example,
due to the use of a planar Poiseuille flow solution [Eq. (3)]. Other
possible sources of error are the assumption of constant dielectric
permittivity or viscosity, measurement noise, the use of differing
theoretical models, differences in the treatments of the individ-
ual substrates, and contaminants. Furthermore, some authors have
also suggested that the surface properties may be affected by the
flow.44,45

B. Molecular Dynamics simulations
We perform non-equilibrium MD simulations of CaCl2 elec-

trolytes in an amorphous silica slit pore. The pore is generated
following our previous work.35 In short, we prepare a block of
amorphous silica by annealing and quenching a β-cristobalite using
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the BKS force field.46 For all other simulations, the Interface Force
Field47 (IFF) is used for silica. The block is cut in the middle, creat-
ing 2 opposing surfaces with dangling oxygens. The dangling oxy-
gens are protonated and the silanol (SiOH) density is adjusted to
∼5 SiOH/nm2 by bridging some of the nearby SiOH groups. Finally,
TIP4P/2005 water molecules48 and Madrid-2019 ions40 are added
between the slabs, and the surface charge density is adjusted by
deprotonating a given number of silanol sites corresponding to a pH
of ∼7.5.

As seen from potentiometric titration data49,50 in Fig. 2, main-
taining a constant surface charge density across a bulk ion concen-
tration range or when comparing different ionic compounds does
not represent the experimentally relevant scenario in which pH is
kept constant. Yet, such a constant surface charge is standard prac-
tice in MD simulation studies. Alternatively, in order to indirectly
account for a constant pH, we vary the bare surface charge den-
sity σ0 together with the bulk ion concentration c0. Since the surface
charge density of amorphous silica is governed by discretely depro-
tonated SiOH (SiO−) groups, not every bare surface charge density
is possible in our system with either wall having a surface area of
∼12 nm2. The black dashed line in Fig. 2 displays the possible bare
surface charge densities in our system by deprotonating a discrete
number of SiOH on each surface. The green crosses mark the sim-
ulation conditions that are studied here. Within the simulation, the
net charge of each SiO− group is scaled down by a factor of 0.85 in
order to be consistent with the charge scaling of the Madrid-2019
force field. We remark that this is a purely computational con-
sideration and full charges are used during post-processing with
the exception of streaming velocities that are scaled up by a fac-
tor of 1/0.85. This scaling of the streaming velocity is necessary
since the scaling down of ionic charges by 0.85 is equivalent to an
ion with the nominal charge experiencing a reduced electric field
Ex ,eff = 0.85Ex.36

The density of the fluid is adjusted by pushing the walls toward
each other with a force equivalent to 1 bar nominal pressure for 20
ns. The resulting bulk densities and concentrations calculated from

FIG. 2. Experimental results of bare surface charge density σ0 against bulk ion
concentration c0 from surface charge titration experiments on ground quartz49

(1 mM, 10 mM, and 100 mM) and amorphous silica50 (1000 mM) at constant pH
of 7.5. NaCl is provided as a reference. The full lines are a power law fit of the
experimental data points, and the dashed lines represent the number of SiO− per
surface that would correspond to the respective bare surface charge density with
our system.

a subsection in the center of the channel are shown in Fig. S1 in the
supplementary material. Subsequently, the position of the walls is
fixed in space, and an electric field of Ex = 0.2 V/nm is applied to
the fluid. Such a large electric field is necessary in MD simulations
to increase the signal to noise ratio (Fig. S2 shows that the result-
ing flow is still within the linear response regime).31,34,51,52 Note that
simulating EOF is preferred over SC for our purpose since the rela-
tion between the streaming current and the ζ-potential depends on
the channel height [Eq. (4)], which is not uniquely defined for atom-
istic surfaces with a finite roughness. This ambiguity affects MD
simulations of SC much more than experiments because of the typi-
cally much smaller channel heights in MD simulations. On the other
hand, EOF simulations are unaffected by this ambiguity.

The temperature in the system is maintained by connecting the
walls to a thermal heat bath at 298 K via a Nosé–Hoover thermo-
stat. This is shown to yield a fluid temperature of 295 K in Fig. S3.
Simulations with an externally applied electric field are equilibrated
for 20 ns followed by production runs of 100 ns at a time step of 2
fs. Two independent simulations with different amorphous surfaces
and starting conditions are performed for all configurations. All
simulations are performed with Large-scale Atomic/Molecular Mas-
sively Parallel Simulator (LAMMPS)53 using a cut-off of 12 Å and
the particle–particle particle–mesh long-range electrostatic solver54

with a precision of 1 × 10−4. OH bonds of water and silanols and
HOH angles of water are constrained using the SHAKE algorithm55

with a precision of 1 × 10−4. Periodic boundary conditions are used
in x and y. In the z direction, a vacuum equal to 3 times the box
length is introduced beyond the walls to remove dipole inter-slab
interactions using the algorithm from Yeh and Berkowitz.56 The
final systems are described in Table I. The channel heights 2h are
chosen in order to avoid EDL overlap.

Cross interactions within each force field (IFF and Madrid-
2019 including TIP4P/2005) are applied as recommended by the
respective authors. Between the force fields, however, this leaves
the open question of what combination rule to use. Between
TIP4P/2005 and IFF, we use the Lorentz Berthelot57 (LB) com-
bination rule. However, since the Madrid-2019 Ca2+–Owater and
Cl−–Owater Lennard-Jones cross interactions are specifically defined,
we investigate various Lennard-Jones cross interactions between the
Madrid-2019 ions and IFF oxygen atoms following the scaling,

AX−OIFF = ALB
X−OIFF[(

AX−Owater

ALB
X−Owater

− 1) f + 1], (8)

with A ∈ {σ, ε} and X ∈ {Ca2+, Cl−}. The scaling is applied
simultaneously to σ and ε and to both Ca2+ and Cl− ions.

TABLE I. Channel system configurations. c0 is the bulk CaCl2 concentration, As is the
surface area, 2h is the channel height (approximate separation between the surfaces),
and # denotes the number of SiO− per surface, H2O molecules, Ca2+ ions, and Cl−

ions.

c0 (mmol/l) As (nm2) 2h (nm) # SiO− # H2O # Ca2+ # Cl−

150 12 14 7 5733 22 30
380 12 6 8 2457 24 32
800 12 6 9 2457 44 70
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III. RESULTS
In this section, we show first the impact of scaling the solid–

liquid interactions on the ion distribution within the EDL, followed
by a comparison with experiments and discussion relating the EDL
structure to the observed EOF. Finally, the mobility within the EDL
is assessed.

A. Scaling solid–liquid interactions
The bare surface charge density of amorphous silica at a

given pH and concentration is screened by ions. We distin-
guish for each ion between 4 different adsorption types, namely,
Inner-Sphere Surface-Complexes (ISSC), Outer-Sphere Surface-
Complexes (OSSC), ions within the diffuse layer, and free ions,
as shown in Fig. 3(a). ISSC and OSSC are ions for which a sur-
face atom (Si, O, and H) is part of their first or second hydration
shell, respectively. Ions within the diffuse layer are defined as hav-
ing their first 2 hydration shells intact, but remaining within 12 Å
of the surface (defined as the distance between nuclei of ions and
nuclei of the nearest surface atom).35 Note that the 12 Å length is
chosen rather arbitrarily to represent the real diffuse layer approx-
imately. Free ions are those which are farther than 12 Å from the
surface. Varying the scaling parameter f in Eq. (8), we can con-
trol the number of Ca2+ ions forming ISSC. Figure 3(b) shows an
increase in ISSC formation with a change from f = 0 to f = 1.
As a direct consequence, the formation of OSSC and the number
of Ca2+ ions in the diffuse layer are reduced. On the other hand,
in Fig. 3(c) for Cl−, the number of ions forming ISSC and OSSC
and number of ions within the diffuse layer are found to increase
with increasing f. We attribute this to the increased ion–ion cor-
relations resulting from the increase of Ca2+ ions forming ISSC,
rather than being a direct consequence of the scaled Cl−–surface
interactions. Although direct Cl− adsorption in the form of ISSC
may be unexpected, their existence has been suggested from x-ray
experiments.58

In Fig. 4, we quantify the effect of f on ISSC and OSSC for-
mation. We run additional simulations at f = 0.75 (800 mmol/l
only) and f = 0.9 and fit the relative charge contribution of ions
forming ISSC and OSSC with a power function σ/σ0 ≈ af b + c.
Between f = 0 and f ≈ 0.5, no change in ISSC and OSSC formation
is appreciable. Between f ≈ 0.5 and f ≈ 0.8, the ISSC contribution
increases slightly for all concentrations considered, from 0% up to
16%. The OSSC contribution in return is reduced by 5%–7%. From
f ≈ 0.8 to f = 1, a steep increase in σISSC/σ0 and a steep decrease
in σOSSC/σ0 are observed. At 800 mmol/l, the ISSC contribution
even overscreens the surface charge, meaning σISSC/σ0 > 1. Here, σ0
denotes the bare surface charge density, and σISSC and σOSSC denote
the charge density contribution from ions forming ISSC and OSSC,
respectively.

B. Comparison with experiments and previous
MD results
1. ζ-potential

We have thus far established that varying f affects the number
of ions forming ISSC and OSSC. Next, we will determine what value

FIG. 3. (a) Classification of adsorption type of ions into Inner-Sphere Surface-
Complexes (ISSC), Outer-Sphere Surface-Complexes (ISSC), those within
the diffuse layer, and free ions that form part of the bulk. IHP and OHP
are the Inner- and Outer-Helmholtz Planes, which are commonly defined
as passing through the nuclei of ions forming ISSC and OSSC, respec-
tively. (b) Ca2+ and (c) Cl− concentration profiles c(z) normal to the sur-
face at a bulk CaCl2 concentration c0 of ∼380 mmol/l. z = 0 corresponds
to the average hydrogen location at the surface. The confidence intervals
are 68%.

of f yields good agreement with experimental data for the silica-
electrolyte systems studied here. From previous MD studies,34,59

we know that ions forming ISSC may be considered as virtually
immobile. The scaling factor f, therefore, controls via the
adsorption also the mobility within the EDL. We postulate
that an f exists at which the right amount of immobile
adsorbed ions is found to reproduce the experimental ζ-potential
measurements.

In Fig. 5(a), we compare the ζ-potential at various concentra-
tions between our EOF simulations, the SC experiments of van der
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FIG. 4. Relative charge contribution of ions (Ca2+ and Cl−) forming ISSC and
OSSC (σ ISSC/σ0 and σOSSC/σ0) as a function of the scaling parameter f for bulk
CaCl2 concentrations of 150 mmol/l, 380 mmol/l, and 800 mmol/l. The confidence
intervals are 68%.

Heyden et al.9 and Rashwan et al.,60 the Atomic Force Microscopy
(AFM) experiments from Siretanu et al.,8 and previous MD results
from EOF and SC simulations from Lorenz et al.26 and EOF
simulations from Biriukov et al.36 Compared to the results from

FIG. 5. ζ-potential as a function of CaCl2 bulk concentration c0 at pH 7.5. Full
lines and full symbols denote experiments, and dashed lines and open symbols
denote simulations. (a) The TIP4P/2005 water model viscosity and dielectric are
used in the Helmholtz–Smoluchowski equation [Eq. (7)] for our simulation results
[f = (0, 0.9, 1)]. (b) The ζ-potential of (a) from our simulations is divided by 3. The
confidence intervals are 68%.

Lorenz et al.,26 our results for the different f -values and the simu-
lation data from Biriukov et al.36 are in reasonable agreement with
the experimental results from van der Heyden et al.9 and Rashwan et
al.60 Notably, there is a considerable difference between ζ-potentials
found by van der Heyden et al.9 and Rashwan et al.60 at 100 mmol/l.
Comparable differences are found between values obtained from
different electrokinetic techniques. For example, Szymczyk et al.19

found that ζ-potentials from EOF and streaming potential exper-
iments for a NaCl solution in a ceramic channel are increasingly
dissimilar at an increasing ion concentration and constant pH, up
to ζEOF/ζSP ≈ 2 at 10 mmol/l of NaCl. On the other hand, the
concentration and pH combination at which ζ = 0 were shown to
vary little between EOF and streaming potential experiments, for
both NaCl and CaCl2 solutions. These findings have two impor-
tant implications. First, the concentration of ζ = 0 can be obtained
without relying on extensive knowledge or assumptions about the
nanoconfined fluid properties and the relation between ζ-potential
and fluid transport. This makes this concentration uniquely suit-
able to tune the MD cross interaction scaling factor f, as we will
do in the following. Second, the consistent isoelectric point between
the EOF and streaming potential experiments rules out significant
differences in surface sample or environmental conditions, suggest-
ing that the differences between the finite ζ-potential values mainly
originate from inaccuracies in the linear relationship between the
ζ-potential and the measured quantities [i.e., Eqs. (4) and (7)]
and in the fluid coefficients used in these models. As such, finite
ζ-potential values, and thus the slope of the curves in Fig. 5(a), are
less suitable as a means to validate MD results against experimen-
tal data. In an analogy to the isoelectric point, which is the pH at
which ζ = 0 for a fixed concentration, we will call the concentra-
tion at which ζ = 0 for a fixed pH the Isoelectric Concentration
(IEC).

We were able to reproduce the IEC (≈400 mmol/l for a CaCl2
electrolyte in a fused silica slit pore at pH 7.5)9 in our simulations
almost perfectly by setting f = 0.9. With f = 0 (thus the standard LB
mixing rule) the IEC is overpredicted, while with f = 1 it is under-
predicted. Furthermore, in Fig. 5(b), we show that by scaling the
ζ-potential to a third of its value, also good agreement in the slope
between the SC experiments of van der Heyden et al.9 and our
EOF simulations can be achieved. This is equivalent to reducing
the viscosity in confinement to a third of its bulk value. Such a
reduction is unexpected but has been reported in MD simulations
depending on the method of determining the viscosity.61 How-
ever, this is difficult to believe as the flow velocity can be shown
to be independent of channel width,51 and an enhancement of vis-
cosity near the surfaces is generally expected and predicted (i.e.,
viscoelectric and electroviscous effects).31,62–65 In a similar fashion,
a local increase of the dielectric permittivity can also explain the
disagreement. A misrepresentation of the concentration-dependent
ion diffusion coefficients may be yet another factor affecting the
slope. For example, the Madrid-2019 Ca2+ diffusion at infinite dilu-
tion has been found to be overpredicted by 12%, while at 500
mmol/l it was underpredicted by 20%. From similar simulations,
the Cl− diffusion was found to be underpredicted by 21% at infi-
nite dilution and 40% at 500 mmol/l.40,66–69 This may corrupt the
transfer of velocity from ions to water molecules through viscous
forces. As a result, we argue the difference in slope to be due to
modeling errors, either of the force field itself, differences between
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the experimental and simulation conditions, or differences arising
from the models used in EOF and SC experiments and simulations
[Eqs. (7) and (4)].

In conclusion, only the isoelectric point and concentration can
be used to compare results between various electrokinetic tech-
niques and between simulations and experiments unambiguously.
Here, f = 0.9 is shown to yield the correct IEC in our simulations
and will, therefore, be used in the remainder of this paper. We do,
however, not exclude that f may, in fact, be concentration or pH
dependent.

2. From ζ-potential to effective surface charge
Similar to the ζ-potential, which is defined as the electrochemi-

cal potential at the no-slip plane [ζ = ψ(zno-slip)], the effective surface
charge density σ∗ is defined as the charge density at the no-slip
plane Γ(zno-slip). The effective surface charge density is calculated
in various experimental studies using electrokinetic techniques or
force measurements, making it a potentially suitable means for com-
parison. From an experimental point of view, the effective surface
charge density σ∗ and the ζ-potential can be directly related via the
Grahame equation,70,71

σ∗ =
√

8c0ε0εrkBT sinh(
νeζ

2kBT
), (9)

with kB being the Boltzmann constant, T the temperature, e the
elementary charge, and ν the ion valency (2 for Ca2+ and 1 for
Cl−). This relation suggests that the events of charge inversion
and ζ-potential inversion are directly related. However, this hinges
on several assumptions. First of all, the charge density distribu-
tion is assumed to follow a Boltzmann distribution,72 neglecting
ion–ion correlations and considering ions as point charges. Con-
sequently, it is only valid at small concentrations and can also
not reproduce phenomena such as crowding and charge inver-
sion. Furthermore, the derivation of the Grahame equation only
applies to symmetric electrolytes. Despite these limitations, the Gra-
hame equation is also frequently used at high concentrations and
for asymmetric electrolytes. We note that the effect of using asym-
metric electrolytes and treating these as symmetric in the Gra-
hame equation is in fact very small as shown in Fig. S4 by com-
paring the Grahame equation against a variation for asymmetric
electrolytes.73

A more precise way of determining σ∗ is by extracting it directly
from the screening function31,35,59 σ∗ = Γ(zno-slip) given by Eq. (10),

Γ(z) = σ0 + ∫
z

0
ρe(z′)dz′. (10)

However, this is only possible when ρe(z) and zno-slip are known.
In MD simulations, ρe(z) can be determined [Fig. 6(a)], but no
rigorous method exists to determine the no-slip plane (zno-slip).
One could, for example, try to determine this plane from ion
mobilities or flow profiles [Fig. 6(d)]. However, the flow profiles
near amorphous silica have undulations and even regions of local
flow reversal. In some cases, also multiple no-slip planes could be
defined.

FIG. 6. MD simulation results for f = 0.9 at 150 mmol/l, 380 mmol/l, and
800 mmol/l as a function of coordinate z normal to the surface. z = 0 cor-
responds to the average hydrogen location at the surface. (a) Ca2+ concen-
tration profile dividing ions into ISSC, OSSC, those within the diffuse layer,
and free ions. (b) Screening function from Eq. (10). (c) Electrochemical poten-
tial obtained from the Poisson equation [Eq. (2)] and ζ-potential obtained
from EOF simulations using the Helmholtz–Smoluchowski equation [Eq. (7)].
(d) Scaled velocity profiles (multiplied by 1/0.85) of Ca2+, Cl−, and H2O
when an electric field of Ex = 0.2 V/nm is applied. The confidence intervals
are 68%.

Perhaps, the most rigorous method to determine zno-slip is to
compute the intersection between the electrostatic potential ψ(z)
and the ζ-potential [Fig. 6(c)]. Where the ζ-potential is obtained
from the Helmholtz–Smoluchowski equation and ψ(z) from the
Poisson equation with boundary conditions dψ(zwall)/dz = −σ0/ε0εr
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and ψ(zbulk) = 0. Note that in the calculation of ψ(z), full charges are
used, while the ζ-potential is determined considering a streaming
velocity that is scaled up by 1/0.85. The resulting zno-slip are added as
+ symbols in Figs. 6(b) and 6(c). While zno-slip ≈ 0.2 nm is nearly the
same for all 3 concentrations, it is not really a plane of zero veloc-
ity [Fig. 6(d)]. Furthermore, the resulting Γ(zno-slip) is considerably
lower than σ∗Grahame as shown in Fig. 7(a).

Alternatively, we could use the common assumption that
the no-slip plane is within 1 Å of the Outer-Helmholtz Plane74

(OHP), which is defined as passing through the nuclei of ions
forming OSSC [see Fig. 3(a)]. On an amorphous surface, this
opens up room for interpretation of the meaning and location
of the OHP. From Fig. 6(b), the location of the OHP could be
understood as coinciding with the maximum in the OSSC den-
sity, the intersection between the OSSC and diffuse layer densi-
ties, or the end of the OSSC region, resulting in zno-slip ≈ 0.3,
zno-slip ≈ 0.5, and zno-slip ≈ 0.6 nm, respectively, contributing to a
very ambiguous definition of zno-slip. In fact, the existence of a sin-
gle no-slip plane is under most circumstances, as for our system,
illusory.

Instead of dwelling on a physical location for the OHP,
we calculate the charge contribution associated with the OHP
directly from the number of ions forming ISSC and OSSC. Fig-
ure 7(a) shows that this definition also yields reasonable agree-
ment with the Grahame equation Eq. (9) and the experimental data.

FIG. 7. (a) Differing definitions of the effective surface charge density σ∗Grahame,
Γ(zno-slip), and σ∗ISSC+OSSC ≈ σ∗OHP from experiments and MD simulations at varying
concentrations. (b) The relative charge contributions of σ∗ISSC and σ∗OSSC for various
MD studies. The confidence intervals are 68%.

Furthermore, reasonable agreement is found across the MD stud-
ies, with the exception of our previous work.35 However, Fig. 7(b)
displays that the relative charge contribution of ISSC and OSSC
differs considerably between different MD studies. We predict
σISSC/σ0 between 25% and 45% and σOSSC/σ0 between 50% and
75% for our concentration range, while Lorenz and Travesset,25

for example, predict σISSC/σ0 between 65% and 90% and σOSSC/σ0
between 25% and 40%. Döpke et al.35 even predict overscreening
from the ISSC contribution alone (σISSC/σ0 > 1), while the ions
forming OSSC had no net contribution due to a balance between
Ca2+ and Cl− ions forming OSSC. These differences clearly show-
case that different MD simulation force fields do not yield con-
sistent amounts of ion adsorption without specifically tuning the
force field for this property as we have essentially done in this
study.

Based on our simulations corresponding to f = 0.9, we con-
clude that for realistic amorphous silica in contact with an aque-
ous solution of 100 mmol/l–800 mmol/l CaCl2 at pH 7.5, ∼25%
to 45% of the ions adsorb specifically, in other words forming
ISSC [see Fig. 7(b)]. The respective ion surface densities are given
in Fig. S5.

C. Mobility of ions within the EDL
Until now, we have only briefly discussed dynamics when

defining zno-slip and in relation to the slope of the ζ-potential–
concentration curve. Here, we discuss the dynamics within the EDL
in more detail since this is essential to parametrize a relation between
measured transport and the EDL structure.

Combining our EOF simulations with kinetic theory,75,76 we
obtain the average ion transport diffusion coefficient DX

k per ion
X ∈ {Ca2+, Cl−} and adsorption type k ∈ {ISSC, OSSC, diff, free}
following

DX
k =
∫ ρ

X
n,k(z)D

X
k (z)dz

∫ ρX
n,k(z)dz

. (11)

Here, ρX
n,k(z) is the number density profile and DX

k (z) the ion trans-
port diffusion profile given by Eq. (12) with μX

q,k(z) being the electri-
cal mobility profile given by Eq. (13). Note that the streaming veloc-
ities uX

x,k(z) and uwater
x (z) are scaled by 1/0.85 to compensate for the

scaled charges.36 The resulting ion transport diffusion coefficients
DX

k are provided in Fig. 8,

DX
k (z) =

μX
q,k(z)kBT

νe
, (12)

μX
q,k(z) =

uX
x,k(z) − u

water
x (z)

Ex
. (13)

In agreement with previous MD studies,34,40,59,66 the dynamic
Stern layer theory,77–81 and the viscoelectric model,62,63 DX

k reduces
with proximity to the surface and increasing concentration. The free
ion transport diffusion coefficient DX

free found here is in reasonable
agreement with previously reported values for this force field of
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FIG. 8. Transport diffusion coefficients DX
k based on ion adsorption types k

∈ {ISSC, OSSC, diff, free} when f = 0.9. (a) X = Ca2+. (b) X = Cl−. The confi-
dence intervals for the concentration are 68%. The confidence intervals for DX

k are
omitted since these exceed the axis limits.

6.3 × 10−10 and 12.3 × 10−10 m2/s for Ca2+ and Cl−, respectively,
at 500 mmol/l and 8.9(8) × 10−10 and 16.0(8) × 10−10 m2/s, respec-
tively, at infinite dilution.40,66 In the diffuse layer, DX

diff is between
70% and 85% of DX

free. For ions forming OSSC, the diffusion is fur-
ther reduced to between 40% and 60% of DX

free. For ions forming
ISSC, we find DCa2+

ISSC/D
Ca2+

free < 0.002 and DCl−
ISSC/D

Cl−
free < 0.02 − 0.06.

We attribute the difference in diffusion between Ca2+ and Cl− ions
forming ISSC to the difference in adsorption sites. While Ca2+ ions
adsorb specifically on negatively charged O− sites, we expect Cl−

ions to adsorb specifically on either SiOH or surface Si atoms,
which have their charges fully compensated by neighboring wall
atoms. Consequently, the energy required to remove an adsorbed
Ca2+ ion is greater than that required to remove an adsorbed
Cl− ion.

In conclusion, for realistic amorphous silica in contact with
an aqueous solution between 100 mmol/l and 800 mmol/l CaCl2
at pH 7.5, the diffuse layer clearly possesses a reduced mobility,
questioning the use of bulk transport properties throughout the dif-
fuse layer as is done in most continuum models (Gouy–Chapman
and basic Stern models, for example). Furthermore, Ca2+ ions form-
ing ISSC can be considered as virtually immobile. However, the
same assumption is not valid for Cl− ions forming ISSC nor for
Ca2+ and Cl− ion forming OSSC. However, the usual assump-
tion of an immobile Stern layer (containing ISSC and OSSC) may
yield seemingly correct results if the reduced mobility in the diffuse

layer is compensated by a finite mobility of ions within the Stern
layer.

IV. CONCLUSION

We have shown that the experimentally measured concentra-
tion at which the ζ-potential equals zero in a silica slit pore filled
with a CaCl2 electrolyte at pH 7.5 can be reproduced in EOF MD
simulations. This concentration that we called isoelectric concen-
tration (IEC) was argued to be least susceptible to modeling errors,
thus providing a suitable experimental reference point to benchmark
non-equilibrium MD simulations. We demonstrated that it cannot
be taken for granted that MD force fields automatically reproduce
correct and consistent EDL properties. For example, previous MD
studies have shown inconsistent amounts of ion adsorption, with
most of them predicting an abundance of ISSC formation and thus
underpredicting the experimental IEC.25,26,35 We believe that, to a
great extent, this is caused by the fact that ion–surface interac-
tions are typically not optimized or validated, but rather computed
from standard mixing rules. Our data show that ion adsorption
is extremely sensitive to the ion–surface interaction, and we pre-
sented an approach in which this interaction was tuned to obtain the
right amount of specifically adsorbed ions necessary to reproduce
the IEC.

The slope of the ζ-potential against concentration between
100 mmol/l and 800 mmol/l varies between different experiments
and simulations. Based on the rather consistent isoelectric point
and concentration, we argue that the differences in slope are not
caused by differences in surface sample conditions, but rather by
modeling errors. We discussed various possible modeling errors that
could bias the information obtained from experiments or simula-
tions. One reason could be that the fluid transport properties in
simulations and experiments differ. For example, different chan-
nel widths can lead to differences in the viscosity. Also, the force
field used is known to slightly underpredict the experimental vis-
cosity of water. Another concern may be the fact that electrostatic
screening is not considered by non-polarizable force fields. The
scaled charges of the Madrid-2019 ions account for the electrostatic
screening in bulk water simulations, but the effect and validity of
scaled charges in confinement still needs to be evaluated in more
detail.41

The diffusion coefficients of ions forming ISSC, OSSC, those
within the diffuse layer, and free ions were calculated to assess the
validity of the common assumption of an immobile Stern layer
and the use of bulk transport values in the diffuse layer. It was
found that for Cl− ions no clear immobile layer can be found,
while for Ca2+ ions the ISSC layer is virtually immobile. This
difference is attributed to the adsorption sites of Ca2+ and Cl−.
Despite ions forming OSSC frequently being classified as immo-
bile, we found these do have a diffusion coefficient ranging from
40% to 60% of DX

free. Finally, the ions within the diffuse layer, which
are commonly classified as fully mobile, were found to present a
reduced diffusion as low as 70% of DX

free. These findings clearly
oppose the traditional interpretation of the immobile Stern layer
and the bulk like diffuse layer. However, the deficit in the dif-
fuse layer may be compensated by the finite diffusion in the Stern
layer.
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The findings in this study have wide reaching implications in
improving the understanding and interpretation of experiments in
which the results depend on the EDL structure and dynamics. For
example, empirical surface complexation models provide estimates
of properties within the Stern layer and thereby boundary conditions
for a continuum model spanning the diffuse and bulk regions. Most
of these models require the specification of the Stern layer capaci-
tance. With the right distribution of ions within the Stern layer given
by detailed MD simulations, this capacitance can now be calculated
accurately.

Finally, our results can be used to supplement experimental
findings where direct measurement or unambiguous interpretation
is not possible. Albeit the simulations presented here are at relatively
high concentrations, the scaling parameter derived here is thought to
be also valid at lower concentrations. One way of verifying this could
be to use the isoelectric point when comparing experiments and
simulations. This is the pH at which ζ = 0 when the concentration
is kept constant, which consequently results in a similar reduction
of errors as for the IEC. In fact, one can find the isoelectric point
and concentration for any pH or any concentration by varying the
concentration or pH, respectively, providing an infinite number of
unambiguous points.

SUPPLEMENTARY MATERIAL

Additional equations and figures are provided in the
supplementary material.
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