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Abstract

Unmanned aerial vehicles have proliferated in the last few decades, with applications that include
military, commercial and recreational. Their size and typical flight velocities are characterized by
moderate Reynolds numbers O(104 −105). For such conditions, boundary layers can remain lam-
inar and therefore are highly susceptible to separation and the generation of laminar separation
bubbles (LSBs), when compared to more conventional aircraft. Extensive research has been done
to study the influence of Reynolds number, angle of attack, sweep angle or freestream turbulence
level on the nature of LSBs. However, the study of LSBs subject to unsteadiness is rather limited.
This is especially relevant for small aircraft that typically fly in gusty environments such as cities.
The problem is aggravated by the recent shift toward composite manufacturing, which allows more
efficient high-aspect-ratio configurations, but that deform considerably more when subjected to
unsteady loads.

The LSB that forms on the suction side of a modified NACA 643 − 618 airfoil at a chord-based
Reynolds number of Re = 200k is studied in a series of wind tunnel experiments conducted at The
University of Arizona. Three different flow measurement techniques are considered in the experi-
ments to identify the bubble: surface pressure measurements, Particle Image Velocimetry and In-
frared Thermography. The capabilities of the three techniques are first explored in a static char-
acterization of the LSB over a range of angles of attack. For the conditions tested, excellent agree-
ment between the techniques is obtained, showing an upstream shift of the bubble with increasing
incidence. For the study of static LSBs, the infrared approach is superior, given its higher spatial
resolution and experimental simplicity.

The complexity is then increased to study the influence of aerodynamic unsteadiness on the
bubble. For this purpose, two different types of structural motion are imposed on the wind tun-
nel model. A first experiment considers a pitching-type motion, with reduced frequencies up to
k = 0.25. While surface pressure measurements and PIV are not heavily affected by the change in
experimental conditions, the infrared approach becomes limited by the thermal response of the
surface. To overcome this limitation, an extension of the recently proposed Differential Infrared
Thermography (DIT) method is considered. Even so, the unsteady behaviour of the bubble can be
only partially detected with this method. All-three techniques considered indicate a hysteresis in
bubble location between the pitch up and pitch down parts of the motion, caused by the effect of
the aerodynamic unsteadiness on the adverse pressure gradient.

The second type of structural motion studied consists of a sinusoidal plunge, with an amplitude
of h = 6% of the airfoil chord and a reduced frequency of k = 0.67. The surface pressure measure-
ments and PIV still capture a hysteresis in bubble location along the cycle, expressed in terms of the
effective angle of attack induced by the plunging motion. However, due to the increased frequency
of the motion, the thermal response of the surface reduces and the infrared approach fails to detect
the unsteady bubble.
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αnom Nominal angle of attack

δ Boundary layer thickness

δ∗ Boundary layer displacement thickness

ϵ Emissivity coefficient

Γ2 Vortex identification scheme
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µ Dynamic viscosity of the fluid

ϕ Phase angle of the plunging motion

ρ Density of the fluid
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1
Introduction

In a continuous search for energetic efficiency, the aeronautical industry has recently shifted to-
wards the use of composite materials wherever possible. This search, mainly driven by the limited
availability and subsequent costs of fuel, creates some of the most beautiful engineering challenges.
From an aerodynamic perspective, the use of composites (lighter than conventional materials) does
not only allow to reduce lift and therefore drag, but also offers the possibility of using more effi-
cient high-aspect-ratio wings. When subjected to aerodynamic loading, these will deform consid-
erably more than traditional lower-aspect-ratio structures manufactured with conventional mate-
rials. This fact is clearly visible in modern aircraft, as for example the Boeing 787 Dreamliner. In a
gusty environment, the unsteady aerodynamic loading will have a greater effect on these more flex-
ible wings. This can reduce the aerodynamic performance, diminish the capability of maintaining
vehicle control and ultimately cause structural failure. While the latter two are out of the scope of
this thesis, understating the effect that structural motion has on the aerodynamic performance of a
wing is a key part of the project.

In general, gusts have more dramatic effects on smaller and slower aerial vehicles. Besides, these
are more likely closer to the earth’s surface, which is the typical flight environment of small aerody-
namic devices. The size and flight velocity may be characterized using the chord-based Reynolds
number, Re. In a moderate Re regime, O(104−105), the boundary layer (BL) developing on the suc-
tion side of an airfoil often remains laminar beyond the point of minimum pressure. In the adverse
pressure gradient region, the laminar BL can separate, forming a shear layer. Under certain condi-
tions, a laminar-to-turbulent transition process may occur in the separated shear layer and cause
the reattachment of a turbulent BL. This flow feature, enclosed by the shear layer, is called laminar
separation bubble (LSB). This description is reproduced in Fig. 1.1 (left).

Figure 1.1: (left) Sketch of a LSB forming over an airfoil. Reproduced from Uranga et al. [74] (right) Aeromot AMT-200
Super Ximango motor glider.

LSBs are therefore often present in a variety of applications such as unmanned aerial vehicles,

1



2 1. Introduction

wind turbines or gliders. A meaningful example for this thesis is the Ximango motor glider shown
in Fig. 1.1 (right), as the airfoil considered in the current investigation is extracted from this aircraft.
Gaster [23] and Horton [31] were among the first to study LSBs, investigating the effect of pressure
gradient and Reynolds number on the nature and size of the bubble. They defined the characteris-
tic features of LSBs, including separation of the laminar boundary layer due to the adverse pressure
gradient, transition to turbulence in the separated shear layer that encloses the bubble and reat-
tachment of a turbulent boundary layer. Early studies also tried to classify LSBs based on their size
relative to BL parameters (Owen and Klanfer [55]) or effect on the static pressure distribution (Tani
[72]).

Advances in experiments and computations have made it possible to study the aerodynamic
problem in detail. The transition process in the separated shear layer is of particular interest for
both basic and applied research purposes. The experiments of Watmuff [80] and Lang et al. [42],
among others, have shown that amplification of the Kelvin-Helmholtz instability in the shear layer
is a common feature of LSBs, leading to the roll-up and shedding of spanwise coherent vortices
at the rear part of the bubble. Simulations from Visbal et al. [76], among others, showed that this
effect compensates for the adverse pressure gradient, leading to a highly unsteady reattachment
process associated with a turbulent boundary layer. Under particular circumstances, such as high
turbulence levels or strong three-dimensionality, other instabilities can govern the transition pro-
cess (Kurelek et al. [41]) but are out of the scope of the present investigation.

Extensive research has been done to study the influence of Reynolds number (Burgmann and
Schöder [11]), angle of attack, α (Yarusevych et al. [87]), sweep angle (Hetsch and Rist [29] & Hos-
seinverdi and Fasel [32]), and freestream turbulence level (Balzer and Fasel [4] & Hosseinverdi and
Fasel [34, 36, 33]) on the topology of LSBs. An increase in Re, angle of attack or freestream turbu-
lence typically causes an upstream movement and size reduction of the bubble.

Over the years, various flow measurement techniques have been considered to identify the
mean topology of LSBs in experiments. Some measure the velocity field in the region of the bubble
and others analyze the effect of the LSB at the wall, in terms of static pressure, skin friction or con-
vective heat transfer. The most popular technique for velocity measurements is nowadays Particle
Image Velocimetry (PIV), and many studies have used it to detect LSBs and investigate the transition
process occurring in the separated shear layer. An example of a PIV measurement in the presence
of a LSB is shown in Fig. 1.2. This result, reproduced from Nati et al. [52], shows the LSB developing
on the suction side of a SD7003 airfoil at α = 4◦. The depicted streamlines illustrate the presence
of a LSB on the rear part of the airfoil and show a recirculation region prior to the turbulent BL
reattachment.

Figure 1.2: Time-averaged flowfield around a SD7003 airfoil at α= 4◦. LSB characteristic locations indicated by red dots.
Reproduced from Nati et al. [52].

Although PIV provides a complete description of the LSB, the technique typically suffers from
higher uncertainty close to the walls. The laser sheet used to illuminate the seeding particles reflects
at the surface corrupting the measurements. This makes it difficult to detect the exact laminar sepa-
ration and turbulent reattachment locations. To overcome this limitation, flow measurement tech-
niques that provide direct wall measurements may be used. The most common example, widely
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present in experimental aerodynamics, is the use of static pressure taps at the wall. An example of
a static pressure coefficient (cp ) distribution for the case of a LSB is shown in Fig. 1.3 (left). This re-
sult, reproduced from Gerakopulos et al. [24], shows the cp distribution over a NACA 0018 airfoil at
α= 10◦, for Re = 160k. The presence of the LSB is indicated by the pressure plateau that forms after
flow separation, followed by a region of fast pressure recovery due to flow reattachment (O’Meara
and Mueller [53]).

Figure 1.3: (left) Static pressure coefficient distribution over a NACA 0018 airfoil, for Re = 160k and α= 10◦. Reproduced
from Gerakopulos et al. [24]. (right) Temperature fields over a NACA 0015 hydrofoil at two different angles of attack,
obtained using temperature-sensitive paints. Reproduced from Miozzi et al. [50].

Even if the bubble has a strong impact on the pressure distribution, the accurate location of it
is strongly limited by the spatial resolution of the taps. A similar issue is found when using hot-
film anemometry, successfully applied by Rudmin et al. [66] to detect the LSB forming over a NACA
0012 airfoil. The problem can be avoided by switching to optical techniques. These can be used
to measure different BL parameters, such as surface pressure, skin friction or surface temperature.
Fujisawa et al. [16] and Zhong [88] considered shear-sensitive liquid crystals to perform quantitative
measurements of the wall shear stress on a NACA 0018 and 66(1)-012 respectively, visualizing the
locations of laminar separation and turbulent reattachment. Miozzi et al. [50] used temperature-
sensitive paints to study the LSB developing on the suction side of a NACA 0015 hydrofoil. From the
temperature measurements, skin-friction vector fields were extracted by means of an optical-flow-
based algorithm. An example of the temperature fields measured for the hydrofoil at two different
angles of attack is given in Fig. 1.3 (right). Although these techniques can be used to detect regions
of separated flow, they involve a complex model preparation before every experiment.

A non-intrusive optical technique has gained recent attention in subsonic aerodynamic test-
ing. This is Infrared Thermography (IT), which uses a camera sensitive in the infrared band of the
electromagnetic spectrum to measure surface temperature. This can be linked to the convective
heat transfer between the surface and the flow thus providing information about the BL state. Some
studies have already used IT to detect LSBs. Ricci and Montelpare [63] employed this technique to
detect the bubble on a Eppler-387 airfoil. They estimated convective heat transfer from the mea-
sured temperatures using a numerical approach. More recently, Wynnychuk and Yarusevych [86]
detected the LSB over a NACA 0018 solely from temperature distributions, showing good agreement
with PIV results.

Not all of the flow measurement techniques mentioned so far are suitable for unsteady situa-
tions. Some lack the temporal resolution and for others there is simply not a lot of research con-
ducted yet. This project tackles the experimental investigation of an unsteady LSB using some of
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these techniques. In the case of IT, recent advances in infrared cameras have increased their tem-
poral resolution sharply, thus making it possible to consider the technique for unsteady subsonic
investigations.

1.1. Research objective and Outline
This research project is a collaboration between TU Delft and The University of Arizona. All the
experimental work discussed in the thesis was conducted at The University of Arizona. This was
part of a broader project supported by the Air Force Office of Scientific Research (AFOSR), with Dr.
Gregg Abate serving as the program manager. The goal of the project is to study the effects of wing
structural motion on a laminar airfoil in a low Reynolds number environment. In the context of this
thesis, a wing section undergoing structural motion is studied in a wind tunnel (WT) experiment,
and the conditions are such that a LSB forms on the wing surface. The bubble is studied in detail
considering various flow measurement techniques. This sets the research objective of the thesis:

“Investigate the strengths and weaknesses of three different flow measurement
techniques—surface pressure measurements, Particle Image Velocimetry and In-
frared Thermography—to detect the location of an unsteady Laminar Separation
Bubble”.

The study of LSBs subjected to unsteadiness is rather limited. In chapter 2, some results ex-
tracted from the literature will be discussed. Also, some results from linear unsteady airfoil theory
will be introduced. These, written in terms of unsteady lift response, will serve as a reference for the
experimental surface pressure measurements.

As IT constitutes the novel approach towards unsteady LSB identification, the technique will be
explained in greater detail in chapter 3. This involves the description of the heat transfer process
at the surface and finding a relation between surface temperature and the BL state. While this is
generally described for static conditions, the approach will be extended to an unsteady situation,
discussing some existing results from the literature.

The experimental setup considered in the WT campaigns at The University of Arizona will be
discussed in chapter 4. This will include a description of the WT facility, the wing section used and
its internal instrumentation, and also an explanation of the flow measurement techniques consid-
ered in the experiments. The mechanisms used to impose the structural motion to the wing will be
illustrated as this constitutes an important part of the project.

Chapter 5 will be dedicated to discussing the methodology employed to detect the LSB from the
experimental measurements. This includes the methodology for the surface pressure taps, PIV and
IT. For IT, the approach for a static situation will be first discussed, as this is in agreement with some
existing publications. Then, a novel approach will be presented to study the case of an unsteady LSB.
This will be accompanied by the implementation of an analytical thermal model that simulates the
unsteady heat transfer process at the wing surface. This will be used to characterize the unsteady
situation and later compared to the actual experimental results.

The first experimental investigation conducted in this project consisted of a static characteriza-
tion of a LSB using the three techniques mentioned above. Then, two different types of structural
motion were imposed to the wing section. The simpler case was a pitching motion (pure α change).
The frequency of this motion was changed to study from quasi-steady situations to fully unsteady
ones. Then, the complexity was increased to study a plunging condition. The experimental results
obtained from the three investigations (static, pitching and plunging) will be discussed in chapter
6. Finally, the conclusions derived from this investigation will be discussed in chapter 7. This will
include a review of the research objective and some recommendations for future work.

The research project conducted at The University of Arizona combines flight tests, wind tunnel
experiments and high-fidelity numerical simulations. Only the wind tunnel part of the project will
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be discussed here. The comparison between wind tunnel experiments and the numerical simula-
tions can be found in Grille Guerra et al. [27, 28]. One of the topics of the research project is to
explore the use of Active Flow Control (AFC) combined with the unsteady regime. This part of the
project is also excluded from the thesis document. The interested reader is referred to Hosseinverdi
et al. [37] for a comparison between experiments and simulations on the use of AFC for a static
situation.





2
Unsteady Laminar Separation Bubbles

Unsteady aerodynamic effects appear in various flow situations, such as gust encounters, manoeu-
vres or transient flows. To understand the effect of the aerodynamic unsteadiness on a full air-
craft wing or helicopter rotor, the problem can be first simplified by studying the case of a two-
dimensional airfoil. The challenging mathematical modelling of unsteady airfoil behaviour received
great attention since the 20th century. As an extension of steady thin-airfoil theory, authors like
Von Karman and Sears [79] or Theodorsen [73] studied the airfoil response to gusting or structural
motion. The presence of a LSB violates the modeling assumption or inviscid flow, but the results
from these methods can still be compared to the experimental results in this case. A review of
Theodorsen’s theory is given in §2.1, focusing on the unsteady lift response of an airfoil subjected to
structural motion.

More recent research on the effects of aerodynamic unsteadiness does incorporate the role of
viscosity. A lot of effort has been dedicated to investigating phenomena such as unsteady BL tran-
sition (Gardner et al. [20]) or dynamic stall (McCroskey [47]). Both of these can still occur under the
presence of a LSB, but the study of this topic is rather limited. Some existing results are reviewed in
§2.2, as these constitute the closest link to the investigation conducted in this thesis.

2.1. Linear unsteady aerodynamics: Theodorsen’s theory
Theodorsen’s theory gives a solution to the unsteady aerodynamic loads on a two-dimensional har-
monically oscillated airfoil in inviscid, incompressible flow. A vortex sheet is used to represent the
airfoil and its wake. By imposing the Kutta condition at the trailing edge and circulation conser-
vation, the vortex model gives the bound circulation under harmonic forcing conditions. The so-
lution represents a transfer function between the forcing (structural motion) and the aerodynamic
response (lift and pitching moment). The oscillatory motion of the airfoil can include both plung-
ing and pitching contributions. These are represented in Fig. 2.1(left), as reproduced from Leish-
man [44]. A pitching motion includes contributions from α variations and pitch rate (α̇), whereas a
plunging motion induces α changes and is characterized by the motion amplitude h, typically made
non-dimensional using the airfoil chord length c.

For an oscillatory motion that includes both pitching and plunging contributions, in a flow of
steady velocity U∞, the unsteady lift coefficient (cl ) response given by Theodorsen can be written
as:

cl =π
c

2

[
α̇

U∞
+ ḧ

U 2∞
− caα̈

2U 2∞

]
+2πC (k)

[
ḣ

U∞
+α+ c

2

(
1

2
−a

)
α̇

U∞

]
, (2.1)

where a is the pitch axis location relative to the mid-chord of the airfoil and is measured in semi-
chords. The first set of terms in equation (2.1) results from flow acceleration effects (usually called

7



8 2. Unsteady Laminar Separation Bubbles

Figure 2.1: (left) Oscillatory motion contributions in Theodorsen’s theory. Pitching (top) and plunging (bottom). Repro-
duced from Leishman [44]. (right) Circulatory part of the unsteady lift response for a sinusoidal variation in α. Repro-
duced from [44].

apparent or added mass effects), whereas the second arises from the creation of bound circulation
about the airfoil (therefore called circulatory terms). One of the circulatory terms, C (k), known
as Theodorsen’s function, accounts for the effects of the shed wake on the unsteady loads. This
complex transfer function can be expressed as:

C (k) = H (2)
1 (k)

H (2)
1 (k)+ i H (2)

0 (k)
, (2.2)

where i is the imaginary unit and H (2)
ν is a Hankel function, which can be expressed in terms of

Bessel functions of the first and second kind. The argument of Theodorsen’s function, k, is the re-
duced frequency of the oscillatory motion. This parameter characterizes the degree of unsteadiness
of the motion and appears when non-dimensionalizing the Navier-Stokes equations. It depends on
the motion oscillating frequency f , and can be written as:

k = π f c

U∞
. (2.3)

Theodorsen’s function introduces an amplitude reduction and phase lag effect on the circula-
tory part of the unsteady lift response, compared to a quasi-steady motion. This effect is represented
in Fig. 2.1(right), where the circulatory part of the lift response to a sinusoidal variation inα is shown
for various k. This result is reproduced from [44]. It shows the steady-state situation (k = 0, linear
relation between α and cl , with a slope equal to 2π) and three unsteady conditions (k > 0). As k in-
creases, a hysteresis loop is observed (phase lag), such that lift is lower than the steady value when
α is increasing and higher when it is decreasing. The amplitude of the response also decreases with
increasing k. In the limit where k tends to infinity, the amplitude is half of the steady value and there
is no phase lag.

In this project, the two types of oscillatory motions discussed here (pitching and plunging) are
studied separately. The experimental measurements of unsteady lift obtained in the WT are com-
pared with those from equation (2.1) considering only the terms that apply to each situation. The
deviation from the linear 2π slope described by the theory will also be used to construct a theoret-
ical prediction of the LSB behaviour for unsteady conditions, so that it can be compared with the
experimental measurements. The unsteady lift can be related to a different static angle of attack,
and the LSB location at that static condition may be compared to the unsteady results.
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2.2. Experimental measurements of unsteady LSBs
As mentioned above, one of the most relevant unsteady aerodynamics phenomena is dynamic stall.
For the case of a LSB, this is closely linked to the so-called bubble bursting phenomenon. Extensively
studied by Gaster [23], bubble bursting is observed to occur when the adverse pressure gradient on
a wing’s surface reaches a point beyond which the free shear layer that normally encloses the bubble
can no longer reattach. This results in an detached free shear layer and comes with a sharp decrease
in lift and drag increase. If this occurs due to unsteady aerodynamics, then it holds close relation
with the dynamic stall phenomenon and has similar consequences on airfoil behaviour.

Previous WT experiments conducted at The University of Arizona, see Agate et al. [1], have stud-
ied the occurrence of bubble bursting for an X-56A airfoil undergoing plunging structural motion.
Qualitative behaviour of the LSB forming on the suction side of the wing was observed from surface
static pressure measurements and vorticity fields extracted from planar phase-averaged PIV mea-
surements. For situations that did not cause bubble bursting, good agreement was found between
the unsteady lift measured in the experiments and Theodorsen’s theory. This suggests the suitability
of the theory even for the presence of a LSB in the absence of massive flow separation.

This type of experimental investigation has received greater attention for the case of pitching
structural motion. Pascazio et al. [56] and Lee and Basu [43] studied the LSB that formed on the
suction side of a sinusoidally pitching NACA 0012 airfoil. While the former used an embedded laser
velocimetry technique to obtain BL profiles, the latter considered an array of multiple hot-films to
link the observed changes in convective heat transfer to the BL state. Both techniques, even being
time-consuming and requiring plenty of instrumentation, offer the temporal response needed to
study unsteady phenomena. In this case, this worked especially well to study the unsteady tran-
sition phenomenon on the separated shear layer from statistical analysis of the measured signals.
These two studies considered pitching motions such that bubble bursting occurred during the cy-
cle. For the part of the cycle where the LSB stayed attached, both found a hysteresis in transition
location during pitch up and pitch down. It was found that, during pitch up, transition happened
downstream of the location measured for the same static α. The opposite was observed to occur
during pitch down. An increased hysteresis was measured for increased reduced frequency of the
imposed motion. This behaviour was later observed for the same airfoil by Kim and Chang [40],
using surface-mounted hot-wire probes and smoke flow visualization. The qualitative BL transition
behaviour is not that different from that of a situation without the presence of a LSB, and can be
explained from the unsteady version of Bernoulli’s equation, as discussed by Ericsson and Reding
[15].

More recently, Nati et al. [52] employed stereoscopic PIV measurements to study the evolution of
the LSB that formed on the suction side of a SD7003 airfoil when subjected to a sinusoidal pitching
motion. The parameters of the motion imposed were such that no bubble bursting was observed
during the cycle. From the phase-averaged PIV measurements, the locations of laminar separation
and transition during the cycle were obtained as for a static case, proving the validity of PIV for
unsteady LSB investigations. The obtained results are reproduced in Figs. 2.2(a) and 2.2(b) respec-
tively. It can be seen that the pitching motion introduces a hysteresis behaviour of both measured
locations. As for previous studies, the pitch down is seen to promote the occurrence of transition to
turbulence when compared to the static situation. Again, this can be attributed to the effect that the
unsteady motion has on the pressure gradient acting on the wing. During pitch down, the adverse
pressure gradient is enhanced, thus causing an earlier separation of the laminar BL and transition
to turbulence in the separated shear layer.

This review of existing experiments involving unsteady LSBs reveals the existence of some gaps
in the knowledge. Most of the investigations only provide qualitative existence of a LSB during an
unsteady cycle, and those giving quantitative information miss some of the characteristic locations
that define the position of the bubble. The effect that motion amplitude and reduced frequency
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Figure 2.2: LSB characteristic locations for static (dotted line) and unsteady pitching (dashed line) SD7003 airfoil. (a)
Laminar separation location. (b) Transition location. Reproduced from Nati et al. [52].

have on the bubble evolution have barely been tackled. Regarding the flow measurement tech-
niques considered so far for this type of experimental investigation, PIV arises as a strong candidate
being able of providing quantitative information about the LSB location. Other velocimetry tech-
niques, providing pointwise measurements, involve much more instrumentation and have a lower
spatial resolution. The other technique that can provide quantitative information is the use of mul-
tiple hot-film sensors. These complicate the experimental setup and may perturb the LSB develop-
ment, given their extreme sensitivity to surface roughness (Borgmann et al. [8]). So far, the use of
an optical, non-intrusive technique, capable of providing direct measurements at the surface and
coping with an unsteady situation is still to be made. Here, Infrared Thermography is postulated
as a potential alternative, given the recent advances in hardware and data processing that will be
detailed in the next chapter.



3
Infrared Thermography for Unsteady

Boundary Layer Diagnostics

Infrared Thermography is an optical measurement technique. This means that the measurements
are performed with a camera. An infrared camera collects radiation in the infrared band of the
electromagnetic spectrum that can be related to the temperature of the object viewed. In the context
of this thesis, a relation between the surface temperature of a wing exposed to the flow and the BL
state needs to be made. When speaking about BLs, typically the momentum BL is addressed. This
refers to the fluid being retarded by the viscous forces near a solid wall. Similarly, a thermal BL will
form if there is a temperature difference between the surface and the flow. The link between the
momentum and thermal BLs is detailed in §3.1, while §3.2 covers a description of infrared cameras
and their measurement principle.

The use of IT for experimental aerodynamics started approximately 50 years ago. The evolu-
tion of infrared cameras during this time made it possible to tackle new regimes. The most recent
advance in the design and fabrication of infrared cameras is the improvement of acquisition fre-
quency. State-of-the-art infrared cameras can operate even in the kHz regime, which enables them
to study unsteady aerodynamic problems. Some limitations still exist, mainly linked to the thermal
response of aerodynamic surfaces, which may be overcome using improved data processing tech-
niques. In this regard, the Deutsches Zentrum für Luft- und Raumfahrt (DLR, German Aerospace
Center) has made great progress during the last decade, studying phenomena such as unsteady BL
transition or dynamic stall in a subsonic environment. The details of their proposed approach are
discussed in §3.3, as this is relevant for the purpose of this thesis.

3.1. Convective heat transfer and the Reynolds analogy
The concept of momentum BL was introduced by Prandtl in 1904 [58], as a thin region of the flow
close to a wall (in this case the surface of a wing) in which viscosity plays a relevant role. Outside of
this thin region, the flow may be treated as inviscid. In typical aircraft aerodynamics, with Reynolds
numbers in the order of 106 and higher, the laminar BL developing on the wings transforms into a
turbulent BL by a process called laminar-to-turbulent transition. Even if this differs from the LSB
case treated in this project, it serves to illustrate some of the key differences between laminar and
turbulent BLs. The two types of BLs develop different velocity profiles. At the wall, they also present
a different velocity gradient. This is related to the wall shear stress, τw , through the dynamic viscos-
ity of the fluid, µ, as:

τw = µ
∂u

∂y

∣∣∣∣
y=0

, (3.1)
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where u is the tangential component of the flow velocity and y is the wall-normal coordinate. The
wall shear stress is typically made non-dimensional using the freestream dynamic pressure, q∞ =
1
2ρU 2∞, creating the skin fiction coefficient, C f , as:

C f =
τw

1
2ρU 2∞

, (3.2)

where ρ is the fluid’s density. This non-dimensional number represents the friction drag and is
therefore a key aspect of airfoil design. Close to the leading edge of the airfoil, a thin laminar BL
develops. This will have a high velocity gradient at the wall and thus the skin friction coefficient will
be large. As the BL gets thicker along the chord, the gradient reduces as does the friction coefficient.
However, due to the shape of the velocity profile of a turbulent BL, a bigger velocity gradient at the
wall is present, increasing the friction coefficient. For the BL over a flat plate at zero incidence,
which constitutes the Blasius [6] BL profile, this behaviour has been measured experimentally, as is
reproduced in Fig. 3.1.

Figure 3.1: Theoretical trend and experimental measurements of the skin friction coefficient C f over a flat plate at zero
incidence. Reproduced from Schlichting and Gersten [67].

The skin friction coefficient associated with a turbulent BL is typically an order of magnitude
higher than the respective laminar BL. This difference allows distinguishing between BL states by
measuring the friction coefficient or a related quantity experimentally. The use of IT for experimen-
tal BL diagnostics is linked to this concept indirectly. If a temperature difference exists between the
surface and the flow, heat exchange between the two will appear. This process will be dominated by
convective heat transfer, described by Newton’s law of cooling. For a surface at temperature Ts and
neglecting compressibility effects, a convective heat flux qconv may be described as proportional
to the difference in temperature with respect to the flow, which is at temperature T∞. The propor-
tionality parameter is the convective heat transfer coefficient, hs . This relationship may be written
as:

qconv = hs (Ts −T∞) . (3.3)

A non-dimensional number may be constructed using the heat transfer coefficient. This is the
Stanton number, St , which relates the convective heat transfer with the fluid’s thermal capacity,
ρCP . It can be expressed as:

St = hs

U∞ρCP
, (3.4)
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where CP is the heat capacity of the fluid. Similarly to the momentum BL described earlier,
another BL is formed as a result of the heat transfer between the surface and the flow. This is called
the thermal BL, and describes the temperature profile close to the wall due to the heat transfer
process. Both BLs are analogous under certain circumstances, which means that there is a physical
relationship between them. This is called the Reynolds analogy. For typical airfoil aerodynamics,
this relationship may be simply expressed as:

C f = 2St , (3.5)

which relates the skin friction with the convective heat transfer. This powerful tool allows to ex-
tract information about the friction drag based on the analysis of the convective heat transfer. This
is widely used in experimental aerodynamics. In the case of IT, surface temperature measurements
can be used to obtain information about the convective heat transfer coefficient and link that to the
momentum BL state. A more detailed explanation of the validity of this analogy is given by Schlicht-
ing and Gersten [67]. It is important to note that this is only valid for attached flow conditions, both
for laminar and turbulent BLs. For a LSB, the assumptions break in the separated region that de-
fines the bubble and no analytical relationship between skin friction and convective heat transfer
may be found. In this situation, the relation between surface temperature and the BL state needs to
be drawn from computations or experiments involving some other flow measurement technique,
as will be discussed later in this thesis.

3.2. Radiative heat transfer and infrared scanners
Even if convection is the dominating heat transfer process in most aerodynamic applications, IT
makes use of another process: heat transfer by radiation. Radiation is energy transport by elec-
tromagnetic waves. All materials (at a temperature above absolute zero) emit energy by means of
thermal radiation. As the amount of energy will depend on the body temperature (among other
parameters), this may be collected with a scanner to get an estimate of it.

As all materials emit radiation, a body will receive incident radiation (irradiation) from neigh-
bouring bodies. Depending on the body’s nature, incoming energy will be partially absorbed, re-
flected and transmitted by it. This situation is described by Astarita and Carlomagno [3] and repro-
duced in Fig. 3.2(left). Energy conservation imposes:

αr +ρr +τr = 1, (3.6)

where αr , ρr and τr are the dimensionless absorptivity, reflectivity and transmissivity coeffi-
cients respectively. Radiative heat transfer theory is derived for a particular situation where αr = 1.
Bodies fulfilling this condition are called black bodies. These are perfect emitters, which means that
they emit the maximum amount of energy possible, at a given temperature, and uniformly in all pos-
sible directions. The total energy flux emitted by a black body is described by the Stefan-Boltzmann
law, which is just a function of its temperature.

Real bodies emit only a fraction of the energy heat flux emitted by a black body at the same
temperature. This fraction is described by the emissivity coefficient, ϵ. Generally, this coefficient
will be a function of the angle between the direction normal to the body and the direction of emitted
radiation, and also of the wavelength. When these dependencies do not occur, bodies are called
diffuse emitters and grey bodies respectively. Under these assumptions, Kirchhoff’s law states that
the emissivity coefficient is equal to the absorptivity coefficient (ϵ = αr ). Many materials, such as
those generally used for IT measurements, are opaque in the infrared spectrum, meaning that τr = 0
and therefore the radiation process can be considered as a surface phenomenon. For these bodies,
Kirchhoff’s law can be expressed as:

ϵ+ρr = 1. (3.7)
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Figure 3.2: (left) Sketch illustrating the absorption, reflection and transmission of irradiation by a body. Reproduced from
Astarita and Carlomagno [3]. (right) Atmospheric transmittance in the infrared band. Reproduced from [3].

Materials with low emissivity (as shiny metallic surfaces) not only emit less energy but also re-
flect a lot of irradiation. These should not be employed in IT applications. For this technique, high
emissivity materials are ideal, as they maximize the amount of energy that can be collected with an
infrared scanner and also minimize reflections. For a real surface at temperature Ts , the total energy
flux emitted by radiation (qr ad ), using the Stefan-Boltzmann law, may be written as:

qr ad = ϵσT 4
s , (3.8)

where σ is the Stefan-Boltzmann constant. Typically, infrared scanners capture only a limited band
of the infrared spectrum. Mainly, in the so-called midwave infrared (MWIR) and longwave infrared
(LWIR). For common WT experiments, the infrared scanner normally views the model through air,
which is not fully transparent (it absorbs part of the energy emitted by the body) in this band of
the spectrum. The atmospheric transmittance in this region is reproduced in Fig. 3.2(right). Two
so-called atmospheric windows appear, which justify the adopted MWIR and LWIR bands. The sig-
nificant absorptions are essentially linked to the presence of water vapour and carbon dioxide in the
air.

Infrared scanners have evolved significantly since their first appearance in the 1960s as offshoots
of military programs. While initially restricted to being point-sensing detectors, the introduction
of Focal Plane Array (FPA) detectors in the 1980s changed this to effective two-dimensional trans-
ducers containing an array of sensible elements (pixels). The performance of an infrared scanner
is typically described by its spatial resolution, acquisition frequency and thermal sensitivity. The
spatial resolution is given by the number of pixels in the FPA. The acquisition frequency is mainly
connected with the detector response time. This increases for cooled detectors and can go up to the
kHz regime for small windows in modern cameras. The thermal sensitivity is expressed in terms of
mean noise equivalent temperature difference (NETD). This is defined as the time standard devia-
tion of the background noise averaged over all pixels of a black body. This is normally provided by
the manufacturer at ambient temperature and can be as low as 10mK for modern cooled detectors.

The output signal of an infrared scanner is a map of the radiation energy emitted by a surface. In
order to convert this into a temperature map, a calibration of the camera is required. For qualitative
BL diagnostics, this calibration is not required, and the information of the BL state can be directly
inferred from the radiation energy map. This simplifies the process and makes IT a simple technique
suitable for BL diagnostics.
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3.3. Unsteady BL transition detection using IT
The first infrared cameras, pointwise detectors, were developed in the 60s. Their sensitivity limited
aerospace applications to study hypersonic phenomena, such as atmospheric re-entry (Stallings
and Carver [71]). This was followed by supersonic transition studies in the 70s (Peake et al. [57]).
The improvement of infrared cameras during the last two decades of the XXth century made it pos-
sible to extend the technique to the subsonic regime, with lower heat transfer values than for super-
sonic conditions. Different means of introducing temperature differences between aerodynamic
surfaces and the flow were discussed during this period, as for example making use of WT cooling
(Quast [59]) or heating by Joule effect (de Luca et al. [13]). Besides, IT was also considered to de-
tect BL transition on free-flight experiments (Brandon et al. [10], Horstmann et al. [30]). A more de-
tailed review of aerodynamic research involving IT during this period was written by Gartenberg and
Roberts [22]. More recent experiments have focused on studying complex phenomena (Dollinger
et al. [14], Richter et al. [64], Overmeyer and Martin [54], Gardner et al. [19], Zuccher and Saric [89])
or comparing results extracted from IT with those from other flow measurement techniques (Joseph
et al. [39]). In this regard, some studies have tackled the presence of static LSBs (Ricci and Montel-
pare [63], Ghorbanishohrat and Johnson [25], Wynnychuk and Yarusevych [86]) and compared the
infrared approach with measurements from experimental techniques such as PIV, showing promis-
ing results.

State-of-the-art infrared cameras, with high acquisition frequencies and short exposure times,
can be used to capture unsteady temperature distributions. This opens the possibility of studying
unsteady flow phenomena. In the example of a pitching airfoil, an aerodynamic hysteresis between
the instantaneous angle of attack and the lift force has been observed experimentally, which can
also be explained from an inviscid perspective using Theodorsen’s theory as discussed in §2.1. The
aerodynamic hysteresis will be also linked to a hysteresis of the transition location over the airfoil.
This creates an unsteady distribution of the convective heat transfer between the surface and the
flow. However, the unsteady temperature distribution of the model surface is also influenced by
other types of heat transfer processes and the ability of the surface material to react to temperature
changes, which is characterized by thermal diffusivity (αm). If the aerodynamic unsteadiness of the
problem is sufficiently slower than the thermal responsiveness, the infrared images will capture the
unsteady behaviour accurately. However, typically this is not the case. When the aerodynamic un-
steadiness is faster, unsteady thermograms will not be representative of the true unsteady situation
of the airfoil. A research group from DLR Göttingen has been studying new evaluation methods for
IT that can be used to extract aerodynamic information in these situations. Some of the advances
of this group will be reviewed in the following, but a more detailed version was given by Wolf et al.
[85].

This problem was considered initially by Raffel and Merz [60]. Experiments were carried out on
the suction side of a NACA 0012 airfoil, at a Reynolds number of approximately Re = 1 ·106. A sinu-
soidal pitching motion was imposed on the airfoil to generate an unsteady situation. The airfoil was
radiatively heated to increase the signal-to-noise ratio and infrared images were taken at an acquisi-
tion frequency of f = 210 Hz. A new evaluation method was introduced, called Differential Infrared
Thermography (DIT). As the name suggests, the method consists of subtracting two thermograms
from different stages of the pitching cycle. Areas where the flow remains similar will return a zero
differential signal. Instead, if the transition location moves between images, a peak will be observed
in the DIT image. The complexity of the experiment was later increased to study a pitching rotor
blade, as discussed by Raffel et al. [61]. Rectangular untwisted blades with a NACA 0015 were con-
sidered, while a sinusoidal cyclic pitch was imposed on the blades. In Fig. 3.3, two infrared images
obtained at different instantaneous pitch angles are reproduced, together with their correspondent
DIT result.

The infrared image on the left (A) was measured at a higher pitch angle than the one in the
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Figure 3.3: Instantaneous infrared images A and B, with αA >αB . Correspondent DIT image on the right. Results repro-
duced from Raffel et al. [61].

middle (B). As a consequence, it is expected that the transition front moves downstream from A to
B. In the images, due to the heated blade, laminar regions appear warmer than turbulent ones. In
the DIT image (right) obtained by subtracting A-B, regions where the flow remains almost constant
are represented in grey. However, a darker region is observed. This is a result of the transition front
moving downstream from A to B. This location was argued to be representative of the transition
location at a pitch angle in between the ones for A and B. With this procedure, the transition location
could be measured through the pitching cycle except for close to the reversal points. In these regions
of the cycle, the transition front moves little and the signal-to-noise ratio of the DIT image drops.

DIT was compared against well-established techniques for unsteady BL transition measure-
ments by Richter et al. [65]. Together with DIT, Hot-film Anemometry and surface pressure mea-
surements were used. A sinusoidally pitching DSA-9A airfoil at Re = 1.6 ·106 was considered. Vari-
ous pitching frequencies were tested in the comparison between techniques. It was also confirmed
that the external heating introduced to increase the signal-to-noise ratio of the DIT images had no
influence on the transition location. In general, good agreement was found between techniques
for all conditions tested. The visible hysteresis in the transition location was observed to increase
with increasing pitching frequency. However, the comparison of the transition hysteresis indicated
a higher value for DIT. This was assumed to be caused by an additional thermal hysteresis of the
model surface. This means that, when using DIT for unsteady transition detection, not only the
aerodynamic hysteresis is observed in the temperature distribution but also an undesirable ther-
mal lag effect.

To further investigate this behaviour, the experiment was reproduced numerically by Gardner
et al. [18]. A CFD solution for the pitching airfoil was used to obtain the unsteady skin friction coeffi-
cient distribution along the chord. From this, the convective heat transfer coefficient was estimated
using the Reynolds analogy discussed in §3.1. Then, a one-dimensional thermal model was built to
compute the unsteady surface temperature distributions. A finite-difference scheme was designed
to solve the unsteady heat equation inside the airfoil. Modelling the material properties of the airfoil
used in the experiment, good agreement was found between the model and the experiment in terms
of DIT peak location and strength. Transition location was estimated from DIT as in the experiment,
but also from the skin friction coefficient CFD solution. This revealed a delay in the DIT peak, thus
confirming the effect of an additional thermal hysteresis in the results. After correctly reproduc-
ing the experiment, parameters governing the solution such as the airfoil’s material or the image
time separation were changed to investigate their effect in the DIT measurements. Material prop-
erties such as thermal conductivity, heat capacity and density were extracted from various different
materials. Improved signal strength was obtained using materials with lower conductivity and heat
capacity, but this had no significant effect on the time delay observed for DIT. The effect of the image
time separation is reproduced in Fig. 3.4(left). The black line indicating the true transition location
is extracted from the skin friction coefficient. It can be observed that increasing the time separation
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moves the DIT peak further away from the correct position. In Fig. 3.4(right), the signal strength
(DIT peak) and delay (with respect to the skin friction coefficient solution) are normalized using the
time separation considered in the experiment. The results indicate that a bigger time separation
between images is desirable to obtain higher signal-to-noise ratios, but at the cost of introducing a
greater delay and therefore an error in the solution. This shows that the best approach is to reduce
the image time separation as long as the signal strength is still acceptable.

Figure 3.4: Effect of image time separation on the transition location measured with DIT. (left) DIT signal obtained with
different time separations. (right) Signal strength and delay normalized with the time separation used in the experiments
by Richter et al. [65]. Results reproduced from Gardner et al. [18].

After this, some studies have focused on trying to optimize the image time separation for best
results (Wolf et al. [84], Mertens et al. [48]), while others have increased the experimental complexity.
Weiss et al. [81] considered a helicopter rotor under cyclic pitching conditions and Gardner et al. [21]
tested a full helicopter in forward flight. This same group also extended the capabilities of DIT to
study the dynamic stall phenomenon. Gardner et al. [17] considered this approach for a pitching
airfoil while Raffel et al. [62] extended it to the helicopter rotor.

From the DLR work, it is clear that the surface material selection and heating method plays a
relevant role in unsteady IT measurements. Simon et al. [69] investigated the dynamic response
of the surface temperature measured with IT on a flat plate. Transition was forced with a pulsed
disturbance source to introduce a dynamic behaviour. Three heating techniques were considered
in the experiment: an external heat lamp, an internal resistance heating foil and a conductive paint.
For the external and internal heaters, the plate was covered with a thin layer of a low heat capacity
and thermal diffusivity material. The results indicate that the external heater works better than
the internal for disturbances in the order of 1 Hz and lower, due to the lower thermal capacity of the
structure. The behaviour changed for higher frequencies. The conductive paint works slightly better
than the other techniques, especially at higher frequencies. For all situations, a low conductivity
material is desired at the surface for increased spatial resolution.





4
Experimental Setup

All the experimental work involved in this project was conducted in the Arizona Low-Speed Wind
Tunnel (ALSWT) situated in the Department of Aerospace and Mechanical Engineering at The Uni-
versity of Arizona (UA). The facility is described in detail in §4.1. The two-dimensional wing studied
consists of a modified NACA 643 −618 airfoil of the Aeromot 200S Super Ximango motor glider (the
modified airfoil has a higher maximum lift coefficient than the original NACA 643−618), which was
shown in Fig. 1.1(right). The project focuses on the LSB that forms on the suction side of the airfoil at
a chord-based Reynolds number of Re = 200k. Apart from a static characterization of it over a range
of angles of attack, two types of structural motion were imposed on the wing. The instrumentation
contained in the wing and the mechanisms used to impose the structural motion are introduced in
§4.2.

The remaining sections in this chapter describe the different flow measurement techniques em-
ployed to detect and characterize the LSB in the experiments. §4.3 covers the surface pressure mea-
surements, §4.4 the PIV setup and data reduction and finally a deeper description of the IT approach
is given in §4.5.

4.1. Wind tunnel facility
The ALSWT is a versatile, closed-loop, low turbulence wind tunnel. A plan view of the facility is
shown in Fig. 4.1. Please note that the flow in the test section is from right to left in the figure. In the
remainder of this document, flow can be assumed from left to right unless elsewhere stated. The fa-
cility is primarily constructed of a composite lamination of fibreglass reinforced plastic with a rigid,
balsa wood core. This produces a stiff, lightweight structure with a natural frequency higher than
the fan rpm to avoid vibration-induced turbulence in the freestream. The tunnel has a test section
of 0.91 m x 1.22 m x 3.66 m (height x width x length). The test section walls consist of acrylic panels
allowing for optical access. The maximum flow speed in the test section is 80 m/s. Uniformity of the
mean flow over the test section is at or better than 0.5 % and turbulence intensity (Tu) is less than
Tu ≤ 0.035% in the range of 1 Hz to 10 kHz for the conditions considered here (see Borgmann et al.
[7]). The temperature inside the tunnel is regulated by a heat exchanger with a chilled water sup-
ply. Throughout the experiments, temperature is held within the range of 0.55 ◦C of 22.2 ◦C. A Pitot
tube is mounted 0.4 m downstream of the test section entry at the tunnel sidewall reaching into the
free stream to acquire total and static pressures to determine the flow speed and as a reference for
static pressure measurements. The suitability of ALSWT for boundary layer stability and transition
research was demonstrated by [7].

19



20 4. Experimental Setup

Figure 4.1: Plan view of the Arizona Low Speed Wind Tunnel. Reproduced from Borgmann et al. [7].

4.2. Wing section
A modified NACA 643 − 618 airfoil was employed in the current investigation. The instrumented
wind tunnel model made of carbon fiber was constructed in-house at UA. The chord length is 1
ft (304.8 mm) and the span is 4 ft (1219.2 mm). Instrumentation includes 60 static pressure taps
and a high bandwidth piezoresistive pressure transducer. The taps are drilled with a 15◦ angle with
respect to the chord to prevent undesired BL modification influences. 36 of the pressure taps are
located along the chord at mid-span, whereas the remaining 24 are located at 1/4 and 3/4 span,
to investigate the three-dimensionality of the flow. For the range of angles of attack investigated, a
two-dimensional behaviour was consistently observed, and therefore only the results at mid-span
will be discussed here. The distribution of the mid-span taps is shown in Fig. 4.2, together with the
pressure transducer located at 65% of the chord.

Figure 4.2: Distribution of pressure taps at mid-span and pressure transducer at 65% of the chord.

A higher distribution of pressure taps is present close to the leading edge of the wing, to capture
the suction peak for accurate lift coefficient estimations. Similarly, resolution was increased on the
rear part of the suction side to capture the LSB better.

4.2.1. Pitching mechanism
A VELMEX BiSlide stepping motor was connected to the wing spar at 40% of the chord using a sim-
ple wheel-crank mechanism to change the angle of attack. A picture of the mechanism, connected
to the wing inside the test section, is shown in Fig. 4.3(left). This creates a constant pitching mo-
tion. The pitching rate can be easily adjusted by setting the rpm of the stepping motor. The motor
is controlled using a VELMEX VXM-1 controller, which can simultaneously output a trigger signal at
desired locations of the motion. This signal is used for phase-averaging of the static pressure mea-
surements and triggering of the PIV acquisition system. In this investigation, the wing is pitched
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between -3 and 7 degrees α (5 degrees amplitude), both up and down. At α = 2◦ (middle of the
motion), the aerodynamic pitching moment is zero at the location of the pitching axis (40% chord).
This creates symmetric motion around that point and minimizes the aerodynamic loading on the
pitching mechanism.

Figure 4.3: Mechanisms employed to impose the desired structural motions on the wing. (left) Pitching. (right) Plunging.

In the experiments, the imposed motion amplitude was slightly above 5 degrees to ensure that
the motor reached a constant speed in the desired range. The time that it takes to travel the full
pitching ramp (from -3 to 7 degrees α or vice versa) is used to define a motion period (as double
that time) and from there a reduced frequency k that characterizes the unsteadiness of the mo-
tion. Various reduced frequencies have been tested to increase the complexity of the motion from a
quasi-steady situation (k ≪ 1) to a fully unsteady case. The reduced frequencies tested are summa-
rized in Table 4.1, together with the dimensional frequency of the motion and the constant pitching
rates used for each case. While every setpoint was measured with the pressure taps and the infrared
camera, only k = 0.05 and k = 0.15 were considered with PIV to simplify the experimental campaign.

Table 4.1: Pitching experiment test matrix

Pitching rate, α̇ [deg/s] 0.045 1.128 2.256 11.279 22.558 33.837 45.115 56.394
Motion frequency, f [Hz] 0.002 0.056 0.113 0.564 1.128 1.692 2.256 2.820
Reduced frequency, k 0.0002 0.005 0.010 0.050 0.100 0.150 0.200 0.250

4.2.2. Plunging mechanism
The plunging structural motion was imposed with an oscillatory plunging mechanism, driven by
a frequency-controlled AC motor, designed and manufactured in-house at UA. It introduces a si-
nusoidal plunging motion to the model. This mechanism is an adaptation of the one previously
employed by Agate et al. [1]. It allows for variation in the oscillation frequency of 3-8 Hz, and ampli-
tude of 10-20 mm (approximately 3-6% of the chord) while wind tunnel plugs allow for variation in
the nominal angle of attack (αnom). A u-shaped frame supports both ends of the model to eliminate
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whiplash effects associated with a one-sided forcing. The mechanism, connected to the wing, is
shown in Fig. 4.3(right). The plunging configuration discussed in this thesis consists of a reduced
frequency of k = 0.67 and a non-dimensional motion amplitude of h = 6%, with αnom = 0◦.

The vertical position of the wing (yw ) through the plunging cycle can be described using the
motion amplitude and phase angle (ϕ), as:

yw = h sin(ϕ), (4.1)

where both length scales have been non-dimensionalized using the airfoil chord. Alternatively, the
phase angle can be described in terms of the motion frequency and time, or using the reduced
frequency of the motion. This allows rewriting equation (4.1) as:

yw = h sin(ϕ) = h sin(2π f t ) = h sin

(
2k

U∞
c

t

)
. (4.2)

The time derivative of this expression describes the vertical velocity of the wing (ẏw ) during the
plunging cycle, non-dimensionalized using U∞. This may be expressed as:

ẏw = 2kh cosϕ. (4.3)

The vertical velocity can be used to extract the angle of attack induced by the plunging motion,
which in combination with αnom defines the effective angle of attack (αe f f ) through the cycle. This
can be written as:

αe f f =αnom − tan−1(ẏw ) =αnom − tan−1(2kh cosϕ). (4.4)

The motion starts (ϕ = 0) at the mid-upstroke of the cycle, when the wing is moving up with
maximum vertical velocity. The description of the vertical position and effective angle of attack
through the cycle is represented in Fig. 4.4 in terms of the phase angle, as described with equations
(4.1) and (4.4) respectively, after introducing the values discussed above.
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Figure 4.4: Wing’s vertical position and effective angle of attack through the plunging cycle, in terms of the phase angle of
the motion.

To track the motion, a Hall effect sensor was used, as described by Agate et al. [2]. A magnet
was placed at the mechanism’s vertical sting, which moves relative to the sensor, fixed to the wind
tunnel. The signal increases when magnet and sensor get closer to each other. This is used to extract
the motion frequency and for phase-averaging of the flow measurement techniques.
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4.3. Surface pressure measurements
Two different types of surface pressure measurements were acquired in the experiments. Static
pressure coefficient distributions were obtained from the pressure taps, while the nature of the
transition process occurring in the separated shear layer was studied from the pressure fluctuations
extracted from the high-bandwidth transducer at 65% of the chord. Scanivalve ZOC33 pressure
scanners in combination with an ERAD Remote A/D module, with a range of 10 inH2O (2490 Pa) were
used to record static pressure. The system was sampled at 504 Hz, during approximately 2 s for static
situations (for time-averaging) and 100 motion cycles for unsteady investigations (both pitching
and plunging). Phase-averaging of the pitching data is accomplished by simultaneously acquiring
a trigger signal from the stepping motor controller sent at 1 degree α increments. Phase-averaging
of the plunging data is accomplished by simultaneously acquiring the signal of a Hall effect sensor,
as described above. The accuracy of the system is given as ±0.1% of the measurement range. The
uncertainty of the mean pressure measurements is estimated (with a 95% confidence interval, and
following the description of Moffat [51]) to be less than 4% of the freestream dynamic pressure (q∞)
for static configurations, while this value increases up to 7% for the unsteady situations. Uncertainty
representation is omitted in the cp results for improved visualization. The uncertainty is then prop-
agated to lift coefficient using a stochastic approach, assuming that all variables involved follow a
normal distribution. This is indicated by error bars in the results. The parameters of the pressure
taps setup are summarized in Table 4.2.

Table 4.2: Static pressure taps parameters

Static Unsteady
Sampling rate 504 Hz
Number of samples 1000 100 cycles
Uncertainty <4% <7%

A high bandwidth Endevco 8507C-1 pressure transducer is installed on the wing’s surface, at
x/c = 0.65. The sensor has a range of 1 psi (6895 Pa) and a resonance frequency of 55 kHz. The
sensor was sampled at 215 = 32768 Hz and acquired during 10 s for static configurations or 100 mo-
tion cycles for the plunging case. The signal was then lowpass filtered at 10 kHz. For the static case,
spectral analysis of the pressure fluctuations is conducted using Welch’s method, using Hamming
windows of length 212 and 50% overlap. This results in a frequency resolution of 8 Hz. For the plung-
ing configuration, the pressure signal is transformed using a Continuous Wavelet Transform (CWT)
using an analytic Morse wavelet with a symmetry parameter of 3 and a time-bandwidth product of
60, as described by Lilly [45]. The transformed signal is then phase-averaged to the imposed motion
using the Hall sensor signal.

4.4. Particle Image Velocimetry
Planar, 2D PIV was used to analyze the evolution of the LSB developing on the suction side of the
airfoil. Submicron seed particles (DEHS) were illuminated with a Quantel Evergreen dual head laser.
Images were acquired, in double-frame mode, with a LaVision sCMOS camera. The camera had to
be slightly tilted for optical access and was therefore equiped with a Scheimpflug adapter to main-
tain the full field of view in focus. Processing of the images was performed with the LaVision DaVis
8.3 software. All particle images were preprocessed using a temporal sliding minimum subtraction
to minimize reflections at the model surface. The main processing stage consisted of a multi-pass
cross-correlation algorithm. Uncertainty of the mean velocity magnitude was estimated following
the description of Wieneke [83], and given as a percentage of the freestream speed using a 95% con-
fidence interval. For the static characterization of the LSB, 800 images were acquired at 14 Hz for
time-averaging. 400 phase-locked PIV images were acquired for the pitching and plunging scenar-
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ios using a programmable timing unit from the LaVision system that was coupled with the trigger
signal from the stepping motor controller and Hall sensor respectively. The main parameters of the
PIV setup are summarized in Table 4.3.

Table 4.3: PIV parameters

Static Unsteady
Number of images 800 400
Sampling rate 14 Hz phase-locked to the motion
Frame separation 30 µs
Lens focal length 50 mm
f# 4
Sensor resolution 2560 × 2160 px
Final pass window size 16 × 16 px
Final pass overlap 75%
Vector pitch 0.25 mm (8.2 ×10−4 · c)
Uncertainty <2% <5%

In the pitching investigation, for each reduced frequency tested, measurements were conducted
for 1 degree increments in α. This creates 22 phases in total (11 for pitch up and 11 for pitch down).
For the plunging case studied, 16 equally spaced phases were measured along the sinusoidal cycle.

The PIV setup in the ALSWT is sketched in Fig. 4.5, which does also include the other measure-
ment techniques considered and the two types of unsteady mechanisms.

Figure 4.5: Sketch of the experimental setup in the Arizona Low-Speed Wind Tunnel. 1- Halogen lamp; 2- Infrared camera;
3- Ceiling aperture for infrared access; 4- PIV camera; 5- Laser head; 6- Mid-span pressure taps; 7- Region of interest for
IT; 8a- Plunging mechanism; 8b- Pitching mechanism.

4.5. Infrared Thermography
Surface temperature on the suction side of the wing was measured using a state-of-the-art infrared
camera sensitive in the MWIR band. Due to camera availability, a slightly different camera was
used for the pitching investigation (FLIR X6903sc) compared to the static and plunging ones (FLIR
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X8501sc). In Fig. 4.6, the experimental setup for the IT configuration is described. This shows the
wing installed in the test section. In the region of interest, a thin film with low thermal conductivity
was added to the airfoil skin, to increase surface emissivity and reduce conduction effects at the
surface and into the wing inner structure. This same material was also added to the PIV region to
reduce laser reflections at the surface. Copper tape fiducial markers (reflective in the infrared band)
were placed at known locations on the surface, to transform the infrared images onto the wing co-
ordinate system using a projective transformation. The wing was heated externally using a 1 kW
halogen lamp placed above the WT test section, to enhance convection between the surface and
the flow. For infrared optical access, a small orifice was made in the acrylic ceiling. Additional PIV
measurements were conducted on the heated surface to ensure that the increased surface temper-
ature did not have any considerable effect on the BL development.

Figure 4.6: Infrared Thermography setup in the Arizona Low-Speed Wind Tunnel.

For static measurements, the surface was first heated to around 10 K above ambient in quiescent
conditions, and the WT was then started with the halogen lamp still turned on. When a steady-state
temperature distribution was achieved (approximately 1 minute after the WT speed settled), 500
images were sampled at 50 Hz for time-averaging.

In the pitching investigation, pitch up and pitch down were studied separately. For a pitch up
case, the wing was first moved to an angle of attack below the minimum of the motion of interest
(α= 2◦±5◦) until a steady-state was reached. The pitch up motion was then started and the infrared
camera was triggered by the stepping motor controller when α reached the beginning of the con-
stant pitch ramp (α=−3◦). From there, the camera sampled at 180 Hz untilα= 7◦ was reached. This
way, the LSB is expected to move only in one direction during the acquisition (upstream for a pitch
up case), simplifying the analysis of the thermal response of the surface. An analogous procedure
was used to study the pitch down configuration.

The infrared camera was not triggered for the plunging investigation. Here, steady-state was
reached at the nominal angle of attack (αnom = 0◦). Then, the plunging was started. When the
motor achieved a smooth operation, the infrared camera started sampling at 180 Hz and collected
5000 samples. The position of the wing along the plunging cycle was directly identified from the
infrared images, as will be detailed in the following chapter. The main parameters of the IT setup
are summarized in Table 4.4.
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Table 4.4: IT parameters

Static Pitching Plunging
Camera model FLIR X8501sc FLIR X6903sc FLIR X8501sc
Spectral range 3 - 5 µm 3 - 5 µm 3 - 5 µm
Thermal sensitivity (NETD) <30 mK <20 mK <30 mK
Sampling rate 50 Hz 180 Hz 180 Hz
Number of images 500 variable 5000
Integration time 0.5 ms 2.8 ms 0.5ms
Lens focal length 50 mm 25 mm 50 mm
Sensor resolution 1280 × 1024 px 640 × 512 px 1280 × 1024 px
f# 2.5 4 2.5

The infrared camera was not specifically temperature calibrated for this experiment. The fac-
tory calibration was used to get a rough estimate of the global temperature of the heated surface,
but in the image processing stage only the infrared intensity measured directly by the sensor was
considered. For the small temperature changes considered here, the calibration is quasi-linear and
therefore the intensity distribution resembles well that of the temperature.
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Methodology

In this project, the location of the LSB that forms on the suction side of a modified NACA 6-series
airfoil, at a chord-based Reynolds number of Re = 200k, is measured using three different exper-
imental techniques. The full description is defined by the characteristic locations of the bubble:
separation of the laminar BL, transition to turbulence occurring in the separated shear layer and
finally reattachment of the turbulent BL. These are estimated from static pressure coefficient distri-
butions, velocity fields (from PIV) and surface temperature (from IT). All the discussion described
here refers to the location of a two-dimensional bubble in a time-averaged sense. This is especially
relevant for the reattachment process, which is typically highly unsteady, involving the shedding
and advection of vortical structures (see for example Burgmann et al. [12]). Similarly, the transition
process is simplified to occur at a particular location rather than a finite region.

The detection of the LSB from the pressure taps is detailed in §5.1. A robust approach, based
on literature, is applied to improve the spatial resolution of the technique. Next, the approach for
the two-dimensional velocity fields obtained from the PIV measurements is covered in §5.2. While
the methodology applied for the pressure taps and PIV works equally for static and unsteady in-
vestigations, a different approach is needed for the case of IT. The thermal response of the surface
influences the temperature measured with the infrared camera, which does not resemble the in-
stantaneous BL state. This means that a detection method based only on surface temperature will
fail for an unsteady situation. A variation of the Differential Infrared Thermography approach is in-
troduced here to detect an unsteady LSB. The full methodology linked to the processing of infrared
images can be found in §5.3. This includes the transformation of raw images to a known coordinate
system, the detection of a static LSB from steady-state temperature distributions and the novel DIT
approach for unsteady situations. The chapter concludes with the discussion of an analytical ther-
mal model for a simplified unsteady situation. This approach is used to compare the experimental
measurements with existing DIT research and will later serve to explain the results presented in
chapter 6.

5.1. LSB detection from surface pressure taps
Surface pressure taps are one of the most common flow measurement techniques employed in WT
testing. They are widely used to obtain static pressure coefficient distributions. From those, lift
and pitching moment coefficients can be easily obtained, applying a numerical integration of the
pressure measurements. The presence of a LSB, typical of low Reynolds number environments, can
have a significant effect on the cp distribution. The curve deviates from the inviscid solution as an
effect of the flow separation and reattachment processes.

As described by O’Meara and Mueller [53], flow separation causes the formation of a pressure
plateau, which ends when transition to turbulence occurs. This is followed by a quick pressure
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recovery, linked to the reattachment process, after which the curve returns back to the inviscid so-
lution. In a WT experiment, the discrete distribution of pressure taps complicates the accurate lo-
cation of these features. To overcome this spatial limitation, some studies have proposed the use of
data fitting techniques to detect the characteristic locations of the bubble. For example, Gerakopu-
los et al. [24] used a shape-preserving polynomial, as was illustrated in Fig. 1.3(left).

A more robust approach, based solely on linear fits, was later proposed by Boutilier and Yaru-
sevych [9]. This same technique was considered for all the experimental measurements covered in
this thesis (both static and unsteady). The technique is illustrated using as an example the static
pressure coefficient distribution obtained for the static wing at α= 5◦. This is shown in Fig. 5.1.
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Figure 5.1: Static pressure coefficient distribution for the static wing at α= 5◦. Linear fits illustrating the methodology to
detect the LSB characteristic locations.

The pressure plateau that forms after flow separation, as described by [53], is visible on the suc-
tion side of the cp distribution, approximately at 0.45 ≤ x/c ≤ 0.60. The characteristic locations of
the LSB, indicated by coloured triangles, are estimated from the intersection of four different linear
fits applied to the experimental data. The first one is applied to the adverse pressure gradient region
before the formation of the plateau, the second to the pressure plateau itself, the third to the quick
pressure recovery region and a fourth one is constructed downstream of this region.

The technique requires a sufficient number of taps in each region to produce reliable fits. In
the present investigation, the distribution of taps drops closer to the trailing edge, with the last one
being at x/c = 0.84. This is not a problem for the case shown here, but complicates the analysis for
lower incidences, as the bubble moves downstream. The technique fails to detect transition and
reattachment for some of the angles of attack tested. This applies to the static characterization and
the unsteady situations.

No automation of the technique was possible during the course of this project, making it more
time-consuming than others discussed in this chapter. For every setpoint analyzed, the taps form-
ing each of the four regions distinguished had to be chosen manually. This was again mainly caused
by the uneven distribution of the pressure taps.

5.2. LSB detection from PIV
The characteristic locations of the LSB can be detected from the two-dimensional velocity fields ob-
tained from the PIV measurements. The methodology explained here is applicable to both static and
unsteady investigations. For a more clear description, a static example obtained at α = 2◦ is given
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in Fig. 5.2(a). This shows contours of time-averaged velocity magnitude (Ū ), non-dimensionalized
using the freestream speed U∞. Streamlines are included to further visualize the LSB. From there,
an iterative approach is followed to obtain the dividing streamline that encloses the bubble from the
outer flow. Velocity vectors closest to the surface are omitted for this calculation, as they are prone
to higher uncertainty due to laser reflections. The obtained streamline is then extrapolated until it
intersects with the airfoil (Kurelek et al. [41]). The dividing streamline is used to define the lami-
nar separation and turbulent reattachment locations. The obtained streamline and characteristic
locations are shown in Fig. 5.2(b) for the example discussed here. In the plunging investigation,
the vertical velocity of the wing (as described by equation (4.3)) needs to be subtracted from the
measured one to correctly define the streamline in the frame of reference that moves with the wing.

(a) (b)

Figure 5.2: Contours of time-averaged velocity magnitude for the static wing at α = 2◦. (a) With added streamlines. (b)
With dividing streamline included.

The location of transition to turbulence occurring in the separated shear layer is estimated from
the BL characteristics. First, the two-dimensional velocity field measured is transformed from a
Cartesian coordinate system to a curvilinear one (as the one described by Hosseinverdi and Fasel
[35]) using linear interpolation. The new coordinate system is vaguely defined by x−y for simplicity.
Then, for every x location inside the bubble and following the line normal to the surface, the BL
displacement (δ∗) and momentum (θ∗) thicknesses are obtained as:

δ∗(x) =
∫δ(x)

0

(
1− u(x, y)

ue (x)

)
d y, (5.1a)

θ∗(x) =
∫δ(x)

0

u(x, y)

ue (x)

(
1− u(x, y)

ue (x)

)
d y, (5.1b)

where ue is the edge velocity and δ is the BL thickness (where the edge velocity is first reached). For
these calculations, an additional point is added at y = 0 to enforce the no-slip condition at the wall,
as u(x,0) = 0. From equation (5.1), the BL shape factor (H) distribution can be simply obtained as:

H(x) = δ∗(x)

θ∗(x)
. (5.2)

These estimations are given for the example case in Fig. 5.3(a). Here, following the discussion of
Michelis et al. [49], the transition location is estimated to happen where the BL shape factor reaches
a maximum, as indicated by the coloured circle. This information is joined together with the divid-
ing streamline to provide all-three characteristic locations of the LSB from the PIV measurements.
The final version is shown in Fig. 5.3(b). This consists of the same example case discussed above,
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now with all characteristic locations included as coloured dots. Streamwise velocity BL profiles are
included for better representation of the LSB.
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Figure 5.3: (a) BL characteristics for the static wing at α = 2◦. (b) Contours of time-averaged velocity magnitude with
streamwise velocity BL profiles for the static wing at α= 2◦.

5.3. LSB detection from IT
The detection of the LSB from the infrared images is significantly more complex. In the case of PIV,
state-of-the-art software simplifies the calibration and data processing stages. This had to be done
manually for the infrared case. The main step consists of transforming the raw infrared images to
a known coordinate system aligned with the flow, as described in §5.3.1. The dewarped images
contain the distribution of infrared intensity captured by the camera. The conversion from infrared
intensity (or intensity counts) to temperature is done by applying a calibration, which depends both
on the surface emissivity and the infrared sensor (exposure time, aperture...). This stage was skipped
in the present investigation due to the small range of temperatures measured. In this context, the
qualitative infrared intensity distribution can be assumed to resemble well the temperature one.
For the static case, the BL state can be inferred from the infrared intensity distribution, and the LSB
can be detected as described in §5.3.2. As this is no longer the case for an unsteady situation, a new
methodology is required. The one proposed in this thesis is detailed in §5.3.3, as an extension of
the DIT method for the case of a LSB. The thermal response of the surface in an unsteady aerody-
namic situation is further studied in §5.3.4. An analytical model is proposed to compare the current
investigation, involving the presence of a LSB, with existing research on DIT, as reviewed in §3.3.

5.3.1. Marker tracking and image dewarping
The raw infrared images are dewarped by applying an image transformation constructed with the
known location of fiducial markers. Eight markers were placed on the suction side of the wing, using
the pressure taps as reference locations. Two rows of squared markers, separated by 100 mm along
the span of the wing, were placed at x/c = 0.33,0.49,0.67,0.84. These were made from copper tape
and glued directly to the surface. Copper, like many other metals, has a very low emissivity in the
infrared band, thus appearing darker in the infrared images. A raw image example is shown in Fig.
5.4(a). In this image, flow is approximately (due to camera viewing angle) from top to bottom, as
indicated by the cyan arrow. The fiducial markers, surrounded by red circles, appear as dark squares
in the image.

For a static situation, the automated detection of markers is based on the MATLAB function
detectMinEigenFeatures. This function is used to detect the four corners of each marker by us-
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Figure 5.4: Infrared images containing the detected markers for image dewarping. (a) Raw image. (b) Transformed image,
showing the rectangular region of interest.

ing the minimum eigenvalue algorithm, as introduced by Shi and Tomasi [68]. The centre of the
square, obtained from the four detected corners, can be then used to define the marker location.
The known and measured locations are used to construct a projective transformation using the
function fitgeotrans. The application of the projective transformation, using the imwarp func-
tion, to the raw image example shown in Fig. 5.4(a) gives the dewarped image in Fig. 5.4(b). This
image is now aligned with the flow in a coordinate system defined by the chord and spanwise di-
rections (x − z). The dewarped marker locations are used to define a rectangular region of interest
(shown in cyan). This region, centred between the two rows of markers, has a width of 25% of the
airfoil chord. The markers were placed such that the LSB is expected to always be inside this region.
In the following, every infrared intensity distribution will be restricted to this region of interest.

The same projective transformation can be applied to all the images of a static acquisition. The
obtained infrared intensity distributions are then time-averaged to reduce pixel noise. This simple
approach is not applicable to an unsteady situation, where the wing moves relative to the infrared
camera. For this type of acquisition, the first image of the set is manually supervised. When the
marker detection is correct, the rest of the images are dewarped using the automated detection al-
gorithm, allowing the markers to move a couple of pixels from frame to frame. A different projective
transformation is constructed for each frame, but the rest of the process is analogous to the static
situation.

In the pitching investigation, the infrared camera is triggered by the mechanism imposing the
structural motion. This means that the first image of the acquisition already corresponds to the
beginning of the constant pitching ramp. The motion frequency and acquisition frequency of the
camera can be used to calculate the number of frames needed to capture the full ramp. The same
information can be used to obtain the instantaneous angle of attack of each frame.

However, the infrared camera is not triggered for the plunging investigation. The acquisition is
started manually after the oscillatory mechanism has achieved a constant operation, and therefore
the location of the wing along the sinusoidal cycle is unknown. Due to the viewing angle of the
infrared camera (to avoid self-reflection, see Fig. 4.6), the fiducial markers move from frame to
frame in the raw images. The location of the markers can be linked to the phase angle of the wing
along the cycle. Fig. 5.5 shows the wing position obtained from the location of one of the markers
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during 1 s of acquisition. This illustrates the quality of the sinusoidal plunging motion and can be
used to extract the motion frequency and assign a phase angle to each frame.
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Figure 5.5: Wing position along the plunging cycle obtained from the location of a fiducial marker during 1 s of acquisition.

5.3.2. LSB location from temperature distributions
The detection of a LSB from steady-state temperature distributions (infrared intensity here) relies
on some assumptions regarding the heat transfer processes involved. Two of these, convection with
the flow and radiation exchange, have already been discussed and modelled by equations (3.3) and
(3.8) respectively. There is a third relevant heat transfer source, which is conduction inside the wing
structure. The heat flux by conduction (qcond ) can be modelled using Fourier’s law, as:

qcond =−km∇T, (5.3)

where km is the thermal conductivity of the wing’s material and T is the temperature. In an unsteady
situation, the temporal evolution of the temperature inside the wing can be obtained from solving
the unsteady heat equation, written as:

∂T

∂t
=αm∇2T, (5.4)

where t is the time. To close the problem, the boundary condition at the surface (among other
boundaries and an initial condition) needs to be imposed. This can be written as a balance between
conduction into the structure, convection with the flow and radiation exchange with the environ-
ment (including possible external irradiation sources). This model is sketched Fig. 5.6. The un-
steadiness of the heat transfer problem can be characterized by a Fourier number, Fo, expressed
as:

Fo = αm tc

L2
c

, (5.5)

where tc and Lc are characteristic time and length scales respectively. For a pitching or plunging
wing situation, an appropriate time scale may be the time period of the motion (or inverse of the
motion frequency), while the length scale represents the penetration depth of temperature changes.

In the present investigation, a simplification of the model is used. As for most aerodynamic
problems, the surface exposed to the flow presents small resistance to convection and much higher
resistance to conduction into the structure. This difference can be expressed using a Biot number,
Bi , as:

Bi = hs Lc

km
. (5.6)
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Figure 5.6: Heat transfer processes considered for the thermal modelling of an unsteady airfoil.

This means that Bi ≫ 1 usually holds for aerodynamic applications. This can be enhanced by
choosing a material with low thermal conductivity (achieved here by adding a thin layer of thermal
insulator at the surface). Under these circumstances, the effects of conduction can be neglected.
This means that the airfoil surface behaves as a perfect insulator (Bergman and Lavine [5]) of thick-
ness L. A second approximation considered here is to neglect the effect of radiation exchange. In
the WT experiments, the surface is heated externally to increase its temperature with respect to the
flow and thus enhance convection. However, this difference is kept small to prevent affecting the BL
development. For small temperature differences, the radiation exchange between the surface and
the outer environment mostly cancels out. In the end, the temperature of the perfect insulator is
achieved from a balance between the incoming irradiation from the external heat source and con-
vection with the flow, posting a similar thermal model as the one considered by von Hoesslin et al.
[77, 78]. This can be written as:

ρm Cm L
∂Ts

∂t
= qi r r −hs(Ts −T∞), (5.7)

where ρm and Cm are the material density and heat capacity respectively. Here, qi r r represents the
heat flux coming from the external irradiative source. For a steady-state situation, where ∂/∂t = 0,
equation (5.7) simplifies to:

Ts −T∞ = qi r r

hs
. (5.8)

For qualitative BL diagnostics, it is not necessary to obtain an estimation of the irradiation
source. When the goal is to link the measured temperature distribution with convective heat trans-
fer (or Stanton number, see equation (3.4)), equation (5.8) can be simplified to give a proportionality
relation as:

St ∝ 1

Ts −T∞
, (5.9)

which indicates that changes in surface temperature are inversely proportional to those in Stan-
ton number.

From this point, the thermal BL (characterized by St ) is usually linked to the momentum BL
(characterized by skin friction) through the Reynolds analogy, as in equation (3.5). This can be used,
for example, to detect the laminar-to-turbulent transition occurring over an aerodynamic surface.
It is well-known that skin friction increases significantly due to the transition process (see for ex-
ample White [82] or Fig. 3.1 for the case of a flat plate) and the Reynolds analogy predicts a similar
increase in heat transfer. Thus, the effect of transition on surface temperature appears as a sharp
temperature descent if the surface is warmer than the flow. Similarly, temperature is expected to
continuously increase along with the streamwise direction for BL flows as this gets thicker.

However, the Reynolds analogy does not hold for separated flows. This means that no prior
knowledge of the behaviour of heat transfer inside a LSB can be easily extracted from the theory.
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As suggested by Wynnychuk and Yarusevych [86], the approach considered here is to follow the ob-
servations from Spalart and Strelets [70], who conducted a Direct Numerical Simulation (DNS) for
the case of a LSB, showing the comparison between skin friction and Stanton number distributions.
The evolution of skin friction (C f ) and Stanton number (St ) along the streamwise direction is re-
produced in Fig. 5.7. Also, the evolution of BL thicknesses (displacement and momentum) were
extracted from the study and used to construct the BL shape factor (H) following equation (5.2), as
shown in the figure.
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Figure 5.7: Evolution of skin friction, Stanton number and BL shape factor in the presence of a LSB. Results adapted from
Spalart and Strelets [70].

The analysis of the momentum BL (C f and H) gives the description of the LSB. The location of
laminar separation occurs where skin friction vanishes (blue circle in Fig. 5.7). Similarly, reattach-
ment of the turbulent BL is found at the location where skin friction becomes positive again (yellow
circle). The transition process is here estimated to occur at the location of maximum BL shape factor
(red circle), as considered in the PIV analysis.

As expected, the evolution of the Stanton number shows a big discrepancy with respect to the
prediction of the Reynolds analogy inside the bubble. It can be seen how St decreases as the initial
laminar BL gets thicker and continues to decrease in the initial portion of the bubble. The location
of flow separation coincides with the strongest decrease rate of Stanton number (blue square). The
transition process in the separated shear layer induces near-wall velocity fluctuations and reverse
flow, thus enhancing convection. St achieves a minimum inside the bubble and starts to increase
by the effect of transition. The transition location coincides with the strongest increase rate in heat
transfer (red square). This description is analogous to that of BL transition commonly used in IT
investigations. The turbulent BL formed in the shear layer reattaches and then starts to grow down-
stream of the reattachment location. It can be seen how heat transfer reaches a maximum at this
location (yellow square), followed by a shallow decrease as the BL gets thicker.

The behaviour of St can be linked to surface temperature through equation (5.9). This means
that the laminar separation location is estimated to occur for maximum temperature increase, tran-
sition at the strongest temperature decay and turbulent reattachment where surface temperature
reaches a local minimum. This confirms that, to detect a static LSB, it is sufficient to obtain the
qualitative evolution of surface temperature. This simplifies the experimental setup, as no thermal
calibration of the infrared camera is required as long as temperature changes are sufficiently small.

This approach is illustrated here for a static example, at α = 2◦. The top part of Fig. 5.8 shows
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contours of time-averaged infrared intensity inside the region of interest introduced above. Along
the span, a circular pattern can be observed, which is caused by the uneven heating of the circular
heat lamp (see Fig. 4.6). Along the chord of the airfoil, the temperature changes resemble well the
expected behaviour from the simulations of Spalart and Strelets [70]. From left to right, temperature
rises as the laminar BL gets thicker, reaching a maximum inside the bubble. Then, temperature
starts to drop until the turbulent BL reattaches. Lastly, a slight increase is observed as the reattached
BL evolves.

Figure 5.8: Contours of time-averaged infrared intensity (top) and spanwise-averaged infrared intensity and intensity
gradient distributions along the chord (bottom) for the static wing at α= 2◦.

The LSB characteristic locations (Sep, Tr and Rea in the figure), estimated as maximum increase
rate, maximum decrease rate and local minimum respectively for every pixel row along the span, are
indicated by black and white lines (colours changed for improved visualization). These indicate a
two-dimensional LSB, with less than 1% of the chord scatter along the span in the region measured.
This confirms that the uneven heating from the external lamp has very little effect on the detected
locations, and serves only to enhance temperature changes along the chord.

The observed two-dimensionality of the flow motivates the spanwise-averaging of the infrared
intensity distribution. The obtained curve along the chord of the airfoil is shown in the bottom
part of Fig. 5.8. The numerical gradient of the intensity curve is also shown to better visualize the
detection of the characteristic locations. The values obtained from the spanwise-averaged approach
(indicated by coloured squares) are also included in the top part of the figure as coloured lines,
showing good agreement with the previous version. Based on this result, the spanwise-averaged
approach is the one considered in the remaining of the thesis to estimate the characteristic locations
of the LSB for static situations.

5.3.3. Differential Infrared Thermography approach
Trying to detect the location of a LSB in an unsteady situation using the previous approach will fail
for most situations. In general, the thermal response of the aerodynamic surface is much slower
than the aerodynamic unsteadiness. This means that an instantaneous surface temperature distri-
bution may not be representative of the actual BL state. Instead, it will be a combination of past



36 5. Methodology

situations. To overcome this limitation, a Differential Infrared Thermography (DIT) approach will
be used.

This procedure, introduced for unsteady conditions, can be also used to detect static transition,
as shown by Wolf et al. [84]. Here, a static DIT example will be given for simplicity, but the approach
would be analogous for an unsteady situation. The static DIT method consists of subtracting steady-
state temperature distributions from the wing at two different angles of attack, α1 and α2, to obtain
information about the transition process at the intermediate incidence α, as α = (α1 +α2)/2. The
values chosen for the example given here are α1 = 1.5◦ and α2 = 2.5◦, so that α = 2◦, the example
shown earlier for the static IT approach. The top part of Fig. 5.9 shows contours of the difference in
time-averaged infrared intensity between α1 and α2 (obtained as intensity at α2 minus intensity at
α1). From the DIT method, transition at α = 2◦ is expected to occur when the difference achieves
a peak. As the LSB moves upstream from α1 to α2, a negative peak is to be expected. The local
minimum obtained at each pixel row along the span is indicated in the figure by a white line.

Figure 5.9: Contours of the difference in infrared intensity between α1 = 1.5◦ and α2 = 2.5◦ (top) and spanwise-averaged
infrared intensity and DIT distributions along the chord (bottom).

The novel approach proposed in this thesis is to extend the DIT method not only to detect BL
transition but also the locations of laminar separation and turbulent reattachment. For separation,
the argument is analogous to that of transition, but the expected DIT peak will always be of the
opposite sign. This means that, for a bubble moving upstream as in the example shown here, sepa-
ration is expected to occur at the positive DIT peak. This location, obtained at each pixel row along
the span, is shown in the top part of Fig. 5.9 with a black line.

As discussed in the previous section, the location of turbulent reattachment causes a local mini-
mum in the temperature distribution. This means that the local minimum will also move upstream
between α1 and α2. The local minimum at α= 2◦ is expected to occur in between those two. For a
small difference between α1 and α2, this will be when those curves intersect. In other words, when
the DIT signal between α1 and α2 is zero in this region. This estimation is also shown in the top part
of Fig. 5.9 with a black line.

As for the static case, the three lines indicating the characteristic locations of the LSB represent
a two-dimensional situation. This again justifies the spanwise-averaging of the measurements. The



5.3. LSB detection from IT 37

spanwise-averaged infrared intensities measured at α1 and α2 are shown in the bottom part of Fig.
5.9. The DIT curve obtained from the subtraction of spanwise-averaged infrared intensities is also
shown in the figure. The LSB characteristic locations, estimated from the positive peak, negative
peak and zero value of the DIT signal are indicated by coloured squares. These locations are also
shown in the top part of the figure as coloured lines and agree well with the solution obtained prior
to the spanwise-averaging. As for the static IT case, the DIT curves shown in the thesis will use
spanwise-averaging to reduce pixel noise.

There is a strong similarity between the DIT curve shown in Fig. 5.9 and the infrared intensity
gradient shown in Fig. 5.8. This is precisely the purpose of DIT: recover information from the steady-
state temperature distribution (in this case its gradient) when it cannot be measured due to the
thermal lag of the surface. In an unsteady situation, like the ones that will be discussed in the next
chapter, the DIT curve can be constructed in an analogous manner. All the information available
will be unsteady infrared intensity distributions, and their subtraction will be used to generate DIT
curves representative of the BL state at the intermediate angle of attack.

5.3.4. Thermal response of an unsteady airfoil
So far, all of the DIT development has been made around the aerodynamic environment of a he-
licopter rotor, as presented in §3.3 from the DLR work. If the goal is to consider the technique for
the case of a LSB, seems reasonable to make a comparison between the two situations. The idea is
to recreate an experimental DIT measurement from a numerical approach. A thermal model at the
wing surface can be used to recreate the heat transfer processes involved and therefore simulate the
surface temperature that can be measured with an infrared camera. The unsteady model consid-
ered is the one described by equation (5.7), which neglects the effects of conduction and radiation.
The material properties considered in this study are extracted from the numerical DIT investigation
conducted by Gardner et al. [18], representative of a carbon fiber-epoxy combination. These can be
consulted in Table 5.1.

Table 5.1: Simulation parameters from Gardner et al. [18]

U∞ 90 m/s
Cm 2300 J/Kg/K
ρm 1180 Kg/m3

L 0.2 mm

For a generic unsteady situation, where hs is a function of time, no general analytical solution
may be found for equation (5.7). To overcome this limitation, a simpler unsteady problem is con-
sidered. The thermal simulation starts from a steady-state condition, referred to as initial, followed
by a sudden change in incidence to reach a final state. This causes an immediate change in the
convective heat transfer distribution. The surface temperature does not respond instantaneously
to this change, but follows the description of equation (5.7) where now hs corresponds to the final
state distribution. This means that Ts is the only function of time, simplifying the approach.

The next step is to find the surface temperature and convective heat transfer coefficient distri-
butions along the chord of the airfoil (in the streamwise direction x) for the initial and final states,
both for the DLR and UA situations. For the DLR case, skin friction coefficient distributions at two
different angles of attack are considered, as reproduced in Fig. 5.10. The red curve corresponds
to the initial state while the green curve corresponds to the final one, as the increase in incidence
causes an upstream movement of the transition location.

Stanton number distributions are obtained using the Reynolds analogy, equation (3.5). From
there, hs distributions can be obtained considering equation (3.4), air properties and freestream
speed as listed in Table 5.1. A constant irradiation heat flux is considered to maintain the maximum
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Figure 5.10: Skin friction coefficient distributions on the suction side of a DSA-9A airfoil at two different incidence angles.
Results reproduced from Gardner et al. [18].

surface temperature below 10 K above ambient, as discussed in [18]. With that, the initial and final
surface temperature distributions can be obtained from equation (5.8).

For the case of a LSB studied in the WT experiments at UA, the available information are surface
temperature distributions measured with the infrared camera. Only for this investigation, the fac-
tory calibration of the camera was used to link infrared intensity to surface temperature. Similarly to
the DLR case, two angles of attack are considered, with the incidence of the final state being higher
than the one of the initial state. The surface temperature distributions (from time- and spanwise-
averaged measurements for the UA case) considered for both situations and states may be consulted
in Fig. 5.11(a).
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Figure 5.11: Distributions considered for the unsteady thermal model, following DLR results from Gardner et al. [18] and
experiments conducted at UA. (a) Surface temperature. (b) Convective heat transfer coefficient.

Skin friction coefficient distributions are obtained for the UA case using XFoil simulations at
the known angles of attack. The viscous solution is obtained with the eN method for transition
prediction (Van Ingen [75]), using a critical N−factor of 10, according to the UA wind tunnel charac-
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teristics (Borgmann et al. [7]). The Reynolds analogy can be applied to the laminar part of the flow
close to the leading edge of the wing and find from there the constant irradiation heat flux that keeps
the maximum temperature around 10 K above ambient. Finally, hs distributions may be obtained
after rearranging equation (5.8). The obtained results for both situations and states are shown in
Fig. 5.11(b). The comparison between Figs. 5.11(a) and 5.11(b) illustrates a key difference between
the DLR and UA situations. While the surface temperature values are comparable, convective heat
transfer is an order of magnitude higher for the DLR case mainly due to the increased Reynolds
number considered.

In order to solve equation (5.7), an initial condition (at t = 0) is needed. This represents the sur-
face temperature distribution in the initial state. On the other hand, the convective heat transfer
coefficient distribution of the final state is considered, and equation (5.7) gives the evolution of sur-
face temperature from the initial to the final state, achieved when t →∞. To integrate the equation
in time, a change of variables is required. Introducing a temperature difference, θ, as θ = Ts −T∞,
and noting that ∂θ/∂t = ∂Ts/∂t , equation (5.7) reduces to:

ρm Cm L
∂θ

∂t
= qi r r −hs θ, (5.10)

which can be rearranged as:
∂θ

∂t
+ hs

ρm Cm L
θ− qi r r

ρm Cm L
= 0. (5.11)

It is now helpful to define two auxiliary constants, C1 and C2, as:

C1 = hs

ρm Cm L
, (5.12a)

C2 = qi r r

ρm Cm L
. (5.12b)

Introducing these definitions, equation (5.11) simplifies to:

∂θ

∂t
+C1θ−C2 = 0, (5.13)

which is a simple non-homogeneous first-order linear differential equation. One easy way of solving
it is to make it homogeneous by introducing an auxiliary variable, θ′, as θ′ = θ−C2/C1. Noting that
∂θ′/∂t = ∂θ/∂t , equation (5.13) can be expressed as:

∂θ′

∂t
+C1θ

′ = 0, (5.14)

which can now be integrated in time by separation of variables, from t = 0 to t ,as:∫t

t=0

dθ′

θ′
=

∫t

t=0
−C1 d t , (5.15a)

θ′(t )

θ′(0)
= e−C1t . (5.15b)

Undoing the change of variables, this gives:

θ(t )−C2/C1

θ(0)−C2/C1
= e−C1t , (5.16a)

Ts(t )−T∞−C2/C1

Ts(0)−T∞−C2/C1
= e−C1t . (5.16b)
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Finally, substituting equations (5.12a) and (5.12b) into equation (5.16b) gives:

Ts(t )−T∞ = qi r r

hs
+e−

hs t
ρm Cm L

(
Ts(0)−T∞− qi r r

hs

)
. (5.17)

It can be easily checked that the initial surface temperature distribution is obtained when t = 0,
while it reduces to equation (5.8) as t →∞, considering hs to be the distribution of the final state.

The DIT method proposed by DLR consists of subtracting two surface temperature distributions
shortly separated in time. In this numerical investigation, a DIT signal may be constructed from DIT
signal = Ts(t )−Ts(0), for t ≪ 1. For small simulation times t , the exponential term inside equation
(5.17) may be linearized as:

e−
hs t

ρm Cm L = 1− hs t

ρm Cm L
+O(t 2). (5.18)

Inserting this approximation in equation (5.17) gives:

Ts(t )−T∞ ≈ Ts(0)−T∞− hs t

ρm Cm L

(
Ts(0)−T∞− qi r r

hs

)
, (5.19)

which can be rearranged to obtain the DIT signal as:

DIT signal = Ts(t )−Ts(0) ≈− hs t

ρm Cm L

(
Ts(0)−T∞− qi r r

hs

)
. (5.20)
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Figure 5.12: DIT signal obtained from the thermal model, for both the DLR and UA situations. (a) For a simulation time
of t = 10−2 s. (b) For a simulation time of t = 10−1 s. The dashed blue lines represent the thermal sensitivity of typical
modern infrared cameras.

The obtained signal is shown in Fig. 5.12 for both situations. The curves shown in Fig. 5.12(a) are
obtained for t = 10−2 s, while the ones given in Fig. 5.12(b) are obtained for t = 10−1 s. Both figures
include dashed blue lines at ±30 mK, representative of the thermal sensitivity of state-of-the-art
infrared cameras. This means that only the information outside of this band can be expected to be
detectable in an experiment. All curves shown have a distinct negative peak, indicative of the BL
transition location moving upstream from the inital to the final states. As discussed by DLR, the
peak location corresponds to the transition location at an intermediate incidence. Even if this peak
is visible for both situations, its strength is much stronger for the DLR case. Due to the reduced
heat transfer, the surface reacts much slower for the case of a LSB. This means that a bigger time
difference between thermograms will need to be used in the experiments in order to detect the
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DIT peak, which can cause erroneous results as discussed by Gardner et al. [18]. For the LSB case,
another DIT peak, of opposite sign, is expected to occur. This is linked to the laminar separation
location, but the strength of it is much smaller, according to Fig. 5.12. Changes in heat transfer
are weaker in this region (see Fig. 5.11(b)), further limiting the thermal response. Similarly, no
information outside of the dashed blue lines is observed in the reattachment region. This analysis
indicates that the detection of laminar separation and turbulent reattachment is expected to be
significantly more challenging than that of transition from the experimental measurements.

A quick variation of the model can be done to study the difference between the existing in-
creasing incidence simulation (representative of a pitch up situation), to the case where incidence
reduces (pitch down). This can be done by changing the initial and final distributions introduced
in equation (5.20). The comparison between both conditions can be found in Fig. 5.13. The curves
shown in Fig. 5.13(a) are obtained for t = 10−2 s, while the ones given in Fig. 5.13(b) are obtained
for t = 10−1 s. Again, the figures include dashed blue lines at ±30 mK, representative of the ther-
mal sensitivity of state-of-the-art infrared cameras. For the pitch down condition, the BL transition
location moves downstream, thus appearing as a positive peak in the DIT signal. It is interesting
to see that, for equal simulation times, the peak of the pitch up condition has more than double
the strength of the pitch down one. This result is closely related to the hs distributions shown in
Fig. 5.11(b). At the intermediate transition location (DIT peak), the BL is initially laminar in the
pitch up simulation. The sudden increase in incidence causes transition to move upstream, and
therefore the BL becomes turbulent at the DIT peak location. The change from laminar to turbulent
causes an increase in convective heat transfer, making the surface react faster. This indicates that
a longer time separation between thermograms will be needed for a pitch down condition, again
having detrimental effects on the results.
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Figure 5.13: DIT signal obtained from the thermal model for the case of a LSB, for pitch up and pitch down conditions. (a)
For a simulation time of t = 10−2 s. (b) For a simulation time of t = 10−1 s. The dashed blue lines represent the thermal
sensitivity of typical modern infrared cameras.

A better characterization of the parameters governing the unsteady thermal response of the
aerodynamic surface may be obtained from rearranging equation (5.20) into:

DIT signal = Ts(t )−Ts(0) ≈− hs t

ρm Cm L
(Ts(0)−T∞)+ qi r r t

ρm Cm L
. (5.21)

It is important to recall that hs refers here to the final state. On the other hand, the initial convective
heat transfer distribution can be linked to the irradiative heat flux from the steady-state solution,
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equation (5.8), as:
qi r r = hs(initial ) (Ts(0)−T∞) . (5.22)

Introducing this result in equation (5.21) gives:

DIT signal ≈−hs(final ) t

ρm Cm L
(Ts(0)−T∞)+ hs(initial ) t

ρm Cm L
(Ts(0)−T∞) , (5.23)

which can be rearranged into:

DIT signal

Ts(0)−T∞
≈− t

ρm Cm L

(
hs(final )−hs(initial )

)
. (5.24)

This relative signal achieves its peak at the location where convective heat transfer changes most
between thermograms. In the problem of interest, this is caused by the change in heat transfer
between laminar and turbulent BLs. For a more general situation, this characteristic change in heat
transfer can be called hc . Considering now an unsteady problem of characteristic time scale tc ,
equation (5.24) establishes a balance as:

DIT signal

Tc −T∞
∼ tc hc

ρm Cm L
, (5.25)

where Tc is the characteristic temperature of the surface of interest. After some manipulation, this
relation can be expressed in terms of two non-dimensional numbers discussed previously, as:

DIT signal

Tc −T∞
∼ tc hc

ρm Cm L
= km

ρm Cm

tc

L2

hc L

km
=αm

tc

L2 Bi = Fo Bi , (5.26)

where the thermal diffusivity has been expressed in terms of other material properties. Please note
that the definition of the Biot number has changed slightly with respect to the one in equation (5.6).
Now, the characteristic convective heat transfer coefficient refers to the change between laminar
and turbulent BLs. In the current discussion, an estimate of it can be obtained from Fig. 5.11(b),
by subtracting the maximum and minimum values observed for each of the situations. In this the-
sis, the unsteadiness of the motions explored are characterized by their frequency, f . This can be
expressed as the inverse of the characteristic time scale. Introducing this modification in equation
(5.26) finally gives:

DIT signal

Tc −T∞
∼ Fo Bi = hc

ρm Cm L f
. (5.27)

For a final comparison between the unsteady situations explored by DLR and the case of a LSB
tackled at UA, the governing non-dimensional group Fo Bi is obtained for both and shown together
in Fig. 5.14. This includes results from two experiments conducted by the DLR group, as reported
by Richter et al. [65] and Wolf et al. [84]. The dashed black line represents the minimum Fo Bi value
for which the DIT approach has been shown to work. The curves corresponding to the experiments
conducted at UA include the two types of motion that are considered in the thesis.

This comparison suggests that, due to the lower convective heat transfer levels for the case of a
LSB, the maximum motion frequency could be limited to a value below the ones tested by DLR. All
the experimental setpoints above the dashed black line are expected to be successful, while the ones
below the line are unexplored territory. This procedure does not include the distinction between
pitch up and pitch down investigations. That effect is included in the term Tc −T∞ in equation
(5.27) and can also have a significant effect as visualized in Fig. 5.13.

To isolate the effect that convective heat transfer will have on the LSB case, material properties
have been kept constant through the analysis. However, the importance of choosing a suitable ma-
terial must be highlighted. According to equation (5.27), material properties (density, heat capacity
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Figure 5.14: Comparison of the non-dimensional group Fo Bi between the experiments of Richter et al. [65], Wolf et al.
[84] and the ones at UA.

and thickness) are as relevant as heat transfer changes or motion frequency, as all of them have a
linear influence on the non-dimensional group that governs the unsteady response of the surface.
By combining the three, a profound effect can be made. While the assumption of perfect insulation
is still valid, this numerical approach indicates that a thin surface with low thermal capacity is the
ideal choice for DIT applications.





6
Results

The results presented in this chapter cover the experimental investigations on the modified NACA
643−618 airfoil at a chord-based Reynolds number of Re = 200,000. The LSB that forms on the suc-
tion side of the wing is studied using three different flow measurement techniques: surface pressure
measurements (pressure taps and a pressure transducer), PIV and IT. The LSB may be detected from
these experimental measurements employing the methods described in chapter 5. This chapter is
divided into the three experiments conducted in the ALSWT: a static characterization of the wing
over a range of angles of attack, a pitching unsteady motion and finally a plunging configuration.

The static results, discussed in §6.1, characterize the LSB at every incidence angle that will later
appear in the unsteady situations. The pitching motion imposed consists of ramps of constant
pitching rate, such that the incidence of the wing is of the form: α = 2◦± 5◦. The pitching rate is
varied to study different levels of unsteadiness, but the incidence is maintained. The plunging set-
point discussed here, defined by h = 6% and k = 0.67, induces a range of effective angles of attack
between −4.56◦ ≤ αe f f ≤ 4.56◦. To cover both conditions, the static wing is studied, using one-
degree increments, between −5◦ ≤α≤ 7◦.

The pitching experiment was designed to prove the capability of DIT to detect an unsteady LSB.
The results, discussed in §6.2, are organized according to the three techniques available. The pitch-
ing rate of the motion is varied to study the effect that this has on the bubble but also to find the
limitations of the DIT method. This includes from quasi-steady situations to more complex un-
steady conditions. The effect that the unsteadiness has on the bubble and the infrared technique is
illustrated by comparing key results from all frequencies tested.

The plunging experiment constitutes a more complex situation, especially for the infrared ap-
proach. A plunging-type motion cannot totally separate frequency from amplitude (in terms of
effective angle of attack). To study a similar incidence range to the pitching case (approximately 9
degrees for the plunging case and 10 for the pitching one), a high frequency is needed, with the given
motion amplitude that the plunging mechanism provides. This complicates the infrared approach,
constituting a more challenging experiment. From the sinusoidal cycle, four phases are chosen to
show the evolution of the LSB, as discussed in §6.3. This is again illustrated by showing results from
the three techniques available.

6.1. Static LSB characterization
This section presents the results of the static characterization of the LSB on the suction side of the
wing, covering a range of angles of attack from −5◦ ≤α≤ 7◦. First, in §6.1.1, the nature and the effect
that incidence has on the bubble’s size and location are discussed from the pressure transducer and
pressure taps results respectively. Then, the static PIV measurements are presented in §6.1.2, while
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§6.1.3 covers the infrared approach. For this technique, both the static IT and DIT methods are
considered, as introduced in §5.3.2 and §5.3.3 respectively, to further motivate the exploration of
DIT for the unsteady situations. Finally, the comparison between the three techniques, given in
terms of bubble location, is discussed in §6.1.4.

6.1.1. Surface pressure measurements
Static pressure coefficient distributions already reveal the presence of a LSB on the suction side of
the wing. Fig. 6.1(a) shows cp distributions for the static wing at α= 0◦,2◦,4◦ and 6◦. Together with
the experimental results, XFoil predictions for the static airfoil are included for comparison. The
viscous solution is obtained with the eN method for transition prediction (Van Ingen [75]). The ap-
propriate critical N−factor is obtained following the method of Mack [46], which relates the critical
N−factor to the turbulence intensity in the wind tunnel by:

N =−8.43−2.4ln(Tu). (6.1)

Using the known values for the ALSWT at the conditions considered here gives an approximate
value of N = 10. The pressure coefficient reveals the presence of a LSB on the suction side of the
airfoil within the region 0.45 ≲ x/c ≲ 0.75, as indicated by the pressure plateau. The agreement be-
tween experiments and XFoil is excellent except in the reattachment region. XFoil predicts a slightly
shorter bubble, which could be due to a mismatch in the freestream turbulence levels. The LSB is
observed to move upstream with increasing α, which is in agreement with the general trends found
in the literature. The stronger adverse pressure gradient causes an earlier separation of the laminar
BL, while the size of the bubble is mainly driven by the stability of the shear layer.
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Figure 6.1: (a) cp distributions for the static wing at α = 0◦,2◦,4◦ and 6◦. (b) Frequency-premultiplied non-dimensional
Power Spectral Density (PSD) of pressure fluctuations at x/c = 0.65 at the same angles of attack.

The nature of the transition and subsequent reattachment processes is further studied with
the high-bandwidth pressure transducer installed on the suction side of the airfoil at x/c = 0.65.
Frequency-premultiplied Power Spectral Density (PSD) of the measured pressure fluctuations are
shown in Fig. 6.1(b) for the same range of angles of attack. The spectra reveal the amplification of
disturbances in the separated shear layer, within a band of frequencies centred at a chord-based
Strouhal number of f c/U∞ ≈ 15. An inviscid Kelvin-Helmholtz instability is argued to be respon-
sible for the disturbance amplification (Watmuff [80]). This was confirmed by comparison with
the high-fidelity simulations described by Hosseinverdi and Fasel [35], as discussed in Grille Guerra
et al. [28]. The upstream movement of the LSB with increasing α means that the sensor location
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moves from the transition region at α = 0◦ to the reattached turbulent boundary layer at α = 6◦,
which explains the general increase in PSD level (Yarusevych et al. [87]). The agreement with the
theoretical turbulent decay (-4/3 slope in frequency-premultiplied form for pressure) improves as
the sensor moves into the turbulent boundary layer.

The characteristic locations of the LSB (laminar separation, transition and turbulent reattach-
ment) can be estimated from the cp distributions following the methodology described in §5.1. This
consists of creating linear fits from certain parts of the cp distribution and finding the desired loca-
tions from the intersection of those, to try and improve the spatial resolution of the technique. This
is applied to α = −5◦,0◦ and 7◦ as shown in Fig. 6.2(a). The same static angles of attack will be
later considered for the other techniques (PIV and IT) for a direct comparison between them. For
improved visualization, only the static pressure coefficient suction side distributions are shown in
the figure. This indicates again the upstream shift of the bubble with increasing incidence, but also
illustrates the limitation of the technique for negative α due to the poor distribution of pressure taps
closer to the trailing edge.
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Figure 6.2: LSB characteristic locations estimated from cp distributions, for the static wing at (a) α = −5◦,0◦ and 7◦. (b)
−5◦ ≤α≤ 7◦.

The same methodology can be applied to all incidences tested. The obtained characteristic
locations are shown in Fig. 6.2(b). The obtained trends indicate an approximately linear upstream
movement of the bubble with increasing angle of attack, while the size remains nearly constant.
Only a slight size reduction is observed to start for the highest incidences tested. Again, transition
and reattachment estimation are missing for some negative α due to the absence of pressure taps
in that area.

6.1.2. Particle Image Velocimetry
The extent of the LSB is investigated in more detail using PIV. Contours of time-averaged velocity
magnitude are shown in Fig. 6.3, together with streamwise velocity BL profiles at selected locations.
A comparison between two different incidences is given in the figure, as Fig. 6.3(a) is obtained for
the static wing at α= 0◦ while Fig. 6.3(b) represents the solution for α= 7◦. As discussed in §5.2, the
presence of the bubble is identified with the mean dividing streamline (black line) that encloses the
bubble from the outer flow at the airfoil’s surface. As for the pressure taps, PIV suggests an upstream
shift and slight size reduction of the bubble for increasing incidence.

The location of transition to turbulence, occurring in the separated shear layer, is estimated at
the point where the BL shape factor reaches a maximum inside the bubble. The evolution of H
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(a) (b)

Figure 6.3: Contours of time-averaged velocity magnitude from PIV measurements, for the static wing at (a) α = 0◦ and
(b) α= 7◦.

inside the LSB is shown in Fig. 6.4(a) for the wing at α = −5◦,0◦ and 7◦. As expected, there is an
upstream shift of transition for increasing incidence, while the shape of the H distribution remains
similar.

The application of this methodology to every static angle of attack tested gives the characteristic
locations shown in Fig. 6.4(b). To simplify the experimental campaign, no PIV measurements were
conducted for α=−4◦ and α=−2◦. The missing reattachment location for α=−5◦ was caused by
the bubble being slightly downstream of the field of view of the PIV camera at that condition.
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Figure 6.4: (a) Evolution of the BL shape factor inside the LSB, for the static wing at α=−5◦,0◦ and 7◦. (b) LSB character-
istic locations extracted from the PIV measurements.

The obtained trends are similar to those discussed earlier for the pressure taps, showing a linear
upstream shift of the bubble for increasing incidence. The detection of laminar separation shows
more scatter than the others. This is mainly caused by the higher uncertainty of the PIV measure-
ments in this region close to the surface and also the angle between the dividing streamline and the
surface. Even if the uncertainty is higher also in the reattachment region (due to laser reflections at
the surface), there is a bigger angle between the dividing streamline and the surface, thus reducing
the error of extrapolating the streamline until it intersects with the wing.
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6.1.3. Infrared Thermography
The objective of the static IT approach is to detect the characteristic locations of the LSB from the
time- and spanwise-averaged infrared intensity distributions, without the need for a camera calibra-
tion to transform from the measured infrared intensity to surface temperature. The methodology
applied follows the description of §5.3.2. Laminar separation is estimated to occur at the location
of maximum increase rate of infrared intensity, transition at the maximum decrease rate and reat-
tachment at the local minimum. Fig. 6.5(a) shows infrared intensity distributions for the static wing
at α=−5◦,0◦ and 7◦. The LSB characteristic locations are indicated on top of the infrared intensity
curves. These show a region of higher temperature inside the LSB, as heat transfer by convection
is low in areas of separated flow. The strong temperature decrease linked to the transition process
is followed by a slow rise as the turbulent BL thickens. The characteristic locations detected also
indicate the upstream shift of the bubble with increasing incidence.
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Figure 6.5: LSB characteristic locations estimated from time- and spanwise-averaged infrared intensity distributions, for
the static wing at (a) α=−5◦,0◦ and 7◦. (b) −5◦ ≤α≤ 7◦.

Extending the approach to every angle of attack gives the LSB characteristic locations shown in
Fig. 6.5(b). The linear upstream shift of the bubble with increasing incidence is clearly visible, as
there is very little scatter for every location detected with IT.

The alternative approach studied here is to consider the static DIT method, as introduced in
§5.3.3. The DIT technique requires the subtraction of two thermograms to provide information
about the BL state at the intermediate incidence. The two distributions, at incidences α1 and α2,
need to be chosen according to:

α= α1 +α2

2
, (6.2a)

∆α=α2 −α1, (6.2b)

where ∆α is the difference in incidence between the two thermograms. Small values of ∆α may not
provide detectable DIT peaks, whereas high ones can cause erroneous results in their location. As
the static infrared measurements were acquired at one-degree increments in angle of attack, ∆α= 1◦

for this investigation. The LSB characteristic locations may be estimated from the DIT peaks (local
maximum and minimum of the DIT distribution). However, the sign of the peaks depends on the
choice of ∆α. For ∆α > 0, as considered here, the bubble is expected to move upstream from α1

to α2. Thus, separation at the intermediate incidence α appears as a positive DIT peak, whereas
transition is linked to the negative one. For both situations, reattachment is estimated to occur
when the DIT curve first reaches zero after transition.
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Fig. 6.6(a) illustrates the approach for three different intermediate incidences. These are con-
structed as close as possible to the static angles of attack discussed earlier for previous techniques.
Using ∆α = 1◦, the values considered are α = −4.5◦,0.5◦ and 6.5◦. The infrared intensity distri-
butions employed to construct each DIT curve shown can be obtained by solving α1 and α2 from
equations (6.2a) and (6.2b). The LSB characteristic locations, indicated on top of the DIT curves, still
show the upstream shift of the bubble for increasing incidence. It can be also seen that the value of
∆α= 1◦ is sufficient to obtain distinct peaks linked to the separation and transition processes.
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Figure 6.6: (a) LSB characteristic locations estimated from the static DIT method, for the static wing at α=−4.5◦,0.5◦ and
6.5◦. (b) Comparison between the LSB characteristic locations measured with the static IT and DIT approaches.

Following the same methodology, the LSB characteristic locations obtained from the static DIT
method are compared in Fig. 6.6(b) with those shown earlier for the IT approach. Apart from a
couple of isolated outliers, there is remarkable agreement between the two techniques. This con-
firms the validity of DIT to study the case of a LSB and motivates its exploration for the unsteady
investigations.

6.1.4. Comparison of experimental techniques
Three different flow measurement techniques have been used to characterize the static LSB. All of
them can detect the characteristic locations of the bubble and find a similar effect of angle of attack
on its size and location. The locations obtained from each of the techniques, shown in Fig. 6.2(b)
for the static pressure taps, in Fig. 6.4(b) for PIV and in Fig. 6.5(b) for the static IT approach, are
now put together for a more clear comparison between them. The obtained comparison is shown
in Fig. 6.7. A first inspection of the figure indicates that there is good agreement between the tech-
niques, showing typical differences in the detected locations of less than 2% of the airfoil chord. The
agreement between PIV and IT is similar to that reported by Wynnychuk and Yarusevych [86].

The biggest discrepancies occur for the PIV estimation of laminar separation at positive angles
of attack. PIV gives a nice description of the flow topology in the region of the bubble but struggles
to provide accurate estimations close to the surface due to the higher uncertainty mainly caused by
reflections of the laser sheet after intersecting with the wing. It clearly provides more information
than the other techniques about the transition process in the separated shear layer, but it is not the
best choice for surface applications.

The static pressure taps are not only a simpler technique, but also provide direct information
at the surface. However, a fine distribution of taps is needed in order to capture the LSB location
accurately. If the resolution drops, no clear information can be retrieved from the static pressure
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Figure 6.7: Comparison of the LSB characteristic locations obtained for the static wing using three different flow mea-
surement techniques.

coefficient distribution, as is the case for some negative angles of attack in the current static inves-
tigation.

Infrared Thermography is able to detect similar locations. This is achieved directly from the
time-averaged infrared intensity recorded with the infrared camera, without the need for tempera-
ture calibration. The experimental effort is reduced compared to PIV, and the results show less scat-
ter. In this regard, IT is the ideal choice for static LSB characterization. It is perfect to detect surface
heat transfer changes caused by the separation and reattachment of the BL, but can also identify
the effect that transition has at the surface, thus providing information about the separated shear
layer. In the present investigation, the infrared measurements indicate a strong two-dimensionality
of the LSB, but the approach could be easily extended to study a three-dimensional situation. This
would be extremely challenging for the static pressure taps and would also involve a more complex
tomographic PIV setup.

6.2. Pitching investigation
This section presents the results of the pitching experiment, designed to explore the capabilities of
DIT for the detection of an unsteady LSB. The motion imposed to the wing consists of pitch up and
pitch down ramps at a constant pitch rate, between α = −3◦ and α = 7◦. To test the performance
of the technique, the complexity of the problem is increased by changing the pitch rate of the mo-
tion. As for the static characterization, the discussion in this section is organized in terms of the
experimental techniques considered.

First, §6.2.1 covers the surface pressure measurements from the pressure taps. These are used
for comparison with other techniques but also with unsteady linear theory. To simplify the exper-
imental campaign, only two reduced frequencies, k = 0.05 and k = 0.15, were considered for PIV
measurements. These are discussed in §6.2.2. For both techniques, the discussion focuses on the
two reduced frequencies mentioned above, by showing the differences between pitch up and pitch
down at the mid-angle of the motion, α= 2◦.

Then, §6.2.3 deals with the infrared measurements. This includes from quasi-steady motions
(k = 0.0002) up to k = 0.25, but focusing again on k = 0.05 and k = 0.15 for better comparison with
the previous. The application of the DIT technique is discussed in detail, showing the effect of time
separation between frames on the applicability of the method. Results are first presented at α= 2◦
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and then extended to the full pitching ramps.
Finally, the comparison between the three techniques available is given in §6.2.4. This is shown

in terms of the hysteresis in transition location obtained between pitch up and pitch down at α= 2◦.

6.2.1. Surface pressure measurements
The static pressure taps are not only used here to detect the characteristic locations of the unsteady
LSB, but also for comparison between the experiments and linear unsteady theory. The compari-
son with Theodorsen’s theory, introduced in §2.1 and described by equation (2.1) in terms of un-
steady lift coefficient, can be simplified when considering only the pitching contribution. While
Theodorsen’s theory is derived for sinusoidal pitching and plunging contributions, the motion stud-
ied here has a constant pitching rate. This mainly modifies the non-circulatory part of the unsteady
lift response due to flow acceleration, which is small for the reduced frequencies considered here.
The circulatory part of the response behaves similarly to that of a pure angle of attack change, as
described by Leishman [44] and illustrated in Fig. 2.1(b), where lift shows a phase lag with respect to
α. This means that lift is lower than the static value for increasing incidence, while the opposite oc-
curs for decreasing incidence. The amplitude of the response is adapted by including the constant
pitching rate term, by simplifying equation (2.1) to:

cl =π
c

2

[
α̇

U∞

]
+2πC (k)

[
α+ c

2

(
1

2
−a

)
α̇

U∞

]
, (6.3)

where the only contributions are those caused by the change in angle of attack and the constant
pitching rate. Please note that a = −0.2 due to the wing pitching around its main spar located at
40% of the chord. Recall that the unsteady response used for the comparison with the experiments
requires the addition of the phase lag, which virtually acts like changing the sign of some terms
inside equation (6.3).
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Figure 6.8: Unsteady lift coefficient for the pitching wing, with: (a) k = 0.05 and (b) k = 0.15.

In the experiments, lift coefficient along the motion can be obtained from numerical integration
of the phase-averaged cp distributions. It should be noted that the fabrication process did not allow
placing a pressure tap at the trailing edge. For integration purposes, interpolation is necessary in
that region. An additional point is included at the trailing edge of the airfoil. Static pressure is
estimated to be the mean between the measurements from the suction and pressure sides of the
wing closest to that point. For k = 0.05, the unsteady lift coefficient obtained for the pitch up and
pitch down motions is shown in Fig. 6.8(a). The experimental results are compared to the static
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slope and also the prediction of the adapted Theodorsen’s theory model, as described by equation
(6.3). The linear theory, in good agreement with the experimental results, indicates a hysteresis in
cl between pitch up and pitch down of similar amplitude. In the experiments, at α= 2◦, lift is lower
during pitch up than the static value, while the opposite occurs during pitch down. This agrees with
the phase lag predicted by Theodorsen for a sinusoidal change in angle of attack.

A similar behaviour is observed for k = 0.15, as shown in Fig. 6.8(b). The higher reduced fre-
quency causes an increase of the hysteresis between pitch up and pitch down, but is still in good
agreement with the linear theory.

The observed hysteresis does also extend to the LSB location. Fig. 6.9 shows phase-averaged
static pressure coefficient distributions for the pitching wing at α = 2◦, both during pitch up and
pitch down. The hysteresis in bubble location is indicated by the transition location estimation,
which is obtained following the same methodology as for the static investigation. Transition is ob-
served to occur slightly upstream during pitch down, which is in agreement with the experimental
results of Nati et al. [52] for a sinusoidally pitching airfoil, as reported in Fig. 2.2.
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Figure 6.9: Phase-averaged cp distributions for the pitching wing at α = 2◦, both for pitch up and pitch down, with: (a)
k = 0.05 and (b) k = 0.15.

As for lift coefficient, increasing from k = 0.05 (Fig. 6.9(a)) to k = 0.15 (Fig. 6.9(b)) causes an in-
crease in the hysteresis between pitch up and pitch down, now represented in terms of the unsteady
transition location.

6.2.2. Phase-averaged PIV measurements
A deeper inspection into the effects that the unsteadiness has on the LSB can be done from the PIV
measurements. Fig. 6.10 shows contours of phase-averaged velocity magnitude for the pitching
wing at α= 2◦, with k = 0.05. Streamwise velocity BL profiles are included at certain locations for a
complete description of the bubble. While 6.10(a) includes the result during pitch up, 6.10(b) con-
tains the pitch down measurement. The LSB characteristic locations are estimated as for the static
situation, following the methodology described in §5.2. A close look at these locations confirms
that the bubble appears slightly more upstream during pitch down, between 1% and 2% of the air-
foil chord depending on the location. This is in agreement with the qualitative behaviour observed
from the phase-averaged cp distributions.

The results for k = 0.15 are shown in Fig. 6.11. Fig. 6.11(a) includes the pitch up measure-
ment and 6.11(b) the pitch down one. The hysteresis between pitch up and pitch down is now more
evident, with PIV showing a difference between 3% and 4% of the chord depending on the charac-
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(a) (b)

Figure 6.10: Phase-averaged velocity magnitude for the pitching wing at α= 2◦, with k = 0.05, during (a) pitch up (b) pitch
down.

teristic location.

(a) (b)

Figure 6.11: Phase-averaged velocity magnitude for the pitching wing at α= 2◦, with k = 0.15, during (a) pitch up (b) pitch
down.

6.2.3. Infrared Thermography
From an experimental perspective, the increase in reduced frequency is not something problematic
for the pressure taps or PIV measurements. Using a phase-averaged approach, both techniques can
easily deal with motion frequencies much higher than the ones considered here. However, this is
not the case for infrared measurements. To illustrate the effect of reduced frequency on the infrared
approach, this section is organized in terms of increasing aerodynamic complexity. The regimes
studied cover from quasi-steady motions to fully unsteady ones.

Quasi-steady measurements
Infrared measurements were conducted for the quasi-steady pitching airfoil as a first step of the DIT
method outside the static regime. This motion, characterized by k = 0.0002, has no effect on the LSB,
such that it follows the static behaviour discussed in §6.1. Furthermore, only infrared results for the
pitch up case are reported here, as these are identical for the pitch down situation. Fig. 6.12(a) shows
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DIT curves at α= 2◦, constructed using various separations between infrared frames (see equation
(6.2b)). The DIT peaks (positive for separation and negative for transition, as ∆α > 0) change in
strength and location with the different DIT frames considered. As discussed by Gardner et al. [18]
for unsteady transition on a pitching airfoil, increasing the time difference (or angle difference here)
between the infrared frames used to construct the DIT curve causes an erroneous drift from the true
location of interest. The suggested approach is to minimize this difference while the DIT peaks are
still detectable. This is indicated in Fig. 6.12(a) by including the static transition location measured
with IT at α= 2◦.
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Figure 6.12: (a) DIT curves at α = 2◦ for the quasi-steady pitching wing, using various separations between infrared
frames, ∆α. (b) LSB characteristic locations for the quasi-steady pitching wing, obtained from the static IT and DIT
methods.

The figure does also indicate a stronger peak for transition compared to the separation one (ap-
proximately double the strength), which could be already observed in the static DIT investigation
discussed earlier. This is in agreement with the DIT results extracted from the analytical thermal
model presented in §5.3.4 (see for example Fig. 5.13), and suggests that the detection of transition
will be much simpler than the others in the unsteady configurations.

The DIT approach can be extended to every instantaneous angle of attack measured along
the quasi-steady motion. The DIT curves are constructed from the subtraction of two spanwise-
averaged instantaneous infrared intensity distributions. The obtained LSB characteristic locations
are shown in Fig. 6.12(b). As the motion is thermally quasi-steady, the static IT approach can still
be used to estimate the characteristic locations directly from the instantaneous distributions. The
agreement between IT and DIT confirms that the motion is indeed quasi-steady, and that it resem-
bles well the static behaviour of the LSB, as indicated from the static transition measurements pre-
sented earlier. As suggested above, increasing the time difference between DIT frames, from ∆α= 1◦

to ∆α= 5◦, causes a systematic error in the detection of the LSB.
The current thermally quasi-steady approach provides the best static characterization possible

of the LSB. Both the IT and DIT methods have been shown to work for spanwise-averaged instanta-
neous infrared intensity distributions. This gives a continuous evolution of the LSB with varying in-
cidence, which is virtually impossible to achieve with techniques that require time-averaging, such
as the pressure taps or PIV, to provide a meaningful description of the bubble.

k = 0.05
For the unsteady measurements, the approach followed is to apply the DIT method. The DIT curves
and the estimation of the LSB characteristic locations are done in an identical manner to the quasi-
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steady case presented above. Fig. 6.13 shows DIT curves for the pitching wing at α= 2◦, considering
four different time separations between DIT frames. The results for the pitch up motion are given in
Fig. 6.13(a). Again, as ∆α> 0 for pitch up, laminar separation is linked to the positive DIT peak while
transition is defined at the negative one. The DIT curves do show a clear negative peak linked to the
transition process, but the positive peak is not visible. As argued for the quasi-steady results, the
weaker separation peak may not be detectable in an unsteady situation. Similarly, the small tem-
perature differences between frames cause the noise level to obscure the reattachment region. It can
be seen how the shape of the DIT curve changes downstream of the transition peak when choosing
different time separations, making it hard to find a robust estimation of the reattachment location.
However, the DIT method does find the negative peak linked to the unsteady transition region. The
strength of this peak improves with increasing time difference between frames, as expected, while a
small change in location is observed for the time differences considered here. To provide a clear pic-
ture of the LSB hysteresis, the static transition location obtained from IT at α= 2◦ is included in the
figure. The DIT peak does occur downstream of the static location, pointing towards the behaviour
observed with the pressure taps and PIV.

(a) (b)

0.4 0.5 0.6 0.7 0.8

x/c

-60

-50

-40

-30

-20

-10

0

10

20

30

D
IT

 c
o
u
n
ts

 = 0.5º

 = 1.0º

 = 1.5º

 = 2.0º

Static transition

Initial condition

0.4 0.5 0.6 0.7 0.8

x/c

-60

-50

-40

-30

-20

-10

0

10

20

30

D
IT

 c
o
u
n
ts

 = -0.5º

 = -1.0º

 = -1.5º

 = -2.0º

Static transition

Initial condition

Figure 6.13: DIT curves for the pitching wing at α= 2◦, with k = 0.05, during (a) pitch up (b) pitch down.

The analogous situation for the pitch down motion is shown in Fig. 6.13(b). As ∆α< 0 for pitch
down, laminar separation is linked to the negative DIT peak while transition occurs at the posi-
tive one. A prominent peak is observed in the region of separation, x/c ∼ 0.5, but it changes from
positive to negative for increasing time separation, so this is not linked to the unsteady separation
location. This feature corrupts the DIT measurement in that region, thus making it impossible to
detect laminar separation. Downstream of it, the positive DIT peak linked to the unsteady transition
process can be observed. This can be detected when choosing sufficient time separation between
DIT frames, but its strength is a lot weaker compared to the transition peak for the pitch up case
shown in Fig. 6.13(a). This behaviour, indicating stronger DIT peaks for the pitch up case, was al-
ready suggested by the analytical thermal model, as illustrated in Fig. 5.13. For an equal change in
heat transfer between laminar and turbulent BLs, a stronger DIT peak is expected to occur when the
surface is warmer (laminar flow) and cools by the effect of transition to turbulence. The detected
transition location does occur upstream of the static one, confirming that DIT can capture the hys-
teresis in transition location observed with the other techniques. Downstream of this, the DIT signal
drops close to zero and no reliable estimation of reattachment can be made.

The erroneous DIT peak at x/c ∼ 0.5 is linked to the surface temperature distribution before the
unsteady motion starts. The experimental procedure for the infrared acquisitions of the pitching
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configuration, discussed in §4.5, was to study the pitch up and pitch down motions separately. The
wing was first moved to an angle of attack outside of the motion range, and the measurement started
only after a steady-state temperature distribution was reached for that condition. This was done
to limit the change in bubble location to follow only one direction along the motion. The surface
temperature distribution at this condition (different for pitch up and pitch down) is shown in Fig.
6.14(a). As expected, the bubble is clearly more downstream for the pitch up case, as the angle
of attack is α < −3◦, while α > 7◦ for the pitch down motion. The transition locations, estimated
following the static IT approach, are included in Fig. 6.13 as dotted lines, and referred to as initial
condition. For pitch up, Fig. 6.13(a), this location occurs downstream of transition, and explains the
variable behaviour of the DIT signal when changing the time separation between frames. For the
pitch down case, Fig. 6.13(b), it coincides with the erroneous feature at x/c ∼ 0.5.
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Figure 6.14: (a) Surface temperature distributions and transition location before the start of the pitching motion. (b)
Unsteady transition location for the pitching wing, obtained from DIT, with k = 0.05, compared to static and quasi-steady
situations.

This undesired behaviour appears as a result of the limited thermal response of the surface. For
unsteady motions, the changes in surface temperature due to the change in aerodynamics are very
limited, and the surface distribution remains almost constant. The location of the highest temper-
ature gradient will still be linked to the situation before the start of the unsteady motion, and minor
changes as those caused by variable external heating, camera viewing angle or camera noise ap-
pear enhanced around that location. These slight changes appear as erroneous DIT peaks and may
compromise the DIT signal in that region.

As these initial conditions are outside of the measurement range, −3◦ ≤ α ≤ 7◦, the erroneous
DIT peaks do not interfere with the true unsteady transition location at any point. The DIT approach
detailed for α = 2◦ can be extended to the full measurement range to study the evolution of the
transition location along the motion. The obtained trends, both for pitch up and pitch down, are
shown in Fig. 6.14(b) and compared to the static and quasi-steady transition estimations. These
curves are obtained using a time separation between DIT frames such that ∆α = 1◦. The results
capture the hysteresis in transition location that was already observed with the other experimental
techniques.

k = 0.15
Already for the previous case where k = 0.05, the DIT method could only detect one of the three
characteristic locations of the bubble along the pitching motion. The problem will be enhanced
here, as the time difference (physical time) between DIT frames will have to decrease to keep a sim-
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ilar value of ∆α. Starting with the pitch up motion, Fig. 6.15(a) shows the DIT curves for k = 0.15
and the wing at α= 2◦. The negative peak, indicative of transition, is still detectable when choosing
enough time separation between DIT frames. The comparison with the previous result indicates
that the DIT strength has dropped approximately 50%. The hysteresis in transition location with
respect to the static value has also increased, which is in agreement with the other techniques em-
ployed.
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Figure 6.15: DIT curves for the pitching wing at α= 2◦, for k = 0.15, during (a) pitch up (b) pitch down.

The pitch down situation is illustrated in Fig. 6.15(b). The figure is dominated by the erroneous
DIT feature linked to the initial condition of the wing before the start of the motion. This time,
for k = 0.15, no positive DIT peak associated with the unsteady transition location is visible. This
suggests that the maximum reduced frequency for which the DIT method can detect the unsteady
transition location is lower than k = 0.15, at least during pitch down. This value, which corresponds
to a physical frequency of f = 1.69 Hz (see Table 4.1), is lower than the one predicted by the ana-
lytical thermal model in comparison with the previous work from DLR, as discussed in §5.3.4 and
illustrated by Fig. 5.14. This highlights the different behaviour of DIT between pitch up and pitch
down conditions.

The behaviour discussed so far for the wing at α= 2◦ holds throughout the full pitching ramps.
This means that, for k = 0.15, the unsteady transition curve is only obtained for the pitch up case.
This is shown in Fig. 6.16 and compared to the static and quasi-steady transition measurements.
The obtained transition location evolution is clearly downstream of the quasi-steady curve, showing
more deviation than the previous case, for k = 0.05, presented in Fig. 6.14(b).

The two reduced frequencies discussed so far, k = 0.05 and k = 0.15, have shown the effect of
motion frequency on the DIT method. While the strength of the DIT signal dropped approximately
50% from one to another for pitch up, the method failed completely for pitch down in the latter case.

Frequency effect on BL transition hysteresis
As the unsteady transition location has been the only characteristic location detectable with the
DIT method, the other two will be neglected in this comparison. This section will incorporate every
reduced frequency tested, as described by Table 4.1.

In the previous analysis, DIT curves were shown at a fixed motion frequency changing the time
separation between DIT frames. Here, various frequencies will be shown together, with the time
separation adjusted such that ∆α=±1◦ (positive for pitch up and negative for pitch down). Please
note that, for the highest frequency tested, k = 0.25, the available number of frames (only 31 frames
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Figure 6.16: Unsteady transition location for the pitching wing, obtained from DIT, with k = 0.15, compared to static and
quasi-steady situations.

acquired at 180 Hz for the full pitching ramp) means that the time separation between frames closest
to the desired value, centred at α= 2◦, gives ∆α=±1.33◦, which is the value that will be used for the
comparison.

DIT curves obtained at four different reduced frequencies are shown in Fig. 6.17(a) for the pitch
up motion, with the wing at α= 2◦. The negative DIT peak associated with the unsteady transition
location is visible for every frequency. The location is always downstream of the static value, with the
difference increasing with frequency as expected. The strength of the DIT peak generally decreases
with increasing frequency, as the physical time between DIT frames reduces to keep ∆α constant.
This result indicates that, for a pitch up situation, the DIT method may work beyond k = 0.25. Ac-
cording to the comparison with the DLR work discussed in §5.3.4, this situation is slightly more
challenging than any other tested previously with DIT.
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Figure 6.17: DIT curves for the pitching wing at α= 2◦, for various motion reduced frequencies and using a time separa-
tion between DIT frames of ∆α=±1◦, during (a) pitch up (b) pitch down.

A very different result is shown in Fig. 6.17(b) for the analogous pitch down case. The positive



60 6. Results

DIT peak linked to transition, upstream of the static value, is not as distinct or strong as the pitch
up one at the same frequency. The peak can only be detected for a couple of frequencies tested, and
there is no increase in hysteresis observed. The comparison between Fig. 6.17(a) and 6.17(b) draws
a huge difference between the two motions. While the maximum frequency is limited to a value
around k = 0.05 for pitch down, no limit was found for pitch up in this investigation. The shape
and strength of the DIT peak at high frequencies suggests that the limit may not be very far from
the values tested, but it could also be sufficient to increase the time difference between frames. This
approach was not successful for the pitch down case. As indicated by Fig. 6.15(b), increasing the
time difference may return a stronger DIT signal but not necessarily make a distinct peak appear.

The comparison between reduced frequencies can be extended beyond α = 2◦ to obtain the
continuous transition location at every angle of attack along the motion. This is a big advantage of
the infrared technique over the others. While the pressure taps and PIV involve the phase-averaging
at discrete angles of attack that later need to be processed individually, the DIT approach provides
a continuous evolution of the transition front. The results obtained for every reduced frequency
tested are included in Fig. 6.18. The pitch up curves show transition downstream of the static value
at the same incidence (represented by the quasi-steady measurement) while the pitch down curves
show it upstream of it. For pitch up, hysteresis increases with reduced frequency, as measured with
other techniques and in agreement with previous studies (see for example Pascazio et al. [56] or Lee
and Basu [43]). The results during pitch down are inconclusive, being similar for every frequency
available. This points again towards the difficulty encountered in the present investigation of ap-
plying the DIT method for a pitch down motion.
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Figure 6.18: Unsteady transition location for the pitching wing, obtained from DIT, for every reduced frequency measured,
both for pitch up and pitch down.

6.2.4. Comparison of experimental techniques
Following the previous results, a comparison between the three flow measurement techniques con-
sidered is drawn here in terms of the transition hysteresis measured with each of them for the re-
duced frequencies tested. The hysteresis in transition location is typically defined as the difference
between the pitch up and pitch down case. However, very limited information could be obtained
from pitch down using DIT. To overcome this limitation, hysteresis will be defined here individu-
ally for each case, based on the static transition location. At α = 2◦, hysteresis during pitch up is
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obtained after subtracting the static value obtained with IT (see Fig. 6.5(b)) to the unsteady value
obtained from DIT. A positive hysteresis value means that the unsteady location occurs downstream
of the static one. This same procedure can be applied to the other techniques, using the static loca-
tions obtained with each of them (see Fig. 6.7 for the static comparison between techniques). This
allows comparing the hysteresis in transition location measured with the three flow measurement
techniques for every reduced frequency available. The obtained results are shown in Fig. 6.19, for
the wing at α= 2◦, in terms of the reduced frequency of the motion or constant pitch rate imposed.
Please recall that, to simplify the experimental campaign, PIV measurements were conducted only
for k = 0.05 and k = 0.15. The experimental measurements are accompanied by a theoretical pre-
diction, derived from linear unsteady theory. Given the good agreement between experimental lift
coefficient and Theodorsen’s theory shown in Fig. 6.8, the unsteady lift value predicted by the theory
at α= 2◦ was matched to a different static angle of attack. The transition location at that incidence
may be estimated from the quasi-steady IT measurements shown in Fig. 6.12(b).
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Figure 6.19: Hysteresis in transition location with respect to the static value obtained from the three experimental tech-
niques for various pitching motion reduced frequencies. Theoretical prediction extracted from linear unsteady theory
included for further comparison.

Fig. 6.19 shows a good agreement between pressure taps, PIV and theory, with all suggesting that
hysteresis is approximately symmetric at this incidence. While all-three experimental techniques
capture the expected increase in hysteresis with increasing motion frequency, the values measured
with DIT are substantially higher. The obtained results show identical behaviour to those measured
by DLR for the pitching airfoil. Richter et al. [65] measured a higher hysteresis in BL transition with
DIT compared to hot-films and pressure transducers. The values reported there suggested an ap-
proximately constant difference between techniques for all frequencies tested. Later, Wolf et al. [84]
extended the frequencies explored and captured the behaviour towards zero. The results point to-
wards no difference with respect to other techniques for very small frequencies, but later this differ-
ence increases until reaching a nearly constant value, in agreement with the previous observations.
The values shown here (for pitch up) also show a small difference between DIT and the pressure
taps for the smallest frequencies tested, with the difference quickly increasing and later showing a
constant offset. This offset is attributed to the thermal response of the surface. While this is inherent
to the infrared approach, it could be mitigated by improving the surface properties of the wing.

The pitching experiment has demonstrated the applicability of DIT to study the unsteady tran-
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sition location occurring in the separated shear layer for the presence of a LSB. The proposed exten-
sion of the method, to try and identify also the locations of laminar separation and turbulent reat-
tachment, has only worked for a simple quasi-steady situation. In a more general unsteady case,
the limited thermal response of the surface only allowed detecting the strongest DIT peak, which is
linked to the transition process. A big discrepancy was also found between pitch up and pitch down
situations. During pitch up, the transition front moves upstream, thus cooling regions that were
previously under laminar flow. This is significantly more effective than the opposite situation, thus
enhancing the DIT approach. Every pitching frequency tested could be analyzed during pitch up us-
ing DIT, while this was limited to k ≤ 0.05 for pitch down. The unsteady motion causes a hysteresis
in bubble location that could be measured with the three techniques considered. During pitch up,
the pressure gradient is more favourable than the static situation, thus delaying laminar separation,
while the opposite occurs during pitch down. Good agreement was found between the pressure
taps and PIV in the transition hysteresis measured, while DIT consistently measured greater values.
This behaviour was already observed in previous experiments involving the use of DIT for unsteady
BL transition detection and appears due to the thermal lag of the surface with respect to the aero-
dynamic unsteadiness.

6.3. Plunging investigation
The plunging experiment discussed in this thesis constitutes a more complex aerodynamic problem
than the previous pitching investigation. The chord-based Reynolds number is kept at Re = 200k
and the nominal angle of attack of the wing is set to αnom = 0◦. A sinusoidal plunging motion with
an amplitude of h = 6% of the airfoil chord and a reduced frequency of k = 0.67 is imposed on the
wing to study the effects that the aerodynamic unsteadiness has on the LSB that forms on the suc-
tion side of it. While this amplitude-frequency combination induces a range of effective angles of
attack comparable to the amplitude of the pitching motion, the reduced frequency is nearly three
times bigger than the maximum one tested for the other experiment. This complicates the infrared
approach and may cause some deviation from linear unsteady theory. The plunging investigation
is one of the main topics inside the research project at The University of Arizona. The WT experi-
ments reviewed here have been compared with results from high-fidelity numerical simulations, as
discussed recently by Grille Guerra et al. [28].

As there is only one plunging configuration studied, the section is organized in a similar man-
ner to the static characterization of the LSB. First, §6.3.1 covers the experimental results from the
static pressure taps and the high-bandwidth pressure transducer. As before, lift coefficient is ex-
tracted from the taps and compared with Theodorsen’s theory for pure plunge. The location of the
LSB along the cycle is detected from phase-averaged cp distributions. Then, §6.3.2 presents the
phase-averaged PIV measurements, showing the evolution of the LSB along the sinusoidal cycle.
The obtained results are compared with those from the pressure taps before discussing the infrared
measurements in §6.3.3. This includes phase-averaged surface temperature distributions along the
plunging cycle and the application of the DIT method for a couple of different phases.

6.3.1. Surface pressure measurements
Lift coefficient, extracted from numerical integration of the pressure taps, is obtained at 16 different
phases along the plunging cycle in order to be compared with Theodorsen’s theory prediction for a
sinusoidal plunging motion. The general prediction for the unsteady lift, as described by equation
(2.1), includes contributions from plunging and pitching motions. In this context, retaining only the
terms linked to a sinusoidal plunge reduces the equation to:

cl =π
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where yw is the non-dimensional wing position along the cycle, linked to the motion amplitude h
through equation (4.1). Please note the sign change with respect to equation (2.1), as Leishman [44]
defines positive plunge when the wing moves down, while this is changed in the current investiga-
tion. This result may be added to the static lift prediction of the wing to construct the lift coefficient
evolution through the cycle. This, written in terms of the effective angle of attack induced by the
motion (see equation (4.4)), is compared to the experimental measurements in Fig. 6.20(a). The
experimental results show a deviation from the linear unsteady theory during most of the cycle. At
this point, this behaviour could be caused by the high amplitude-frequency combination or by a
change in the dynamics of the LSB. The shape of the lift curve does also reveal a hysteresis between
upstroke (increasing yw ) and downstroke (decreasing yw ). Please note that the hysteresis shows an
opposite trend to that observed in the pitching investigation. Here, for an equal effective angle of
attack, a higher lift is measured when the effective incidence is increasing compared to the static
situation, while the opposite occurs for decreasing incidence. This is in agreement with the linear
theory, which predicts such behaviour for a sinusoidal plunge.
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Figure 6.20: (a) Lift coefficient evolution along the plunging cycle, written in terms of the effective angle of attack of the
wing. Comparison between experiments and Theodorsen’s theory. (b) Phase-averaged power spectrum of the CWT of
pressure fluctuations captured with the high-bandwidth pressure transducer at x/c = 0.65.

The nature of the LSB through the cycle is first investigated using the high-bandwidth pressure
transducer placed at x/c = 0.65. In the static characterization, this device was used to reveal the
amplification of disturbances in the separated shear layer, caused by an inviscid Kelvin-Helmholtz
instability. As illustrated in Fig. 6.1(b), the amplification of disturbances was centered at a chord-
based Strouhal number of f c/U∞ ≈ 15 for all angles of attack tested. For the plunging investigation,
the pressure signal is transformed using a CWT and then phase-averaged to the motion, as dis-
cussed in §4.3. The power spectrum of the phase-averaged CWT of pressure fluctuations is shown
in Fig. 6.20(b). The figure illustrates the evolution of amplified disturbances along the cycle, rep-
resented in terms of the phase angle ϕ (see Fig. 4.4). The low-frequency content resembles the
imposed motion frequency and harmonics. A band of amplified frequencies is observed, centred at
f c/U∞ ≈ 15, which is analogous to that found for the static wing. However, for this same region, a
magnitude drop is observed during part of the cycle. This is argued not to be caused by a change
in the transition process occurring in the shear layer but simply by the change in relative distance
between the transducer and the transition region as the LSB evolves along the cycle. This behaviour
was already observed in the static characterization of the wing. For small incidence, as the bubble
moves downstream, the transducer is immersed inside the bubble far from the transition region.

If there are no major changes in the dynamics of the LSB, the evolution of its location along the
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plunging cycle can be tracked directly from the phase-averaged cp distributions, as done previously
for the pitching case. Fig. 6.21(a) shows phase-averaged static pressure coefficient distributions
over the suction side of the wing at four phases along the cycle. The LSB characteristic locations,
estimated following the methodology described in §5.1, are also indicated in the figure. Please note
that, due to the downstream location of the bubble for ϕ/π= 0, no information about the transition
and reattachment locations could be extracted.
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Figure 6.21: (a) Phase-averaged cp distributions over the suction side of the wing at four phases along the sinusoidal
plunging cycle. (b) LSB characteristic locations along the plunging cycle, extracted from the phase-averaged cp distribu-
tions, compared to the static situation.

The cp distributions reveal again a hysteresis in bubble location. For ϕ/π = 0.5 and ϕ/π = 1.5
(beginning of the downstroke and upstroke respectively, see Fig. 4.4), the wing has no vertical ve-
locity and the effective angle of attack coincides with the nominal one, αnom = 0◦. The comparison
of the detected characteristic locations reveals an upstream shift of the bubble for ϕ/π= 1.5, where
the effective incidence is decreasing. Qualitatively, this is a similar behaviour to that found for the
pitching investigation, as illustrated, in Fig. 6.9. It is interesting to note that, while the hysteresis in
lift coefficient with varying incidence changes from pitching (at least for the constant pitching rate
studied here) to plunging configurations, the hysteresis in bubble location follows a similar trend.
This suggests that the LSB dynamics are mainly driven by the relative change in incidence and the
effect that this has on the adverse pressure gradient, as discussed by Ericsson and Reding [15].

The LSB characteristic locations extracted from the phase-averaged cp distributions, at the 16
phases used to construct the experimental cl presented earlier, are shown in Fig. 6.21(b). The lo-
cations extracted from the pressure taps in the static characterization of the LSB are also included
for comparison. This gives a more clear picture of the hysteresis in bubble location between the
upstroke and downstroke parts of the motion. The obtained results indicate very little change in
separation location through the cycle, while transition and reattachment (where available) show a
stronger hysteresis approximately around the static values. As for previous investigations, the lower
distribution of pressure taps in the rear part of the wing limits the applicability of the method when
the bubble moves downstream, as is the case for approximately one quarter of the sinusoidal cycle
studied here.

6.3.2. Phase-averaged PIV measurements
For a better understanding of the evolution of the LSB, phase-averaged PIV is captured at the same
16 phases along the cycle. Contours of velocity magnitude are shown in Fig. 6.22(a) for the four
phases discussed earlier using cp distributions. As in the static characterization, the dividing stream-
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line is used to estimate the separation and reattachment locations. To obtain the dividing stream-
line, the vertical velocity of the wing, as described by equation (4.3), needs to be subtracted from
the measured velocity, to obtain the streamline in the frame of reference that moves with the wing.
Transition is estimated from the maximum boundary layer shape factor inside the bubble.

(a) (b)

Figure 6.22: Contours of phase-averaged velocity magnitude with streamwise velocity boundary layer profiles (a), and
visualization of coherent structures using the Γ2 vortex identification criterion (b), for four phases along the plunging
cycle.

The LSB is observed to change in size and location along the cycle, as discussed for the static
pressure coefficient. However, no bubble bursting (Gaster [23]) or major modification of the flow
condition is found. In fact, the coherent structures shed in the separated shear layer as a result
of the amplification of the Kelvin-Helmholtz instability are still visible during the plunging motion.
These are visualized, from the phase-averaged PIV measurements, using the Γ2 vortex identification
criterion. This method, first introduced by Graftieaux et al. [26], is a non-local, Galilean-invariant
scheme. It is especially suited for two-dimensional experimental data, as it avoids the numerical
differentiation involved with other more common criteria. The method is applied to the four phases
along the cycle, as shown in Fig. 6.22(b). It helps to visualize how the coherent structures form in
the shear layer, grow as they advect downstream due to viscous diffusion and finally break down
into smaller turbulent scales.

Extending the methodology to the 16 phases measured returns the LSB characteristic locations
shown in Fig. 6.23, in terms of the effective angle of attack of the wing induced by the plunging
motion. The static locations obtained from the time-averaged PIV measurements are included for
reference. The obtained locations describe a hysteresis cycle very similar to that obtained from the
pressure taps, as shown in Fig. 6.21(b). Laminar separation shows a smaller hysteresis between the
upstroke and downstroke motions than the other two locations. For transition and reattachment,
the bubble generally moves downstream of the static location when the effective incidence is in-
creasing, while the opposite occurs for decreasing incidence. This is analogous to the hysteresis
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behaviour observed in the pitching investigation.
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Figure 6.23: LSB characteristic locations along the sinusoidal plunging cycle extracted from phase-averaged PIV measure-
ments, compared with the static characterization.

The comparison between the characteristic locations obtained along the plunging cycle using
the cp distributions and PIV is given in Fig. 6.24. As for the pitching investigation, a theoretical
prediction is included in the comparison, based on the Theodorsen lift curve shown in Fig. 6.20(a)
and quasi-steady IT measurements. In this case, the method was applied to all-three characteristic
locations of the bubble, which are separated in the figure for improved visualization. As for lift
coefficient, some deviation between theory and experiments is observed.
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Figure 6.24: LSB characteristic locations along the sinusoidal plunging cycle extracted from phase-averaged PIV measure-
ments, cp distributions and theoretical prediction from linear unsteady theory.

There is reasonable agreement between the two experimental techniques for all-three locations
measured. This confirms that both techniques are still suitable to study such an unsteady aerody-
namic regime. The weak and smooth changes in bubble size and location cannot be responsible
for the lift coefficient evolution along the cycle. Instead, it is postulated that the deviations from
Theodorsen’s theory are due to the non-linearities introduced by the thickness of the airfoil and the
high combination of amplitude and frequency in the chosen plunging configuration.
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6.3.3. Differential Infrared Thermography
So far, the characteristic locations of the LSB along the plunging cycle have been detected success-
fully using the pressure taps and the PIV measurements. This confirms that these techniques are not
really affected by moderate levels of aerodynamic unsteadiness, as the same methodology was ap-
plied to static and unsteady situations. However, this may not be the case for the infrared approach.
The ability to detect surface temperature changes with the infrared camera is directly related to the
oscillating frequency imposed. The higher the aerodynamic unsteadiness, the smaller the temper-
ature changes will be. For a given surface, there will be a certain frequency above which no tem-
perature changes caused by the unsteady BL will be observed, and this will establish the maximum
operating frequency for the infrared technique. As seen in the pitching investigation, this may not
be as straightforward for the case of a LSB. The detection of the LSB characteristic locations involves
three different processes, linked to very different levels of convective heat transfer. Furthermore, a
strong effect of the direction of the motion could be observed, with pitch up promoting tempera-
ture changes. For the sinusoidal plunging motion considered in this section, incidence variation is a
continuous process along the cycle. All things considered, the plunging experiment is clearly more
complex for the infrared approach than the static or pitching investigations.

As discussed in §4.5, the infrared acquisition was started in the experiments after the surface
temperature distribution had achieved a steady-state situation for the wing at the nominal angle of
attack, αnom = 0◦, and the plunging mechanism had reached a uniform and smooth operation. Due
to the high reduced frequency imposed, temperature changes are very small along the cycle, and
thus the surface temperature distribution does not differ much from the steady-state version. The
instantaneous infrared intensity distributions measured during the acquisition can also be phase-
averaged (and spanwise-averaged, as for previous investigations) to the imposed motion to reduce
camera noise. Fig. 6.25 shows phase-averaged infrared intensity distributions at the four phases
discussed in detail with the other experimental techniques. The figure confirms the small changes
between the different phases of the motion. The methodology employed to extract the location of
laminar separation and transition from static distributions is applied, and represented by black lines
in the figure, to indicate that these locations agree well with those measured for the static wing at
α= 0◦ (see Fig. 6.5).
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Figure 6.25: Phase-averaged infrared intensity distributions for the plunging wing at four phases along the cycle.

The slight temperature changes observed between phases, detailed in two different regions for
improved visualization, do not follow the expected behaviour caused by the LSB moving upstream
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and downstream along the cycle, as measured with the other techniques. For example, a hysteresis
in bubble location was previously observed between ϕ/π = 0.5 and ϕ/π = 1.5, for which αe f f = 0◦,
as indicated by Fig. 4.4. The bubble was further upstream for ϕ/π= 1.5, where effective incidence is
decreasing. With sufficient thermal response, the surface temperature distribution should indicate
this upstream shift. Instead, Fig. 6.25 shows higher intensity at ϕ/π= 1.5 at every location along the
wing, while the opposite occurs for ϕ/π= 0.5. This is argued to be caused by the change in distance
between the wing and the infrared camera along the plunging motion. The argument is supported
by the fact that the infrared intensity distributions are nearly identical for ϕ/π= 0 andϕ/π= 1, when
the wing is at the same physical location (mid-upstroke and mid-downstroke respectively).
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Figure 6.26: DIT curves for the plunging wing at: (a) ϕ/π= 0, (b) ϕ/π= 0.5, (c) ϕ/π= 1 and (d) ϕ/π= 1.5.

As expected, no meaningful information about the instantaneous BL state may be derived di-
rectly from the infrared intensity distributions. Instead, the DIT approach is considered in the fol-
lowing. The methodology needs to be adapted slightly to this experiment. While the time separation
between DIT frames was chosen in the pitching investigation based on the change in incidence, now
this represents a change in phase angle or effective incidence. For the plunging configuration stud-
ied here, constructing DIT curves from consecutive frames is sufficient to detect changes. The phase
of the DIT solution is considered to be the mean of that of the two frames considered, in an anal-
ogous manner to the previous approach. Following this description, Fig. 6.26 contains 16 different
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DIT curves constructed from the infrared acquisition for each of the four phases along the plunging
cycle discussed above. A similar pattern is observed for the four phases considered, containing DIT
peaks around the locations extracted from the static IT approach applied to the phase-averaged in-
frared intensity distributions in Fig. 6.25. For a DIT curve governed by the unsteady movement of
the LSB, all-sixteen curves of each phase should collapse, or at least describe a similar behaviour.
The changes observed between analogous curves indicate that these DIT peaks are linked to the
separation and transition processes for the wing at the nominal angle of attack. This behaviour
was already observed in the pitching investigation, especially during pitch down, as indicated for
example in Fig. 6.15(b).

These erroneous DIT features obscure the possible temperature changes caused by the unsteady
LSB, making it impossible to detect its evolution along the cycle. This confirms that the current
plunging configuration contains a level of aerodynamic unsteadiness that cannot be studied with
DIT, given the surface properties of the wing. The same conclusion could be already made from
the analytical thermal model discussed in §5.3.4. The comparison between the experiments con-
ducted by DLR and the present study, as illustrated by Fig. 5.14, suggests that, for similar motion
frequencies, the lower convective heat transfer associated with the presence of a LSB may compro-
mise the applicability of the DIT method. The plunging configuration studied here, characterized
by k = 0.67, corresponds to a dimensional frequency of 7.52 Hz. This value is close to the maximum
one tested by Richter et al. [65], but for a much higher Reynolds number environment. The only
way of improving the current results and considering the DIT method to detect an unsteady LSB is
to modify the surface properties of the aerodynamic surface. As indicated by equation (5.27) and
the simulations of Gardner et al. [18], the thermal capacity of the surface may be reduced for an im-
proved thermal response. However, the current investigation already tried to make use of materials
with appropriate thermal properties, and significant improvements would only be possible when
considering more exotic ones, which are hard to conceive for aerospace structural applications.

In summary, the unsteady evolution of the LSB along the plunging cycle could only be detected
from the pressure taps and the PIV measurements. Both techniques indicate a hysteresis in the char-
acteristic locations of the LSB between the upstroke and downstroke parts of the motion, especially
for transition and turbulent reattachment. While the methodology applied for these techniques is
not severely influenced by the aerodynamic unsteadiness imposed by the structural motion, the
rapid plunging configuration studied compromised the infrared approach entirely. The application
of the DIT method, designed to overcome the thermal limitations of the aerodynamic surface, only
shows erroneous features associated with the static bubble. No temperature changes caused by the
unsteady LSB could be detected, making it impossible to track its evolution along the sinusoidal
cycle.
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Conclusion

The final chapter of the thesis summarizes the main outcomes of the experimental research project.
The LSB that forms on the suction side of a modified NACA 6-series airfoil at a chord-based Reynolds
number of Re = 200k has been studied in a series of WT experiments conducted at The University of
Arizona. In the experiments, three different flow measurement techniques have been used to study
the LSB: surface pressure measurements (pressure taps and a high-bandwidth pressure transducer),
two-dimensional PIV and Infrared Thermography. The presence and nature of the bubble may be
addressed from the identification of three characteristic locations that define this flow feature: the
separation of a laminar BL, a transition-to-turbulence process in the separated shear layer formed
after flow separation and the subsequent reattachment of a turbulent BL. The three techniques con-
sidered here have been used to detect the characteristic locations of the LSB in a time-averaged
sense. Their suitability for this purpose is directly linked to the research objective of the thesis, as
introduced in section §1.1 and reproduced below for simplicity:

“Investigate the strengths and weaknesses of three different flow measurement
techniques—surface pressure measurements, Particle Image Velocimetry and In-
frared Thermography—to detect the location of an unsteady Laminar Separation
Bubble”.

As mentioned in the research objective, the aim of the project is to study the effects that aerody-
namic unsteadiness have on the behaviour of the bubble. This problem was first simplified to a
static characterization of the LSB. This has been widely studied, both using experiments and nu-
merical simulations, thus giving a perfect reference to validate the capabilities of the experimental
techniques considered here. The main outcomes of this investigation are summarized in section
§7.1.

The effects of aerodynamic unsteadiness have been explored in two different experiments, by
imposing two types of structural motion to the wing inside the WT. A first, simpler situation, was
to study a pitching-type motion, considering a constant pitching rate. This enables to modify the
unsteadiness of the aerodynamic problem by simply changing the pitching rate of the motion. The
experiment was used to study various levels of unsteadiness, to understand the effects on the bubble
and also the influence on the experimental measurements. The approach was then extended to
study a sinusoidal plunging-type motion, of increased frequency, in the context of a research project
at The University of Arizona involving also flight tests and high-fidelity numerical simulations. The
methodologies applied to the pitching case were also considered for this investigation, providing
information about the location of the LSB along the plunging cycle. Section §7.2 summarizes the
unsteady investigations, covering the behaviour of the LSB and the performance of the experimental
techniques employed.

71
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Successful WT experiments clearly benefit from past experiences involving the use of similar
techniques or the study of related flow phenomena. The knowledge acquired during the experi-
mental campaigns related to the work of this thesis served to provide some recommendations for
future experiments, as discussed in section §7.3.

7.1. Static characterization of a LSB
The LSB was first characterized over a range of static angles of attack, using one-degree increments,
between −5◦ ≤α≤ 7◦. Regarding the pressure taps and PIV, methodologies extracted from the avail-
able literature were used to identify the three characteristic locations of interest. Both techniques
indicated an upstream shift of the bubble with increasing incidence, while the size was kept approx-
imately constant. The pressure taps approach was partially unsuccessful at negative incidences due
to the limited availability of taps in the region of the bubble, whereas PIV showed higher uncertainty
in the detection of laminar separation due to laser reflections at the surface and limited spatial res-
olution in that region. Apart from this, there was excellent agreement in the locations detected with
both techniques, showing deviations of less than 2% of the airfoil chord.

Regarding the infrared approach, two different methodologies were employed in the static char-
acterization of the bubble. The first, based directly on the time-averaged infrared measurements,
was a slight modification of a recently-explored method. This method links the surface temperature
that can be measured with an infrared camera to the BL state around the bubble following results
from a DNS. The novel approach considered here was to eliminate the need for temperature cali-
bration of the camera, relying only on the infrared intensity collected with the sensor. In the experi-
ments, the wing was heated with an external source to enhance convection with the flow. The small
amount of heating used causes only minor temperature changes, and therefore the assumption of
a linear relation between infrared intensity and surface temperature holds. The characteristic loca-
tions obtained from this method show excellent agreement with those from the pressure taps and
PIV, thus validating the simplified approach.

The second option considered was to explore the use of Differential Infrared Thermography
(DIT). This technique has been recently proposed by DLR to study unsteady phenomena, such as BL
transition over a pitching wing, with an infrared camera. To overcome the limited thermal response
of the aerodynamic surface, the method identifies unsteady features from the subtraction of closely-
obtained thermograms. This can be applied to study static phenomena by choosing thermograms
corresponding to different static incidences. The DIT method has been extended in this thesis to
the case of a LSB, detecting the three characteristic locations in excellent agreement with the other
techniques.

Of the three techniques employed, IT can be considered the ideal choice for the static character-
ization of the bubble. The technique provides direct information at the surface, is simpler to prepare
and operate than PIV, has greater spatial resolution than the taps and could be easily extended to
study a three-dimensional bubble.

7.2. Unsteady behaviour of a LSB subjected to wing structural motion
The methodology employed to detect the LSB characteristic locations from the pressure taps and
PIV can be equally applied to the unsteady cases studied here. Both for the pitching and plung-
ing investigations, a hysteresis in bubble location could be measured with these techniques. For
increasing (decreasing) incidence, the bubble was observed to move downstream (upstream) with
respect to the static case at the same angle of attack. This behaviour is argued to be caused by the
effect of the unsteadiness on the adverse pressure gradient, which can promote or delay the separa-
tion of the laminar BL. For the pitching case, both techniques found a similar increase in hysteresis
when increasing the reduced frequency of the structural motion imposed.

The DIT method is more heavily affected by aerodynamic unsteadiness. Temperature changes
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at the surface are governed not only by the unsteady convective heat transfer but also by the thermal
capacity of the surface material. Furthermore, the low Reynolds number of the present investiga-
tion is associated with low levels of convection with the flow, thus establishing the most complicated
scenario for DIT studied so far. The extension of the DIT method, which could detect the three char-
acteristic locations in the static characterization, was only successful in the pitching experiment for
extremely low levels of unsteadiness, such that the surface temperature behaved in a quasi-steady
manner. For true unsteady regimes, only the effects of the unsteady transition location could be de-
tected. The hysteresis in transition location was also observed with DIT, but showed greater values
than with the other techniques considered. This is in agreement with previous studies involving the
use of DIT for unsteady transition detection, and is argued to be caused by the thermal lag of the
aerodynamic surface.

A different behaviour was observed between the pitch up and pitch down parts of the pitching
motion. A stronger DIT signal was measured during pitch up, caused by the surface cooling of the
turbulent BL as the bubble moved upstream. This made it possible to apply DIT for all reduced fre-
quencies tested, up to k = 0.25. However, during pitch down transition moves downstream causing
that region to slightly warm up as it gets inside the bubble. This was seen to be less efficient, and
the applicability of the method was limited to k ≤ 0.05.

For the plunging investigation, of higher aerodynamic unsteadiness than the pitching one (k =
0.67), the DIT method could not even detect the unsteady transition location. The DIT signal was
dominated by erroneous features linked to the steady-state temperature distribution, which ob-
scured the effects of the unsteady bubble. This confirms that the applicability of the DIT method is
compromised in highly unsteady situations and/or those with low levels of convective heat transfer.

The limitations of the DIT technique for the current investigation could already be partially pre-
dicted from a simple analysis of the thermal response of an unsteady surface. An analytical model
was built to compare existing results, from a higher convective heat transfer environment, with the
case of a LSB. This allowed expressing the thermal response in terms of a non-dimensional group,
Fo Bi , that involves surface properties, convective heat transfer level and aerodynamic unsteadi-
ness.

Going back to the research objective, it is clear that the infrared technique suffered the biggest
change when switching from static to unsteady LSBs. While the accuracy of the surface pressure
measurements and PIV remained comparable between investigations, the applicability of the DIT
method dropped for the unsteady regime. The method could only detect one of the three unsteady
characteristic locations of the bubble, and for very limited levels of aerodynamic unsteadiness. The
low heat transfer associated with the presence of a LSB compromised the approach, at least when
considering the thermal response of common materials used for aerospace manufacturing.

7.3. Recommendations for future work
Lastly, a couple of basic recommendations for future experiments on a similar topic are given in this
section. Regarding the use of pressure taps, the methodology employed to detect the characteristic
locations of the LSB requires a thin distribution of taps in the region of the bubble. This is especially
true for the transition region, due to the strong pressure change that follows this process. For static
investigations, XFoil predictions can give a good estimation of the location of the bubble that can
help place the pressure taps in the experimental models.

With respect to PIV, the recommendation given here is a popular one for this technique. As the
accurate location of the bubble involves the calculation of a streamline that intersects with the sur-
face, this requires special attention. Surface preparation is key to minimize laser reflections that may
corrupt the results in this region. In the experiments, the wing surface was continuously damaged
by the laser light, and the effects could be clearly observed by comparing the first and last frames of
every acquisition. A black marker was used to slightly repaint the surface in between acquisitions,
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but the search for a better method is something worth considering.
The possible improvement of the results obtained with the infrared technique is very much

linked to the use of a better thermal insulator at the surface. The thin foil added to the skin of the
wing made a big improvement but could not prevent the existence of some heat transfer by conduc-
tion into the inner structure. It may be worth exploring the use of stronger insulators, such as foams
(see for example the recent experiments of Jagerhofer et al. [38]), to study the thermal response of
the surface to the aerodynamic unsteadiness. The pitching-type experiment is a good candidate to
quickly try a couple of different options, as it enables a fast change of the unsteady situation.
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