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A B S T R A C T

This paper presents an experimental study for the transient growth of an ice layer in a square channel under
laminar flow conditions and a mixed convection heat transfer regime. The ice layer was grown from a cold
plate located at the bottom of the channel, capable of reaching temperatures between 0 and −20 ◦C. The
onset of ice formation was marked by a sudden sharp increase of the cold plate temperature followed by a
rapid spreading of the ice over the cold plate surface. This was attributed to subcooling effects within the
thermal boundary layer of the flow. The flow field was measured using particle image velocimetry (PIV) and
the ice profiles were measured at several instances of time after the onset of freezing by a visual tracing of
the solid–liquid interface. In addition, a parametric study was performed regarding the effect of the cold plate
temperature and the flow rate on the ice growth rate. Suitable approximations to the experimental boundary
conditions were found after a detailed analysis of the cold plate’s transient temperature response, which could
be readily implemented in numerical software. An important novelty of the present work is the measurement
of the transient ice development of the ice-layer near the inlet of the channel, in addition to the centre of the
channel where the flow is more developed. As such, a comprehensive and well-described experimental data
set was generated for transient freezing in laminar internal flow. With this approach, a very good agreement
was obtained between the experimental results and numerical simulations which were included to indicate the
suitability of the current experimental campaign for numerical benchmarking purposes.
1. Introduction

Melting and solidification phase change has been studied exten-
sively in literature due to its complex physical and mathematical be-
haviour and its importance in applications such as metallurgy [1–3],
latent heat storage [4,5] and GEN-IV nuclear reactors, in particular the
Molten Salt Fast Reactor (MSFR). One of the main design features of
the MSFR is the freeze-plug, which is a plug of solid salt located at the
bottom of the reactor core that is designed to melt in case of a reactor
anomaly [6].

For the design and safety of the MSFR, an accurate understanding
of the melting and solidification phenomena is needed for a reliable
calculation of the melting times of the freeze-plug [6], the prediction
of the possible formation and growth of a solid crust of salt on the
reactor walls during normal operation [7] and the analysis of accident
scenarios where solidification poses a risk [8,9]. An example of such an
accident scenario is the sudden solidification inside a heat exchanger.
Therefore, there is a need to have a proper understanding of such
conditions, and to improve the current numerical modelling capabilities

∗ Corresponding author.
E-mail address: M.Rohde@tudelft.nl (M. Rohde).

for transient freezing, specifically in internal flows where the wall
temperature drops to below the melting point.

Many experimental studies have been performed on melting or
freezing in an enclosure, characterized by a natural convection heat
transfer regime. Examples are the melting of gallium in a rectangular
enclosure with a heated side wall [1,3], the melting of octadecane in
a rectangular enclosure with a heated side-wall [4,5] and the freezing
of water in a cubical enclosure [10]. However, for freezing in internal
flow, characterized by a forced or mixed convection heat transfer
regime, the available quantitative experimental data is more limited,
especially regarding the transient growth of the ice layer.

The earliest experimental investigations of freezing in internal flow
provided data on the heat-transfer at the cooled wall as well as evidence
of sub-cooling of the liquid phase [11–13]. Subsequent investigations
focused on steady state freezing under a laminar flow regime [14–
16], the effect of a transition from laminar to turbulent flow on the
morphology of the ice layer [17–22] and the conditions under which a
so-called freeze-off may occur [23].
https://doi.org/10.1016/j.expthermflusci.2025.111417
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Nomenclature

Acronymns

AOI Area Of Interest
CMOS Complementary Metal Oxide Semiconduc-

tor
ESPRESSO ExPeriment for RE-melting and Salt SOlidi-

fication
FOV Field Of View
MSFR Molten Salt Fast Reactor
PCM Phase Change Material
PMMA Poly(Methyl MethAcrylate)
PTU Programmable Timing Unit
Dimensions

𝑑 diameter (m)
𝐷ℎ hydraulic diameter (m)
𝐻 , 𝑊 , 𝐿 height, width, length (m)
𝑥, 𝑦, 𝑧 cartesian coordinate system (m)
Physical quantity
𝜆 wave length (nm)
𝜙 flow rate (L s−1)
𝑔 gravitational acceleration (m s−2)
𝐻 volumetric enthalpy (J m−3)
𝑚 mass flux (k g m−2 s−1)
𝑃 power (W)
𝑝 pressure (Pa)
𝑡 time (s, min or h)
𝑇 temperature (◦C or K)
𝑢 velocity (m s−1)
Thermophysical property
𝛼 thermal diffusivity (m2 s−1)
𝛽 thermal expansion coefficient (K−1)
𝜇 dynamic viscosity (Pa s)
𝜌 density (k g m−3)
𝑐𝑝 specific heat (J k g−1 K−1)
𝑘 thermal conductivity (W m−1 K)
𝐿 latent heat of fusion (k J k g−1)
Optics

𝛿𝑧 depth of view
𝑓 focal length of the camera

Whereas the previous studies focused on the study of the steady
state ice layer (or the question of whether a steady state ice layer may
be formed under a given condition), transient freezing has mainly been
studied theoretically using an analytical or numerical treatment (see
for instance Ozisik et al. [24] or Weigand et al. [25]). This is believed
o be due to the difficulty in accurately measuring the increase in the

ice layer thickness [9]. Only four studies detailing the transient devel-
pment of the ice layer in internal flow were found in literature. These
re the freezing of water flowing over a chilled flat plate experiment
y Savino et al. [26] performed in the 1960s and three recent studies

including a study of the transient melting of an ice layer formed in a
ylinder with a rotating lid after the onset of turbulent mixing [27],

the study of the transient development of ice-scallops in a turbulent
channel flow [28], and the study of the transient development of an
ce layer in a laminar flow between two parallel plates under a constant
eat flux condition [9].
2 
𝑓 # aperture of the camera
𝑀0 magnification factor
𝑍0 image distance from the centre of the lens

to the image plane
𝑧0 object distance to the effective centre of the

lens
Lin. enthalpy model parameters
𝛼 liquid fraction
𝜔 parameter to speed up the convergence
𝑏 small parameter to prevent division by zero

𝐶 Darcy constant
𝑟𝑒𝑠 residual
𝑡𝑜𝑙 tolerance
Dimensionless numbers
𝜃𝑐 =

𝑇𝑚−𝑇𝐶
𝑇𝐻−𝑇𝑚

cooling parameter
𝑃 𝑒 = 𝑅𝑒𝑃 𝑟 Péclet number
𝑃 𝑟 = 𝜇 𝑐𝑝

𝑘 Prandtl number

𝑅𝑎 = 𝑔 𝛽 𝛥𝑇 𝐻3

𝜈 𝛼 Rayleigh number
𝑅𝑒 = 𝜌𝑢𝐷ℎ

𝜇 Reynolds number
𝑅𝑖 = 𝑅𝑎

𝑃 𝑟𝑅𝑒2 Richardson number

𝑆 𝑡𝑘 =
𝜌𝑝𝑑2𝑝
18𝜇

𝑢∞
𝐻 particle Stokes number

Other symbols
𝛥 incremental difference
𝜎 uncertainty
𝑁 Number of samples
Subscript

∞ bulk
𝑐 of the cold plate
𝑙 liquid
𝑚 at the melting point
𝑠 solid
𝑐 ,𝑠𝑒𝑡 of the cold plate setpoint
𝑖𝑛 of the inlet
𝑠𝑡𝑎𝑡 statistical
𝑠𝑦𝑠 systematic

In this work, we present experimental results of the transient freez-
ng of water in a square channel with a cold-temperature plate at the
ottom. The primary aim of this experimental campaign is to generate

the most comprehensive experimental data set of freezing in laminar
internal flow up to date, to be used for numerical benchmarking pur-
poses. To this end, particle image velocimetry (PIV) measurements and
ice profile measurements (using a manual extraction from photographic
observations) were performed at different time-instances and for a
variety of flow rates and cold plate temperatures. Special attention
was paid to the selection of simple experimental boundary conditions,
which can readily be implemented in numerical methods. Compared
to the experiments of Savino et al. and Voulgorapoulos et al. [9,26]
who only conducted transient ice growth measurements in the centre
of the channel where the heat transfer is close to one-dimensional,
nd Hirata et al. and Kikuchi et al. [14,15] who conducted steady-
tate measurements of the ice-profiles near the inlet of the channel,

the measurements of the transient ice growth near the inlet of the
channel is an important novelty of the present experimental campaign.
Finally, a comparison between the experimental data with numerical
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Fig. 1. Graphical representation of ESPRESSO experimental facility. Here, PMMA stands for poly(methyl methacrylate), HE stands for heat exchanger and HTF stands for heat
transfer fluid.
simulations is provided to illustrate the suitability of the performed
experiments for numerical benchmarking purposes.

The remaining paper will cover the description of the experimental
setup, the experimental procedure and the applied PIV and interface
tracking methods (Section 2), the numerical method used for simulating
the transient freezing of water in a square channel (Section 3) and
the results of the experimental campaign including an analysis of the
experimental boundary conditions and the comparison of experimental
with numerical results (Section 4).

2. Experimental method

2.1. Design of ESPRESSO facility

Fig. 1 depicts a graphical representation of the ESPRESSO (ExPer-
iment for RE-melting and Salt SOlidification) facility. ESPRESSO was
designed with the objective of generating experimental data suitable
for numerical benchmarking purposes for ice growth in internal flow
where the wall temperature drops to below the melting point, a case
of particular interest to the MSFR. As such, a special effort was made
to impose well described and simple experimental boundary conditions
that may readily be implemented in numerical software. For practical
3 
reasons, in particular the high melting point of molten salt, water was
used as the phase change material. Water was considered a suitable
choice, because it is liquid at room temperature, its thermophysical
properties are well-known and its Prandtl number is of a similar order
of magnitude as that of the fuel salt [29,30]. In addition, experimental
data on the freezing of water in internal flow has already been used
for validating a thermal hydraulic code for simulating the freezing of
molten salts in pipe flows in the MSFR [8]. However, water exhibits
an anomalous expansion behaviour during the freezing process, with a
density inversion around 4 ◦C. This may lead to phenomena such as
penetrative Rayleigh-Bénard convection [31] or flow reversal during
solidification [32]. Therefore, we recommend some caution when ex-
trapolating the results from the current experimental campaign to the
MSFR.

The ESPRESSO facility consists of a water tunnel with a square
channel test-section (𝐻 × 𝑊 × 𝐿 = 5.00 ± 0.03 cm × 5.00 ± 0.03 cm ×
145.0 ± 0.1 cm), made of poly(methyl methacrylate) (PMMA) in order
to guarantee optical access. The side walls of the test section have a
thickness of 𝑑 = 5.0 ± 0.1 mm and the removable top lid has a thickness
of 𝑑 = 2.00 ± 0.02 cm. The ice layer is grown from an aluminium
cold plate at the bottom of the test section (𝐻 = 2.10 ± 0.02 cm, 𝐿 =
148.5 ± 0.1 cm, 𝑊 = 9.50 ± 0.03 cm) capable of reaching a minimum
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temperature of 𝑇𝑐 = −20.0 ◦C.
The cold plate is connected to an offset fin heat sink (𝐻 = 4.60 ±

.03 cm), containing 14 offset fins (1/8 lanced offset from Robinson
in Machines, USA) with a flow length of 𝐿 = 15.00 ± 0.03 cm, a

height of 𝐻 = 2.35 ± 0.01 cm and a thickness of 𝑑 = 0.025 cm
(geometrical tolerance unknown). The rest of the heat sink is made
of PMMA, to provide thermal insulation. The use of offset fins offers
better heat transfer capabilities as compared to the more conventional
rectangular fin configuration [33]. The heat sink is coupled to a Julabo
FL1701 recirculating cooler, with a maximum power of 𝑃 = 1.7 k W
and a maximum flow rate of 𝜙𝑣 = 23.0 L min−1. The coolant used is
Julabo’s Thermal G (i.e. an ethylene-glycol water mixture). A series of 8
thermocouples with an accuracy of ± 0.2◦C are equally distributed along
the length of the cold plate at a spacing of 20.5 cm. The thermocouple
tips are inserted at a height of 𝐻 = 1.05 ± 0.02 cm and a depth of

= 5.00 ± 0.03 cm, in the centre of the cold plate.
To impose a uniform inlet velocity profile at the entrance of the test

section, the upstream section features a combination of a diffuser, set-
tling chamber and a converging nozzle. Following the design heuristics
of Mehta et al., we selected a diffuser with an opening angle of 20 ◦

and 3 gauze screens installed [34]. The settling chamber has a cross-
section of 𝐻 ×𝑊 = 15.00 ± 0.05 cm × 15.00 ± 0.05 cm and a length of
𝐿 = 30.00 ± 0.05 cm, and contains a combination of a honey comb grid
with an opening of 1.5 ± 0.1 mm to remove swirl and lateral turbulence
and 3 screens (one coarse screen with an opening of 4.0 mm and two fine
screens with an opening of 1.0 mm, geometrical tolerances unknown)
for the reduction of axial turbulence [35]. The contraction shape of the
nozzle is described by the following 5th order polynomial [36]:

𝑦(𝑥) = 0.5𝐻𝑒 + 0.5(𝐻𝑖 −𝐻𝑒)
[

6
( 𝑥
𝐿

)5
− 15

( 𝑥
𝐿

)4
+ 10

( 𝑥
𝐿

)3
]

(1)

Here, 𝐻𝑖 is the height of the nozzle at the nozzle inlet, 𝐻𝑒 is the
height of the nozzle at the nozzle exit, and L is the length of the nozzle.

ue to geometric constraints, a development length of 𝐿 = 13.50 cm
ong (more than 2 times the hydraulic diameter of the test section) was
ncluded between the outlet of the converging nozzle and the entrance
f the test section.

The water is stored in a buffer vessel of approximately 100 L in
volume and recirculated through the test section by a pump with an
electronic frequency drive, capable of reaching a maximum flow rate
f 𝜙𝑣 = 1.4 L s−1. To remove the (large) air bubbles introduced by the
ump, the flow is passed through a bubble column. A brazed plate
iquid heat exchanger (SWEP, Sweden), located after the pump and
oupled to a second Julabo FL1701 recirculating cooler,1 is used for
ontrolling the inlet temperature between a range of approximately

20 and 5 ◦C. In addition to the temperatures of the cold plate, the
emperatures of the buffel vessel as well as the bulk inlet and outlet
emperatures are recorded using K-type thermocouples. The flowrate is
ecorded using a Proline Promag 10 W magnetic flow metre (Endress
ausser, Germany) with an accuracy of 𝜎𝜙𝑣 = ± 0.5% or 𝜎𝑢 = ± 2 mm s−1

or flow-rates outside the official measurement range. Finally, to limit
the heat flux through the side walls and the top lid, the test section
is thermally insulated using styrofoam, except in those regions where
optical access is needed.

2.2. Particle image velocimetry

We measured the velocity in a two-dimensional 𝑥𝑦-plane using a
lanar particle image velocimetry (PIV) measurement technique. The
low was seeded with hollow borosilicate glass spheres (LaVision, Ger-
any), with an average density of 𝜌 = 1.1 g cm−3 and a mean diameter

f 𝑑𝑝 = 10 μm. For a bulk velocity of 𝑢∞ ≈ 1.5 cm s−1, the particle Stokes

1 Instead of ethylene glycol, the second recirculating cooler uses water as
he coolant.
4 
number is defined as

𝑆 𝑡𝑘 =
𝜌𝑝𝑑2𝑝
18𝜇

𝑢∞
𝐷ℎ

≈ 1.5 ⋅ 10−6. (2)

Therefore, the velocity lag of the particles was considered to be
egligible [37]. A class-IV, 5 W shuttered continuous wave laser (diode

pumped, solid-state) with a wave length of 𝜆 = 532 nm (LaVision,
Germany) was used as the light source of the PIV images. The laser
sheet was generated through a combination of a spherical and a cylin-
drical lens, with a beam waist thickness of approximately 1 mm. A
laser guiding arm (LaVision, Germany) was used to introduce the laser
sheet from the top of the test section. The motion of the particles
and the growth of the ice layer was imaged from the side using a
Complementary Metal-Oxide Semiconductor (CMOS) Imager MX-4M
(LaVision, Germany) camera with 4 MP of resolution (pixel size of
5.5 μm × 5.5 μm) and mounting an AF-S 50 mm F/1.4 (Nikon) lens. To
ensure maximum overlap between the field of view (FOV) and the area
of interest (AOI), the camera was located at approximately 40 cm from
the centre of the channel and in-focus images were obtained using a
focus close to the maximal focal length of 50 mm. Subsequently, the
magnification factor is defined as

𝑀0 =
𝑍0
𝑧0

, (3)

where 𝑍0 is the image distance from the centre of the lens to the image
plane and 𝑧0 is the object distance to the effective centre of the lens
(i.e. 40 cm). 𝑍0 is estimated applying the Gauss lens law
1
𝑍0

+ 1
𝑧0

= 1
𝑓
, (4)

where 𝑓 is the focal length of the camera, resulting in a magnification
factor of approximately 𝑀0 = 0.14. To obtain sufficient exposure, we
selected a laser pulse duration of 𝑡 = 1000 μs and an aperture of
𝑓 # = 4.0 − 5.6. This yields the following depth of field [37]:

𝛿𝑧 = 4
(

1 + 1
𝑀0

)2
𝑓 #2𝜆 = 2.0 − 4.4 mm, (5)

where 𝛿𝑧 is the depth of view and 𝜆 is the wavelength of the laser.
Since the depth of view is larger than the beam waist thickness of the
aser, all PIV particles within the laser sheet are considered to be in
ocus. A single-pulsed, double-frame recording mode was used, with
 pulse separation of 𝑑 𝑡 = 10 ms and 𝑑 𝑡 = 5 ms for 𝑅𝑒 = 474 and
𝑒 = 1118 respectively based on a desired mean particle displacement

hift of approximately 5 pixels. At each measurement, 25 pairs of
mages were recorded with a frequency of 10 Hz. The camera and laser
ere synchronized using a programmable timing unit (PTU, LaViSion,
ermany), operated by the Davis v8 software.

2.3. Experimental procedure

The velocity fields and ice layer profiles were measured for two
different flow rates (corresponding to 𝑅𝑒 = 474 and 𝑅𝑒 = 1118) and
four different set point temperatures of the cold plate (i.e. 𝑇𝑐 ,𝑠𝑒𝑡 = −5◦C,
𝑇𝑐 ,𝑠𝑒𝑡 = −7.5 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C and 𝑇𝑐 ,𝑠𝑒𝑡 = −15 ◦C). Measurements
were performed at both the inlet (thermal entrance region) and at
the centre of the test section where the heat transfer is close to one-
dimensional. The experiment was initialized as follows. First the water
was recirculated at the maximum available flow rate whilst the cold
plate and the inlet were cooled to the desired temperatures. After the
cold plate reached a temperature of around 𝑇𝑐 = −1.5 ◦C, the flow
rate was reduced to the desired value. Sometimes, the sudden lowering
of the flow-rate resulted in the release of air bubbles, obstructing the
laser sheet.2 To remove these air bubbles from the test section, the
flow rate was increased again to 100% capacity and multiple iterations
of increasing and decreasing the maximum flow-rate could be needed

2 Especially smaller air bubbles may pass through the bubble column.
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until the lowering of the flow-rate no longer resulted in the release of
air bubbles. Subsequently, the flow rate remained fixed at the desired
set point value.

Because the cold plate was in direct contact with the water flow
above, reducing the flow rate of the water (and therefore the heat
exchange between the water and the surface of the cold plate) resulted
n a further decrease of the cold plate temperature. As soon as the cold
late reached a temperature below 𝑇𝑐 = −2.0 ◦C, freezing would occur,
onsistent with the findings of Voulgaropoulos et al. [9]). The onset of
reezing was marked by a sudden sharp increase of the measured cold
late temperature, which was therefore used to determine 𝑡 = 0 in our
xperiments (see Section 4.3).

Whilst this approach to initialize the experiment resulted in a
ignificant transient in the cold plate, it was highly reproducible.
lternatively, an initialization approach was considered where the cold
late was cooled until the set point temperature was reached, upon
hich the test section was filled with water. However, this approach
as more difficult to reproduce whilst resulting in a similarly large

emperature transient in the cold plate after filling the test section.
uring the first hour after the onset of ice-formation at 𝑡 = 0, an

mage recording was made every 5 min. During the second hour, this
requency was reduced to each 15 min and after the third hour to
0 min. Preliminary tests showed this temporal resolution was sufficient
o capture the transient growth of the ice layer. During the experiments,
he temperatures measured by the thermocouples as well as the flow
ate were recorded in real time and stored using the LabView software.

2.4. Image analysis and estimation of errors

2.4.1. Ice layer thickness measurements
The camera images were visually and manually translated from the

image plane to the physical space using the height of the channel as
a reference distance, followed by a rotation correction to correct for a
slight tilting of the camera lens of approximately 0.5 − 0.6 ◦ using the
edge of the cold plate as a reference line. Because light diffraction was
ery small thanks to the planar surface of the test section, and image

distortion effects due to the curvature of the lens were considered to
be negligible [37], this image calibration was sufficient in our case.
Sufficient contrast between the ice and the water allowed for a manual
evaluation of the ice-water interface position using the WebPlotDigitizer
oftware (similar to the approach used by Faden et al. [5]).

The following sources of uncertainty were identified in the measure-
ments of the ice layer profiles:

1. An estimated uncertainty of approximately 0.5% in the 𝑥 and
approximately 0.25% 𝑦 scale calibration. The estimated uncer-
tainty in the 𝑥 scale calibration is larger due to a higher difficulty
in identifying 𝑥 = 0 as compared to 𝑦 = 0.

2. An uncertainty in identifying the zero time instant (time at
which the onset of ice-formation first occurred), estimated at
± 3 s. This uncertainty is very small compared to the duration
of the transient ice-growth experiments, which was two hours.

3. An uncertainty in timing the subsequent image samples. This
uncertainty was estimated at ± 5 s for the 5 min intervals and
± 15 s for the 15 min and 30 min intervals.

4. An uncertainty in the exact manual tracing of the solid–liquid
interface. The exact size of this uncertainty was difficult to
determine, however based on our personal experience it was
estimated to be around ± 0.05 mm. This uncertainty was larger
close to the inlet of the channel, where low laser light intensity
combined with the formation of condense could lead to poor
image quality.

It is difficult to gauge the combined effect of the individual uncer-
tainties. For this reason, a series of 5 independent measurements was
performed for the same experimental conditions, i.e. 𝑅𝑒 = 474 and
𝑇 = −10 ◦C. From the post-processed ice layers, an uncertainty of
𝑐 ,𝑠𝑒𝑡

5 
approximately 0.1–0.2 mm was obtained, which is between 0.2–0.4% of
he channel height. As such, these experiments were considered to be
ufficiently reproducible and reliable.

2.4.2. Velocity measurements
The images were pre-processed to enhance the signal to noise ratio

of the particles. The pre-processing step consisted of the application
of a non-linear sliding average filter, applied over 5 pixels and sub-
racted from the images, followed by a min–max filter and an intensity
ormalization filter. Due to the transient nature of the experiments
i.e. the growth of the ice layer) and its effect on the laser scattering
ignal, no background subtraction was performed. The velocity vectors
ere calculated using a multi-pass option where the initial size of the

orrelation window was 64 × 64 pixels and after three passes the
indow size was decreased towards 32 × 32 for the final pass. The
ostprocessing consisted of a median filter to remove outliers as well
s the removal of out of bounds velocity values, followed by a statistical
veraging and a 3 × 3 Gaussian smoothing filter.

The following sources of uncertainty were considered:

1. A statistical uncertainty 𝜎𝑠𝑡𝑎𝑡 given by:

𝜎𝑠𝑡𝑎𝑡 =
𝜎

√

𝑁
=

√

√

√

√
1

𝑁𝑡𝑁𝑥𝑁𝑦(𝑁𝑡 − 1)
𝑁
∑

𝑖=1

(

𝑢𝑖 − �̄�
)2, (6)

where 𝜎 is the standard deviation, 𝑁 = 𝑁𝑡𝑁𝑥𝑁𝑦 is the total
number of samples, 𝑁𝑡 is the number of time samples (25 in
our case), 𝑁𝑥 and 𝑁𝑦 are the number of pixels in the x- and
𝑦-direction over which smoothing is applied (3,3 respectively)
and �̄� is the mean value of the velocity.

2. A systematic uncertainty ( 𝜎𝑠𝑦𝑚), resulting from the uncertain-
ties in the 𝑥 and 𝑦 scale calibration (see Section 2.4.1). The
systematic uncertainty is evaluated by:

𝜎𝑠𝑦𝑠 =

√

(

𝜕 𝑢𝑥
𝜕 𝑥 𝛥𝑥

)2
+
(

𝜕 𝑢𝑥
𝜕 𝑦 𝛥𝑦

)2
+
( 𝜕 𝑢𝑦

𝜕 𝑥 𝛥𝑥
)2

+
( 𝜕 𝑢𝑦

𝜕 𝑦 𝛥𝑦
)2

,

(7)

where 𝛥𝑥 and 𝛥𝑦 are the tolerances in the calibration of the 𝑥
and 𝑦 scales respectively. Possible other systematic uncertainties
were considered ‘unknown unknowns’, and were therefore not
included.

Assuming independence of the statistical and systematic errors, the
otal uncertainty in the velocity measurements was estimated as:

𝜎𝑡𝑜𝑡 =
√

𝜎2𝑠𝑡𝑎𝑡 + 𝜎2𝑠𝑦𝑠 (8)

The statistical variation of the velocity (𝜎𝑠𝑡𝑎𝑡) was used to confirm
aminarity of the flow. The standard deviation was approximately 2%
f the bulk velocity value (which gives an uncertainty of approximately

0.04% due to the number of time samples and the applied smoothing),
and spatial coherence was absent apart from the regions where a larger
uncertainty could be expected due to poor optical access or reflec-
tions (such as close to the ice layer). These results for the statistical
uncertainty were consistent with our expectations for laminar flow.

3. Numerical methodology

3.1. Governing equations

The numerical modelling of melting and/or solidification is chal-
enging, due to the non-linear displacement of the interface in time and
he discontinuity in the enthalpy and the temperature gradient of the
hase change material across the interface (see Fig. 2).

Assuming constant thermophysical properties in each phase, and
neglecting volume expansion as a consequence of the difference in
densities between the solid and liquid phases, the enthalpy-temperature
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Fig. 2. Enthalpy-temperature relationship for isothermal solid–liquid phase change.

relationship can be written as a piece-wise continuous function

𝑇 (𝐻) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐻
𝜌𝑠𝑐𝑝,𝑠

, 𝐻 ≤ 𝜌𝑠𝑐𝑝,𝑠𝑇𝑚

𝑇𝑚, 𝜌𝑠𝑐𝑝,𝑠𝑇𝑚 < 𝐻 < 𝜌𝑠𝑐𝑝,𝑠𝑇𝑚 + 𝜌𝑙𝐿

𝑇𝑚 +
𝐻 − (𝜌𝑠𝑐𝑝,𝑠𝑇𝑚 + 𝜌𝑙𝐿)

𝜌𝑙𝑐𝑝,𝑙
, 𝐻 ≥ 𝜌𝑠𝑐𝑝,𝑠𝑇𝑚 + 𝜌𝑙𝐿,

(9)

where 𝜌 is the density in k g m−3, 𝑐𝑝 is the specific heat capacity in
J k g−1 K−1, 𝐿 is the latent heat in J k g−1, 𝑇𝑚 is the melting tempera-
ture and the subscripts ‘s’ and ‘l’ indicate the solid and liquid phases
respectively.

Roughly speaking, the various numerical approaches for modelling
melting/solidification problems may be divided along the lines of
‘single domain’ versus ‘multi domain’ and ‘explicit’ versus ‘implicit’
interface representation. In the single domain class of methods with
an implicit interface representation, the solid and liquid phases are
represented by a single mesh and the interface position is obtained from
the local energy solution, instead of being obtained from the solution
of a separate equation. This class of methods has the advantage of not
requiring the use of mesh generation and not depending on complex
thermodynamical derivation or the calculation of interface curvatures.

The present work employs a mixed-order discontinuous Galerkin
method based on the ‘linearized enthalpy approach’ [38]. Contrary
to the source-based enthalpy approach [39] and the apparent heat
capacity method [40], the linearized enthalpy approach is based on the
conservative form of the energy transport equation (and is therefore
inherently thermal energy conservative) and does not rely on the use
of a so-called mushy zone. The Darcy source-term is used for enforcing
the no-slip condition at the solid–liquid interface. The set of coupled
energy, momentum and continuity equations therefore reads:
𝜕 𝐻
𝜕 𝑡 + 𝜌𝑙𝑐𝑝,𝑙∇ ⋅ (𝒖𝑇 ) = ∇ ⋅ (𝑘∇𝑇 ) . (10)

𝜕
(

𝜌𝑙𝒖
)

𝜕 𝑡 + ∇⋅ (𝒖⊗
(

𝜌𝑙𝒖
))

= ∇ ⋅
[

𝜇
(

∇𝒖 + (∇𝒖)𝑇
)]

− ∇𝑝

+𝜌𝑙𝒈𝛽(𝑇 − 𝑇𝑚) − 𝐶
(1 − 𝛼)2

𝛼3 + 𝑏
𝒖. (11)

∇ ⋅ 𝒖 = 0. (12)

3.2. Discretization and solution procedure

The above system of equations is discretized using the discontinu-
ous Galerkin method, which combines attractive features of the finite
6 
element and finite volume methods, i.e., an arbitrarily high order of
accuracy, geometric flexibility, local conservation, possibility for up-
winding and a compact stencil facilitating efficient parallelization [41,
42]. A brief overview of the applied numerical method is given here,
for further detail please refer to the original paper [38].

The semi-discrete variational formulation of the above system of
equations reads

𝐹 𝑖𝑛𝑑 𝑚ℎ ∈ 𝑑
ℎ,𝑚 𝑎𝑛𝑑 𝑝ℎ ∈ ℎ,𝑝,𝐻 ,𝑇 𝑎𝑛𝑑 𝐻ℎ ∈ ℎ,𝑝,𝐻 ,𝑇 𝑎𝑛𝑑

𝑇ℎ ∈ ℎ,𝑝,𝐻 ,𝑇 𝑠𝑢𝑐 ℎ 𝑡ℎ𝑎𝑡, ∀𝑣ℎ ∈ 𝑑
ℎ,𝑚 𝑎𝑛𝑑 ∀𝑞ℎ,∀𝑤ℎ ∈ ℎ,𝑝,𝑇 ,𝐻 ,

∑

 ∈ℎ
∫

𝒗ℎ ⋅
𝜕𝒎ℎ
𝜕 𝑡 + 𝑎𝑐 𝑜𝑛𝑣(𝒖ℎ,𝒎ℎ, 𝒗ℎ) + 𝑎𝑑 𝑖𝑓 𝑓 (𝒎ℎ, 𝒗ℎ) + 𝑎𝑑 𝑖𝑣(𝒗ℎ, 𝑝ℎ) (13a)

+ 𝑎𝑠𝑜𝑢𝑟𝑐 𝑒(𝒎ℎ, 𝒗ℎ) = 𝑙𝑐 𝑜𝑛𝑣(𝒖ℎ, 𝐯ℎ) + 𝑙𝑑 𝑖𝑓 𝑓 (𝒗ℎ) + 𝑙𝑠𝑜𝑢𝑟𝑐 𝑒(𝒗ℎ, 𝑇ℎ)
𝑎𝑑 𝑖𝑣(𝒎ℎ, 𝑞ℎ) = 𝑙𝑑 𝑖𝑣(𝑞ℎ) (13b)
∑

 ∈ℎ
∫

𝑤ℎ
𝜕 𝐻ℎ
𝜕 𝑡 + 𝑎𝑐 𝑜𝑛𝑣(𝒎ℎ, 𝑇ℎ, 𝑤ℎ) + 𝑎𝑑 𝑖𝑓 𝑓 (𝑇ℎ, 𝑤ℎ) (13c)

= 𝑙𝑐 𝑜𝑛𝑣(𝒖ℎ, 𝑤ℎ) + 𝑙𝑑 𝑖𝑓 𝑓 (𝑤ℎ)

𝑇ℎ = 𝑇 (𝐻ℎ). (13d)

The temperature, enthalpy, mass-flux and pressure solutions on
each local element 𝑇ℎ are approximated using a hierarchical set of
orthogonal modal basis functions (normalized Legendre polynomials).
A mixed order formulation is used, that is 𝑃𝑝,𝐻 ,𝑇 = 𝑃𝑚 − 1. Contrary to
an equal order formulation, the mixed order formulation does not rely
on pressure stabilization terms. The diffusive term is discretized using
the symmetric interior penalty method and the Lax–Friedrichs flux is
used for the convective term.

The semi-discrete energy equation effectively contains two unkn-
owns, i.e. the enthalpy and the temperature, coupled together through
the non-linear enthalpy-temperature relationship. As such, the semi-
discrete energy equation cannot be solved directly and is instead lin-
earized by expanding the unknown enthalpy at the latest time-step
around the newest temperature value:

𝐻𝑛+1,𝑖+1
ℎ = 𝐻𝑛+1,𝑖

ℎ + 𝑑 𝐻
𝑑 𝑇

|

|

|

|𝑛+1,𝑖

(

𝑇 𝑛+1,𝑖+1∕2 − 𝑇 𝑛+1,𝑖) , (14)

where the superscript 𝑖 + 1 refers to the new iteration, and 𝑖 + 1∕2
refers to an intermediate value between two iterations. Inserting the
expansion into the discretized energy equation yields the ‘linearized’
discretized energy equation:
∑

 ∈ℎ
∫

𝑤ℎ
3𝐻𝑛+1,𝑖

ℎ − 4𝐻𝑛
ℎ +𝐻𝑛−1

ℎ
2𝛥𝑡

+

∑

 ∈ℎ
∫

𝑑 𝐻
𝑑 𝑇

|

|

|

|𝑛+1,𝑖
𝑤ℎ

3𝑇 𝑛+1,𝑖+1∕2
ℎ − 3𝑇 𝑛+1,𝑖

ℎ
2𝛥𝑡

+ 𝑎𝑐 𝑜𝑛𝑣(𝒎ℎ, 𝑇 𝑛+1,𝑖+1∕2
ℎ , 𝑤ℎ) +

𝑎𝑑 𝑖𝑓 𝑓 (𝑇 𝑛+1,𝑖+1∕2
ℎ , 𝑤ℎ) = 𝑙𝑐 𝑜𝑛𝑣(𝒖ℎ, 𝑤ℎ) + 𝑙𝑑 𝑖𝑓 𝑓 (𝑤ℎ). (15)

Here, the enthalpy-temperature derivative is approximated as fol-
lows:

𝑑 𝐻
𝑑 𝑇 ≈

{

𝜔𝜌𝑠𝑐𝑝,𝑠, 𝑇 ≤ 𝑇𝑚
𝜔𝜌𝑙𝑐𝑝,𝑙 , 𝑇 > 𝑇𝑚,

(16)

where 𝜔 = 1.5 is a parameter to speed up the convergence. It has
been shown previously that replacing the true enthalpy-temperature
derivative with an approximation still yields the same accuracy of
results [43], and 𝜔 = 1.5 was found to be the best compromise between
a faster convergence of the energy equation and stability [38]. The
iterative solution procedure is described by the following steps:

1. Initialize the enthalpy at the new time-step 𝐻𝑛+1,𝑖 through an
extrapolation from previous time-steps.

2. Solve the discretized linearized energy transport equation to
obtain the solution for the intermediate temperature.
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3. Update the volumetric enthalpy at the quadrature points apply-
ing the Taylor linearization (see Eq. (14)).

4. At the quadrature points, calculate the temperature from the
updated enthalpy values through the enthalpy-temperature re-
lationship.

5. Calculate the solution coefficients of the enthalpy and temper-
ature at the latest iteration, by projecting the values at the
quadrature points onto the finite element basis for each element.

6. Check whether the convergence criterion:

max

⎛

⎜

⎜

⎜

⎜

⎝

𝑟𝑒𝑠
𝐸𝑡𝑜𝑡

,

⎛

⎜

⎜

⎜

⎜

⎝

∫𝛺

(

[

𝑇 𝑛+1,𝑖+1
ℎ − 𝑇 𝑛+1,𝑖

ℎ

]2
)

∫𝛺

(

[

𝑇 𝑛+1,𝑖+1
ℎ

]2
)

⎞

⎟

⎟

⎟

⎟

⎠

1∕2
⎞

⎟

⎟

⎟

⎟

⎠

< 𝑡𝑜𝑙 (17)

is satisfied. Here, the residual is a measure of how far the
solution is from satisfying energy conservation (see [38] for
more details. If not, return to step 2. If yes, move to the solution
of the momentum equation.

The coupled energy and momentum equations are solved in a
segregated manner, using a total of three outer iterations. To model
the conjugate heat transfer, the energy equations for the solid metal
domain and the ‘liquid’ PCM domain are solved simultaneously with no
explicit interface condition being imposed. The momentum equation is
solved only within the ‘liquid’ PCM domain, with the no-slip boundary
condition being imposed on the solid–liquid interface.

3.3. Material properties and flow and heat transfer regime

The thermophysical properties of the water, ice and aluminium
as used in the numerical simulations are given in Table 1. Constant
hermophysical properties were considered for each phase, except for
he thermal expansion coefficient which was calculated by the fol-
owing temperature-dependent function to account for the anomalous
xpansion of water [29]:

𝛽(𝑇 ) = −6.88 ⋅ 10−5 + 2.17 ⋅ 10−5𝑇 − 2.12 ⋅ 10−6𝑇 1.5 + 7.72 ⋅ 10−8𝑇 2, (18)

where 𝑇 is the temperature in ◦C. Furthermore, the same density of
1000 k g m−3 was used for the ice and water phases. This was done to
avoid the numerical complexity regarding the expansion of the water
upon freezing [44].

Based on the thermophysical properties, and the inflow conditions,
the flow and heat transfer regime was characterized as follows (de-
ending on the imposed flow rate): 𝑅𝑒 = 𝜌𝑢∞𝐻

𝜇 ≈ 474 or 1118,

 𝑟 = 𝜈
𝛼 ≈ 11, 𝑃 𝑒 = 𝑅𝑒𝑃 𝑟 ≈ 5263 or 12414, 𝑅𝑎 = 𝑔 𝛽 𝛥𝑇 𝐻3

𝜈 𝛼 ≈ −2.0 ⋅ 106,
𝐺 𝑟 = 𝑅𝑎∕𝑃 𝑟 ≈ 1.8 ⋅ 105 and 𝑅𝑖 = 𝐺 𝑟∕𝑅𝑒2 ≈ −0.8 or − 0.15. Here,
we considered a temperature difference of 𝛥𝑇 = 5 K and a thermal
expansion coefficient of 𝛽(𝑇 ) = −6.88⋅10−5K−1 (evaluated at the melting
point). As such, the flow is laminar with a mixed convection heat
transfer regime. Therefore, we recommend to include the role of natural
convection when using these experiments for numerical validation,
especially for 𝑅𝑒 = 474.

The effect of natural convection is expected to decrease as the ice
ayer thickens, since the hydraulic diameter is reduced whilst the tem-
erature difference between the ice and the bulk fluid remains constant.
he Rayleigh number is above the critical value for which penetrative
ayleigh-Bénard phenomena have been observed [31]. However, Large
t al. conducted their experiments for a fluid at rest, whilst in our case

the fluid was in constant motion, which could prevent the onset of
instabilities within the thermal boundary layer.
7 
Table 1
Thermophysical properties of water and aluminium 7075-T6 as used in the numerical
imulation.

Water Ice Aluminium

Density [kg m-3] 1000 1000 2810
Specific heat capacity [J kg-1] 4200 2100 714.8
Thermal conductivity [W m-1 K-1] 0.575 2.16 140.0
Latent heat [k J kg-1] 333

N/AMelting Temperature [K] 273
Thermal expansion coefficient [1/K] 𝑓 (𝑇 )
Dynamic viscosity [Pa s] 1.52 ⋅ 10−3

3.4. Case setup

Fig. 3 shows a sketch of the two-dimensional computational domain,
ncluding the dimensions and the prescribed boundary condition. The

transient temperature response measured by the thermocouples located
in the centre of the cold plate, 𝑇 = 𝑇𝑐 (𝑡) (see Section 2.1, 4.3) was
imposed as boundary condition at the bottom and the rest of the cold
plate was simulated through a conjugate heat transfer simulation with
he water flowing through the test section above. To avoid a con-

flict between the imposed uniform inflow condition and zero gradient
outflow conditions and the presence of an ice layer, the test section
was extended by 10cm in both directions. Apart from the bottom of
the cold plate and the inflow boundary, the other boundaries were
ssumed to be adiabatic and the front and back were modelled with a
ymmetry boundary condition, due to the 2D nature of the simulation.
e simulated the case corresponding to 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C and

𝑐 ,𝑠𝑒𝑡 = −10 ◦C. An inflow velocity of 𝑢𝑖𝑛,𝑥 = 1.44 cm s−1, 𝑢𝑖𝑛,𝑦 = 0 cm s−1
as set and the following fits were used for the transient behaviour of

he cold plate and the inlet temperature (see Section 4.3 for more detail
regarding the choice of the boundary conditions):

𝑇𝑐 = 273 − 8.202 + 6.826 exp
(

−6.404 𝑡
3600

)

− 0.775 t anh
(

0.431 𝑡
3600

)

(19)

𝑇𝑖𝑛 = 273 + 4.671 − 0.046 exp
(

−1.346 𝑡
3600

)

, (20)

where 𝑡 = 0 is the onset of ice formation in the experiment.
The base mesh consists of 84,500 elements with a resolution of

𝛥𝑥 ⋅𝛥𝑦 = 0.25 cm ⋅0.05 cm in the test section and a resolution of 𝛥𝑥 ⋅𝛥𝑦 =
0.25 cm ⋅ 0.035 cm in the cold plate. In addition, two areas of interest
were selected for performing local mesh refinement. Near the inlet the
mesh was refined three times (so the resolution became 8 times finer),
and in the centre of the channel the mesh was refined two times. The
refined mesh consists of approximately 380,000 elements. Finally, a
grading was applied in the streamwise direction: towards the inlet, the
length of each element decreased according to 𝛥𝑥𝑒𝑙 𝑒𝑚 = 1

1.033
𝛥𝑥𝑒𝑙 𝑒𝑚−1

and away from the inlet the length of each element increased according
to 𝛥𝑥𝑒𝑙 𝑒𝑚 = 1

1.002
𝛥𝑥𝑒𝑙 𝑒𝑚−1. A time-step of 𝛥𝑡 = 0.1 s was used throughout

he simulation.
The purpose of the numerical campaign was to demonstrate the

uitability of the experimental results for numerical benchmarking
urposes, using the boundary conditions which were derived from the

experimental data. In order to reduce the complexity of the numerical
model and to keep the simulations computationally affordable, the
ollowing simplifications were made:

1. Approximation of the experimental domain by a two-dimensional
numerical domain, hereby neglecting the wall effect in the third
dimension. This was done to keep the simulations computation-
ally affordable.

2. The use of constant and isotropic thermophysical properties in
each phase (see Table 1), except for a temperature dependent
thermal expansion coefficient (see Eq. (18)) which was used
together with the Boussinesq approximation to model mixed
convection effects within the channel. A similar approach was
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Fig. 3. Sketch of computational domain for simulating ice growth in a forced convection channel flow. The red and blue colours are used to distinguish the two different materials
(i.e. water and aluminium). The square rosters in the water domain represent the two areas where mesh refinement was applied, i.e. at the inlet (8 times refined) and the centre
of the test section (4 times refined).
Fig. 4. Camera images of transient ice growth taken with the LaVision Imager MX4M close to the inlet of the test section, after respectively 15, 30, 45 and 90 min starting from
the onset of ice formation. The experimental conditions were: 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C. The origin of the xy Cartesian coordinate system is indicated in the top left
image.
used by Belhamadia et al. [45] to simulate the freezing of water
in a cubic cavity, who obtained a very good agreement with the
experimental reference data [10].

3. The use of an equal density for the solid and liquid phases. This is
done to avoid the numerical complexity regarding the expansion
of the water upon freezing [44].

4. Assumption of incompressible flow.
5. Use of the ‘sensible enthalpy’ only formulation for the convection

of heat [46].

4. Results and discussion

4.1. Transient ice growth and velocity measurements

Fig. 4 depicts the camera images taken with the LaVision Imager
MX4M of the first 8 cm of the ESPRESSO facility after respectively
10, 30 and 90 min of ice growth. The flow conditions were 𝑅𝑒 =
474, 𝑇𝑖𝑛 ≈ 4.7 ◦C and 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C. Sufficient contrast between the
ice layer and the water above allowed for a manual tracing of the
solid–liquid interface position. The solid–liquid interface position was
found to coincide with the scattering signal of the laser, also shown
by Voulgorapoulos et al. [9]). The bottom and top wall boundaries, as
8 
well as the solid–liquid interface, can be clearly distinguished due to
their higher intensity value. The ice grows fastest near the inlet of the
channel, with the ice layer profile becoming more and more flat as the
downstream distance increases, consistent with the findings of Zerkle
et al. and Hirata et al. [11,14].

The corresponding contour plots of the velocity in the xy-plane
are given in Fig. 5, where the ice layer is characterized by very low
velocities. The velocity vectors are included to indicate the direction of
the flow. With the growth of the ice layer, the effective cross section
decreases and consequently the flow accelerates (since a fixed flow-
rate is imposed by the pump). We expect the pressure drop to increase
correspondingly, based on the results provided by Zerkle et al. and
Mulligan et al. [11,13]. Whilst the freezing of water from the bottom
could potentially lead to penetrative Rayleigh-Bénard convection [31],
no convection cells were present in the PIV results. Possibly, the
constant motion of fluid prevents the development of Rayleigh-Bénard
type instabilities. Finally, the expansion of the ice, as well as the onset
of natural convection, could lead to the generation of secondary flow
in the 𝑧-direction [47]. Therefore, we recommend the measurement of
the spanwise (z) velocity components (for instance using stereoscopic
PIV) as a subject for further investigation.

Fig. 6 shows the ice profiles after respectively 15, 30, 45 and 90 min
of ice growth, obtained by carefully tracing the solid–liquid interface
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Fig. 5. Measured velocity fields after respectively 15, 30, 45 and 90 min starting from the onset of ice formation. The experimental conditions were: 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C,
𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C.

Fig. 6. Measured ice layer profiles after respectively 15, 30, 45 and 90 min starting from the onset of ice formation. 5 sets of independent measurements are given. The experimental
conditions were: 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C. From these 5 measurements, an uncertainty of approximately 𝜎 = 0.1–0.2 mm was calculated, as shown by the error bars.
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Fig. 7. Transient ice layer thicknesses for four different cold plate temperature set points and two different flow rates, evaluated close to the inlet of the channel at 𝑥 = 5 cm and
at the centre of the channel at 𝑥 = 75 cm. From the set of five repeated measurements, the uncertainty in the ice layer is estimated at 𝜎 = 0.1 − 0.2 mm. Error bars are plotted for
the conservative value of 𝜎 = 0.2 mm.
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in the camera images (see Fig. 4) using the WebPlotDigitizer software.
or the same set of experimental conditions (i.e. 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C,
𝑐 ,𝑠𝑒𝑡 = −10◦C), 5 independent measurements were performed.3 The re-

sults from the five measurements are highly consistent with each other,
and a low uncertainty in the thickness of the ice layer was calculated
of approximately 𝜎 = 0.1–0.2 mm based on the standard deviation
from the mean. This uncertainty is assumed to be representative for
the other experimental conditions as well, although it should be noted
that in some measurements the true uncertainty might be larger due
to uncertainties unaccounted for by the statistical analysis (such as a
ystematic uncertainty in determining 𝑡 = 0 in the experiment). The
btained ice layer profiles agree well with the flow measurements and
he raw camera images shown above (see Figs. 4 and 5). The maximum
ce-thickness reached after 90 min is approximately 1.5 cm.

4.2. Ice growth for different cooling parameters and flow rates

Fig. 7 shows the growth of the ice layer at two different locations
downstream in the channel, i.e. at 𝑥 = 5 cm and 𝑥 = 75 cm. The rate of ice
growth decreases as the ice layer thickens, due to the combined effect of
an increased thermal resistance of the ice and an enhanced heat transfer
from the ‘warm’ fluid to the ice-water interface as the flow accelerates.
This decrease in the ice growth rate is most pronounced near the inlet
of the channel where the flow experiences significant development. A
clear relationship is observed between the rate of ice growth and the

3 For 𝑡 = 45 min, no data is available for the third measurement.
10 
temperature of the cold plate: for a cold plate temperature of −10 ◦C
(corresponding to a cooling parameter of 𝜃𝑐 = 𝑇𝑚−𝑇𝐶

𝑇𝐻−𝑇𝑚
≈ 2 for an inlet

temperature of 𝑇𝑖𝑛 ≈ 5 ◦C) the ice after 𝑡 = 120 min is almost twice as
thick as for a cold plate temperature of −5 ◦C. Likewise, a higher flow
rate results in a decreased rate of ice growth, especially near the inlet of
he channel where the heat-transfer from the fluid to the ice layer has
 stronger dependence on the velocity. Near the inlet, for the smaller
ooling parameters, a steady state ice layer thickness is reached. No
teady state is reached within the centre of the channel for the given
ime-frame.

4.3. Evaluation of experimental boundary conditions

As mentioned earlier, one of the objectives of the design of the
SPRESSO facility was to have well-described experimental boundary
onditions which can readily be implemented in numerical codes. Fig. 8

shows the temperature response of the cold plate for one of the freezing
experiments where 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C. From these
measurements, the boundary condition was derived which was imposed
at the bottom of the cold plate in our numerical simulations.

The first three and a half hours correspond to the initial cooling
of the water flow prior to the start of the experiment (as described in
Section 2.3), indicated by the letter ‘A’. After approximately 30 min,
when the temperature in the cold plate reaches 4 ◦C, a sudden change
in the temperature response is observed, indicated by the number ‘2’.
Possibly, this is due to the onset of natural convection as a consequence
of the anomalous expansion of water. After approximately 3 h and
45 min have passed, the flow-rate is lowered to the desired setpoint
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Fig. 8. Temperature response of the cold plate for all 8 thermo-couples, where the zoom-ins refer to the temperature response of the cold plate at the onset of ice-formation
(where 𝑡 = 0 is determined) and the transient temperature development after 𝑡 = 0, including the empirical fit which can be used as a boundary condition in numerical simulations.
The 3 different stages of the experiment are indicated by the letters A, B and C, where A refers to the initialization of the experiment prior to 𝑡 = 0, B refers to roughly the first
30 min after 𝑡 = 0 where the temperature in the cold plate experiences a significant transient and C refers to the remainder of the experiment at which a thermal equilibrium
appears to exist between the coolant recirculating underneath the cold plate and the fluid flow in the square channel above. The numbers 1–5 refers to specific instances in the
temperature evolution of the cold plate, 1 being the start of the experiment, 2 being a reduction in the rate at which the temperature declines, 3 being the onset of freezing, 4
being the establishment of thermal equilibrium within the cool-plate and 5 being the end of the experiments (where the pumps and the recirculating coolers are switched off).
The experimental conditions were: 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C.
Fig. 9. Modelled transient behaviour of the cold plate for the 8 different experimental conditions, according to Eq. (21) and Table 2.
value. As described in Section 2.3, the test section is cleared of air
bubbles by briefly increasing the flow rate to full capacity before
the final reduction of the flow-rate to the setpoint value. The first
temperature transient in the cold plate, indicated by the number ‘3’,
corresponds to the rapid adjustment of the flow rate.

A second sudden change in the cold plate temperature (indicated by
the number ‘4’), where the temperature increases from approximately
𝑇𝑐 = −2 ◦C to 𝑇𝑐 = −0.5 ◦C marks the onset of freezing, at which ice
rapidly spreads over the entire plate. Such a sharp increase was also
11 
observed by Savino et al. [26] and is possibly related to subcooling
of the water prior to freezing, of which evidence had previously been
provided by Savino et al. through a thermocouple measurement taken
within the thermal boundary layer of the water during a short time
span from before the ice was formed till after the probe became
embedded within the ice-layer [26]. Based on the sequence of the
thermo-couple response (with T0 being the first to respond and T7 the
last), the nucleation of the ice is believed to commence at the inlet of
the channel. The ice crystals rapidly propagate through the subcooled
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Table 2
Model fit parameters of the transient cold plate response, as well as the averaged flow rates and inlet and outlet temperatures, for all 8 different
experimental conditions.

Tc,set A B C D E 𝜙𝑣( L s−1) 𝑇𝑖𝑛( ◦C) 𝑇𝑜𝑢𝑡( ◦C)

Re = 474

−5 ◦C 10.071 3.373 7.429 2.251 −11.647 0.035 ± 0.004 4.46 ± 0.05 4.3 ± 0.1
−7.5 ◦C 22.465 3.609 16.812 2.284 −23.369 0.035 ± 0.004 4.61 ± 0.09 4.3 ± 0.2
−10 ◦C 7.040 6.363 0.791 −0.401 −8.215 0.034 ± 0.004 4.68 ± 0.05 4.1 ± 0.3
−15 ◦C 6.410 6.303 6.631 −0.251 −8.205 0.035 ± 0.004 4.61 ± 0.08 4.2 ± 0.2

Re = 1118

−5 ◦C 9.220 3.509 6.602 2.292 −10.764 0.085 ± 0.004 4.56 ± 0.06 4.4 ± 0.1
−7.5 ◦C 4.079 16.142 −1.000 0.781 −5.566 0.085 ± 0.004 4.45 ± 0.07 4.1 ± 0.3
−10 ◦C 1.006 0.452 −6.329 4.139 −2.763 0.085 ± 0.004 4.8 ± 0.1 4.4 ± 0.4
−15 ◦C 7.019 5.293 −6.282 0.328 −7.985 0.085 ± 0.004 4.59 ± 0.07 4.3 ± 0.2
a
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w
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water from the inlet to the outlet of the channel and the release of
atent heat increases the temperature of the water. Since the water and
he cold plate form a coupled system, a corresponding increase of the

cold plate will follow as the cold plate adjusts to the new conditions,
explaining the sudden sharp increase of the cold plate temperature.

During the first 30 min following the onset of ice-formation, the tem-
eratures in the cold plate continue to decrease until the setpoint value
f the coolant is reached (indicated by the letter ‘B’). Subsequently,
 thermal equilibrium is established between the coolant recirculated
nderneath the test section and the water flowing through the test
ection. As a consequence, the temperature in the cold plate reaches
 quasi steady state, at approximately 1 ◦C above the setpoint value
f the coolant (indicated by the letter ‘C’). The small decrease in the

cold plate temperature still observed after the establishment of thermal
equilibrium is probably a consequence of the growth of the ice layer,
which acts as a thermal insulator.

Apart from entrance and exit effects (recognized by deviating tem-
erature values for thermocouples 𝑇 0 at the inlet and 𝑇 7 at the exit

of the cold plate), the differences between the temperatures of the
other thermocouples (T1-T6) at a given time instance fall within the
temperature uncertainty of the K-Type thermocouples (i.e. ±0.25 ◦C).
For this reason, we suggest modelling the effect of the cold plate
n the numerical simulations through a time-dependent, yet spatially
niform temperature boundary condition. In the present work, the fol-
owing function is used as a reasonable approximation for the transient
emperature behaviour of the cold plate:

𝐴 exp (−𝐵 𝑡) + 𝐶 t anh (𝐷 𝑡) + 𝐸 (21)

The resulting fit parameters as well as the flow rate and inlet
nd outlet temperatures of the 8 different experimental conditions are
hown in Table 2 and the fits are plotted in Fig. 9. A large degree

of consistency was observed for both the flow rate and the bulk inlet
temperature (which varied between approximately 𝑇𝑖𝑛 = 4.5–4.8 ◦C)4.
The bulk outlet temperature is slightly lower than the inlet temper-
ature, as a consequence of the heat extracted by the cold plate. For
ractical purposes, the heat flux through the side and top walls of the
est section was assumed to be negligible compared to the heat content
f the recirculated water and the 1.7 k W capacity of the Julabo FL1701
ooler connected to the cold plate. For 𝑇𝑐 ,𝑠𝑒𝑡 = −5◦C and 𝑇𝑐 ,𝑠𝑒𝑡 = −10◦C,
he first 30 min of the experiment were characterized by a significant
ransient as the cold plate approaches the set point value, after which
 thermal equilibrium was established. However, for 𝑇𝑐 ,𝑠𝑒𝑡 = −15 ◦C the
ime required to achieve a thermal equilibrium exceeded the duration
f the experiment. Some difference in the dynamics of the cold plate
ere observed between the two different flow rates, especially for the

owest set point temperature. However, it is unclear whether these
ifferences were related to the flow rate or were caused by other factors

(e.g. initialization procedure, ambient temperature, etc.).

4 In our simulations, a fit was also used for the inlet temperature (see
Section 3.4).
12 
4.4. Comparison with numerical results

Fig. 10 shows the results for the ice layer at the inlet and the
bsolute velocity profile at 𝑥 = 5 cm obtained after the first 5 min,

for three different mesh sizes. With respect to the reference mesh of
approximately 380,000 elements, the other two meshes were coarsened
2 and 4 times in both the 𝑥 and 𝑦 directions, resulting in a mesh size of
respectively 4 and 16 times smaller. The results for all three meshes
for the velocity profile overlap and cannot be distinguished by eye.
For the ice layer, the three meshes produce similar results although
the finer meshes result in a smoother solution of the solid–liquid
phase boundary. Therefore, the 380,000 mesh size was considered fully
mesh convergent and was used throughout the rest of the transient
simulations.

Fig. 11 shows the transient development of the ice layer obtained
experimentally and numerically, for both the inlet and the centre of
the channel. Near the inlet the thickness of the ice layer increases with
the downstream distance. The spatial gradient in the ice layer becoming
smaller as the distance to the inlet (𝑥 = 0) increases and near the centre
of the channel the ice-profile appears to be (almost) flat, indicating the
heat transfer is (close to) one-dimensional. A very good agreement with
the experimental results was obtained, with the difference between
the numerical results and experimental measurements on the sub-milli
metre scale.

Fig. 12 shows the comparison between the experimental and numer-
ical absolute velocity profiles, evaluated at 𝑥 = 5 cm and 𝑥 = 75 cm. A
reasonable agreement between the experimental and numerical veloc-
ity profiles was obtained, however some discrepancies were observed.
At 𝑥 = 5 cm, the numerical velocity profiles have two local maxima,
both left and right of the centre, whereas the experimentally measured
velocity profiles only have one local maximum located around the
centre of the domain. At 𝑥 = 75 cm, the experimental and numerical
velocity profiles display similar behaviour and a better agreement was
observed between the experimental and numerical results as opposed
to the results for 𝑥 = 5 cm. Both follow a (near) parabolic velocity
profile, with the velocity profile becoming more narrow as the ice layer
hickens. However, the velocity values measured in the experiment
ere slightly higher then those obtained in the simulation. In addition,
hereas the numerically calculated velocity profiles appear to be fully

ymmetric, the experimental velocity profiles appear to be slightly
kewed towards the bottom wall of the test section, especially for
he smaller ice thicknesses. Please note that the numerical simulations
howed no evidence of (significant) buoyancy during the transient
evelopment of the ice-layer in the laminar channel flow, similar to
he PIV measurements.

Possible explanations for the observed discrepancies are:

1. The numerical simulations were performed using a two-dimen-
sional computational domain. The absence of the wall effect in
the third dimension could lead to a different result for the nu-
merical flow field than for the experimental flow-field. Indeed,
it has been shown that the shape of the velocity profiles in
rectangular channel deviates from classical Poiseuille flow. The
stream-wise velocity profiles tend to be steeper near the walls
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Fig. 10. Mesh refinement study for both the ice layer and the absolute velocity profile at the inlet. 3 meshes were considered, consisting of approximately 380,000, 77,644 and
17,406 elements respectively.
Fig. 11. Comparison between experimental and numerical ice profiles for different times after the onset of ice-formation. Two locations are shown, i.e. at the inlet of the test-section
and at the centre. The experimental conditions were: 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C. The error bars for the experimental ice layer measurements at the inlet are given based
on the statistical analysis of the five independent measurements performed for this case (see Fig. 6), the error bars for the experimental ice layer measurements at the centre of
the channel are given based on the conservative error estimate of 𝜎 = 0.2 mm.
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and flatter near the centre of the channel [48]. The transver-
sal velocity components are largest near the entrance of the
channel; for fully developed flow, the flow is approximately
two-dimensional [49], explaining why a better agreement was
obtained between the measured velocity profiles and our 2D
simulations at the centre of the channel as compared to close
to the inlet.

2. The assumptions used for the numerical simulation, including
the use of the Boussinesq approximation for modelling buoyancy
effects, the use of constant and isotropic thermophysical proper-
ties for the solid and liquid phases and the approximations of the
inlet and boundary conditions. For the inlet conditions a uniform
velocity profile was assumed, based on the predicted outlet
condition of the contracting nozzle. However, the exact inlet
conditions were not measured experimentally, since it was not
possible to measure the velocity profile within the development
length of 𝐿 = 13.5cm prior to the start of the test section.

3. Possible systematic errors when performing the experiments.

5. Conclusions and recommendations

This paper presents an experimental benchmark study on the tran-
sient freezing of water in a square channel under laminar flow condi-
tions, where ice is grown from a cold plate at the bottom. This is one
 e

13 
of the few studies reporting the transient development of an ice layer
in internal flow. In this work, both planar PIV velocity measurements
and ice profiles sampled at multiple times during the experiment were
resented, for both the inlet and the centre of the test-section. The

measurement of the transient development of the ice-layer near the
nlet of the channel is an important novelty of the present experimental
ampaign. Furthermore, a study was performed regarding the effect of
he cooling parameter and the bulk velocity on the rate of the ice-
rowth. As such, a comprehensive and well-described experimental

data set was generated for transient freezing in laminar internal flow
o be used for numerical validation purposes.

The onset of ice-formation was found to coincide with a sudden
increase of the cold-plate temperature. This behaviour of the cold plate
was attributed to subcooling occurring in the thermal boundary layer
prior to nucleation, based on the findings of Savino et al. [26]. The
sequence of the thermocouples’ response showed that ice nucleation
first occurs at the inlet of the channel, from which the ice subsequently
spreads over the entire cold plate surface. From the data provided by
the thermocouples in the cold plate, we were able to define a set of
boundary conditions which provided a simple yet accurate description
of the conditions during the experimental campaign.

Water is characterized by an anomalous expansion behaviour during
he freezing process, with a density inversion around 4 ◦C. Based on the
ichardson number, natural convection possibly played a role in our
xperiments. However, no evidence of (significant) natural convection
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Fig. 12. Comparison between experimental and numerical velocity profiles evaluated at a distance of 𝑥 = 5 cm and 𝑥 = 75 cm from the inlet of the channel for different times after
the onset of ice-formation. The experimental conditions were: 𝑅𝑒 = 474, 𝑇𝑖𝑛 ≈ 4.7 ◦C, 𝑇𝑐 ,𝑠𝑒𝑡 = −10 ◦C. Due to the small uncertainty on the experimental profiles, the error bars are
ot visible.
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was present in our PIV flow measurements. Possibly, the constant
otion of the fluid prevented the development of convection cells.

To demonstrate the suitability of the current experimental results
for numerical validation purposes, a comparison with numerical simu-
lations was included in this paper. The channel was approximated by
a two-dimensional domain and included the cold-plate to account for
conjugate heat transfer effects. Solid–liquid phase change was modelled
through the linearized enthalpy approach, and the energy and momen-
tum equations were discretized with the discontinuous Galerkin finite
element method. The Boussinesq approximation was used to model
natural convection, and the anomalous expansion of water was taking
into account through a temperature-dependent thermal expansion co-
efficient. A very good agreement was obtained, both for the ice profiles
nd for the absolute velocity profiles, demonstrating the quality of the

experimental results. Possible discrepancies were attributed to the use
of a two-dimensional domain, the use of constant and isotropic thermo-
physical properties within each phase and the use of an equal density
for the water and the ice. Similar to the experiments, the numerical
imulations showed no evidence of (significant) buoyancy during the

transient development of the ice-layer in the laminar channel flow.
For future work, we recommend to perform stereoscopic PIV mea-

surements to obtain the spanwise (z) velocity components, and to
perform non-intrusive temperature measurements within the channel,
for instancing using laser induced fluorescence. Such measurements
would be a further addition to the experimental benchmark data avail-
able for numerical model validation, in addition to providing insight
into the possible generation of secondary flow during the transient
development of the ice layer.
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