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Summary

Magnetic resonance imaging (MRI) is one of the most powerful tools cur-
rently available for diagnostic imaging and medical research. MRI can
provide information about the composition, structure, and function of
biological tissues and systems in a non-invasive way, with unsurpassed
soft-tissue contrast and spatial resolution. While MRI images typically de-
pict qualitative information, quantitative MRI techniques have emerged
for their promise of enabling objective and intra-and inter-subject com-
parable quantification of tissue properties. Quantitative MRI techniques
yield parametric maps, which are voxel-wise representations of physical
properties of tissues, such as relaxation times. MRI relaxation times, con-
ventionally T1 and T2, characterize the evolution of the excited MRI sig-
nal back to its equilibrium value and they are directly influenced by the
molecular environment. Thus, T1 and T2 parametric maps yield useful in-
sight into the normal state of biological tissues and eventual pathological
remodeling.

Rotating-frame relaxation methods, like T1ρ or T2ρ mapping, have re-
cently been proposed as complementary techniques to conventional T1
and T2 mapping. Rotating-frame relaxation times describe the signal
relaxation during radio-frequency (RF) irradiation and they have shown
increased sensitivity to slow molecular motion, which characterizes wa-
ter interactions with macro-molecules in biological tissues. This way, ro-
tating-frame relaxation parameters represent valuable endogenous con-
trast mechanisms, potentially reducing the need for contrast-agent ad-
ministration in MRI-based tissue characterization.

Rotating-frame relaxation mapping relies on the use of specific signal
preparation modules, called spin-lock preparations, during which moder-
ately high RF pulses are applied for a relatively long time (in the order
of tenths of ms) to induce T1ρ or T2ρ decay. The in vivo applicability of
spin-lock techniques is currently limited by two main factors: the high
specific absorption rate (SAR) burden of spin-lock preparations and their
strong susceptibility to system imperfections, such as inhomogeneities
in the main magnetic field and the RF field. The latter becomes more
important at high field strengths, as inhomogeneities in both the main
magnetic field and the RF field are stronger. For this reason, the success-
ful application of rotating-frame relaxation mapping has been limited, so
far, to lower field strengths or more homogeneous body regions.

The goal of this dissertation is to design and test novel RF prepara-
tions to enable robust, quantitative MRI at high field strengths. First,

ix



x Summary

we explore the use of adiabatic spin-lock preparations to achieve robust
myocardial T1ρ,db or T2ρ,db mapping at 3T. We show that the use
of amplitude-and frequency-modulated RF pulses in spin-lock prepara-
tions allows robust, artifact-free, and reproducible T1ρ,db or T2ρ,db
quantification even in the presence of strong inhomogeneities. This is
particularly important for cardiac applications at high field strengths.
We also propose a modified version of adiabatic spin-lock preparations,
combining slice-selective and non-selective RF pulses, to achieve intrin-
sic dark-blood contrast in myocardial T1ρ,db maps. At the cost of a
moderate loss in precision, dark-blood T1ρ,db maps yield improved my-
ocardium-to-blood contrast that could facilitate scar visualization in the
endocardium.

Next, we investigate novel rotating-frame relaxation parameters, such
as the sub-adiabatic relaxation along a fictitious field (RAFF), for con-
trast-free quantitative MRI at 3T. We introduce a framework for the op-
timization of RAFF pulses in order to maximize resilience to field inho-
mogeneities. We test the performance of the optimized generalized in-
homogeneity-resistant RAFF (girRAFF) pulses for in vivo rotating-frame
relaxation mapping of the calf muscle and knee cartilage. Significant
improvements in robustness with respect to standard RAFF preparations
are observed in both applications.

Moreover, we propose a theoretical derivation of T1ρ in liquids based on
Redfield relaxation theory. We extend this framework to model T1ρ,db
relaxation during amplitude-and frequency-modulated RF pulses, with
the goal of designing adiabatic spin-lock preparations with minimized
T1ρ,db dispersion in the presence of inhomogeneities in the main mag-
netic field.

Finally, we study an alternative application of spin-lock preparations,
namely the direct detection of weak oscillatory magnetic fields induced
by neuronal currents. Spin-lock-based direct detection of neural activ-
ity could represent an opportunity to perform functional MRI (fMRI) with
very high temporal resolution, beyond the limits of blood-oxygenation-
level-dependent (BOLD) contrast. We characterize the susceptibility of
different spin-lock techniques to field inhomogeneities and their impact
on the final sensitivity of neuro-currents fMRI. We also introduce a novel
statistical analysis process based on signal variability to improve neuro-
currents fMRI signal specificity.

In summary, we seek to improve the robustness of RF preparations
with the ultimate goal of pushing the boundaries of their in vivo applica-
bility at high field strengths and enabling their widespread use in clinical
practice.



Samenvatting

Magnetische resonantiebeeldvorming (MRI) is een van de krachtigste
hulpmiddelen die momenteel beschikbaar zijn voor diagnostiek en an-
der medisch onderzoek. MRI kan op een niet-invasieve manier informa-
tie verschaffen over de samenstelling, structuur en functie van biologi-
sche weefsels en systemen. Daarbij levert het een groot contrast tussen
zachte weefsels en een hoge resolutie. MRI-beelden geven doorgaans
kwalitatieve informatie, maar sinds kort zijn er ook kwantitatieve MRI-
technieken beschikbaar. Deze zijn veelbelovend omdat ze objectieve
en reproduceerbare meting van weefseleigenschappen mogelijk maken.
Een goed voorbeeld van kwantitatieve MRI-technieken is het afbeelden
van parameters, dat wil zeggen van van fysieke eigenschappen, van
weefsels zoals de relaxatietijden. Deze MRI relaxatietijden, bijvoorbeeld
de T1 en T2 relaxatie parameters, beschrijven de evolutie van het ge
MRI-signaal terug naar zijn evenwichtswaarde, na excitatie. Dit proces
wordt direct beïnvloed door de moleculaire samenstelling van de biologi-
sche omgeving. De T1 en T2 parameter maps leveren nuttige inzichten
op in de normale toestand van biologische weefsels en eventuele patho-
logische processen.

Zogenaamde roterende frame-relaxatie metingen, zoals T1ρ en T2ρ,
zijn onlangs geïntroduceerd als een techniek die complementair is aan
het mappen van T1 en T2-parameters. Roterende frame-relaxatie tijden
meten de signaalrelaxatie tijdens excitatie en hebben een verhoogde
gevoeligheid voor langzame moleculaire bewegingen die de interacties
van water moleculen met macromoleculen in weefsels karakteriseren.
Daardoor leveren deze parameters waardevolle MRI contrasten, die mis-
schien kunnen leiden tot verminderd gebruik van contrastmiddelen voor
weefselkarakterisering.

Het roterende-frame relaxatie mappen is afhankelijk van het gebruik
van specifieke signaal manipulaties, die spin-lock-voorbereidingen wor-
den genoemd. Dit zijn RF-pulsen van matig-hoge intensiteit die gedu-
rende een relatief lange tijd worden toegepast (in de orde van tienden
van ms) om T1ρ of T2ρ relaxatie te induceren. De in vivo toepasbaarheid
van spin-lock-technieken wordt momenteel beperkt door twee belang-
rijke factoren: enerzijds de hoge SAR-last van spin-lock preparatie en
anderzijds hun sterke gevoeligheid voor systeemimperfecties, zoals in-
homogeniteiten in het hoofdmagneetveld en in het RF-veld. Dit laatste
wordt belangrijker bij hoge veldsterkten, omdat daaarbij de inhomoge-
niteiten in zowel het magnetische hoofdveld als het RF-veld sterker zijn.

xi



xii Samenvatting

Als gevolg hiervan is de toepassing van het roterende frame-relaxatie
mappen tot nu toe beperkt gebleven tot lagere veldsterktes en meer
homogene lichaamsgebieden.

Het doel van dit proefschrift was het ontwerpen en testen van nieuwe
RF-pulsen om robuuste, kwantitatieve MRI bij hoge veldsterktes mogelijk
te maken.

Uiteindelijk heeft dit onderzoek de robuustheid van spin-lock RF prepa-
raties verbeterd, waardoor de grenzen van hun in vivo toepasbaarheid
bij hoge veldsterktes is verlegd en hiermee wijdverspreid gebruik in de
klinische praktijk mogelijk is gemaakt.



1
Introduction

Magnetic Resonance Imaging (MRI) constitutes arguably one of the most
remarkable applications of physics in healthcare over the last century.
Since its introduction, it has firmly established itself as a crucial part of
imaging-based clinical diagnostic processes thanks to its non-invasive
nature, flexibility, and rich soft-tissue contrast. MRI examinations are
now an integral part of the clinical work-up for a multitude of diseases
and MRI research is a bustling field with continuous innovations at the
interface of physics, engineering, and medicine.

MRI has been conventionally used as a qualitative imaging tool.
As such, visual interpretation of MRI scans relies on relative contrast
differences among tissues and depends on the radiologist’s reading.
A paradigm shift arrived through the more recent introduction of
quantitative MRI techniques, where MRI has started to be seen
and used as an instrument to quantify, voxel-by-voxel, the physical
properties of biological tissues. Quantitative MRI has enhanced the
objective measurement of tissue characteristics, facilitating intra-and
inter-subject reproducibility of MRI-based biomarkers.

Quantitative MRI yields parametric mapping of several physical
properties, including voxel-wise measurement of MRI relaxation times.
Relaxation is a fundamental phenomenon associated with nuclear
magnetic resonance (NMR) that describes the return of an excited
spin system to its thermal equilibrium state. T1 and T2 are the
relaxation time constants that are conventionally used to characterize
the longitudinal and transverse evolution of the signal, respectively.
Since the relaxation process is caused by the interaction of nuclear
spins with their molecular and physical environment, T1 and T2 times
can be used as biomarkers to differentiate between tissue compositions.
Normal T1 and T2 times for biological tissues have been experimentally
determined over the years and the sensitivity of T1 and T2 mapping

1
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to certain pathological processes is well documented [1–5]. However,
for subtle changes in the tissue composition, the use of external
contrast agents may be necessary to enhance contrast [6]. In cardiac
tissue characterization, for instance, native T1 maps show limited
sensitivity to fibrosis in ischemic and non-ischemic myocardial diseases
[7]. In these cases, T1 maps acquired after gadolinium-based contrast
injections display higher contrast between scar and remote myocardium.
However, administration of external contrast agents during MRI has
been associated with a risk of retention in brain tissues and, thus, limits
the possibility of repeated examinations [8–10].

Recently, rotating-frame relaxation methods have gained prominence
for their potential to provide insight into the macro-molecular environ-
ment of biological tissues without having to inject external contrast
agents [11]. Rotating-frame relaxation refers to the relaxation processes
measured during continuous redio-frequency (RF) irradiation, as opposed
to conventional relaxation probed during free decay. Thus, rotating-
frame relaxation reflects different physical interactions compared with
conventional relaxation times. Specifically, it has shown higher sensi-
tivity than native T1 or T2 to interactions between water and macro-
molecules. Compared with contrast-based techniques, rotating-frame
relaxation mapping entails less risk, better cost-effectiveness, and the
potential for repeated assessments over time. These advantages have
led to a growing number of technical and clinical studies [11, 12].

Specific signal preparations, during which the RF field is kept at a
moderately high value for long durations (usually 10-50 times longer
than for RF excitation pulses) are used to induce rotating-frame
relaxation. These RF pulses are called spin-locking pulses because they
are not used to excite the magnetization but to lock it along their
axis. Spin-locking effectively suppresses certain mechanisms that would
conventionally induce relaxation under free-decay conditions. Thus,
during spin-lock preparations, longitudinal and transverse relaxation are
relative to the spin-locking RF pulse, instead of the main magnetic field,
and are called T1ρ and T2ρ, instead of T1 and T2.

The use of spin-lock preparations poses limitations in vivo. On the
one hand, their high specific absorption rate (SAR) can cause heating-
related patient discomfort or even tissue damage. On the other hand,
their high susceptibility to inhomogeneities of the main magnetic field
or the RF field hinders robust quantification. For these reasons, the
successful application of rotating-frame relaxation mapping techniques
has so far been limited to lower field strengths (≤1.5 T) or regions
of the body subjected to lower field inhomogeneities (brain, articular
cartilage). Because of these limitations, the full clinical potential of
rotating frame relaxation remains yet to be explored.



1.1. Research Goals

1

3

1.1. Research Goals

The works presented in this dissertation aim to design more robust RF
preparations for in vivo quantification of rotating-frame relaxation at 3T.
Our primary focus is on cardiac tissue characterization as it introduces
additional challenges stemming from the strong difference in magnetic
susceptibility between the heart and the lungs, the presence of flow
effects, as well as the influence of cardiac and respiratory motion.

Our first objective is designing spin-lock preparations fulfilling three
conditions. First, we want to improve the resilience of spin-lock
preparations to inhomogeneities in the main magnetic field (B0) and in
the RF field (B+1 ). Second, we aim to develop spin-lock preparation with
adequate SAR burden for in vivo application. Lastly, we want to achieve
good sensitivity to pathological changes in tissue composition. To this
end, we evaluate adiabatic spin-lock pulses for in vivo rotating-frame
relaxation mapping at 3T.

Once novel RF preparations with the potential for robust rotating-frame
relaxation mapping are identified, our goal is to define a framework for
the optimization of RF pulse parameters, maximizing their resilience to
both B0 and B+1 inhomogeneities. To this end, we initially model the
signal dynamics during adiabatic RF irradiation using Bloch simulations.
In a second phase, we extend the optimization framework to include
a relaxation theory-based component, characterizing rotating-frame
relaxation during amplitude-and frequency-modulated RF pulses.

Next, the performance of the proposed techniques is evaluated in both
phantoms, healthy volunteers, and clinical patients in order to assess
their relevance for potential clinical use. The proposed techniques
are compared to conventional rotating-frame relaxation methods both
qualitatively, in terms of overall image quality and presence of artifacts,
and quantitatively, in terms of precision and reproducibility.

Finally, we aim to explore different applications of spin-locking
pulses in quantitative MRI, beyond rotating-frame relaxation mapping.
Specifically, we target the translation of insights from the applications in
rotating-frame relaxometry to the direct detection of oscillating neuronal
currents.

Our ultimate goal is to propose novel techniques and contrast
mechanisms for quantitative MRI that can significantly impact the
applicability of non-invasive MRI imaging in clinical settings and
positively transform the diagnostic processes.

1.2. Dissertation Outline

The main body of this dissertation is structured as follows:

• In Chapter 2 we introduce basic MRI physics principles necessary
to understand the techniques introduced in this dissertation. We
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introduce the concepts behind nuclear magnetic resonance (NMR),
which explains the origin of MRI signals, the principles of spatial
encoding that allow the acquisition of multi-dimensional images,
and how all of this is combined into complete MRI sequences.
Finally, we also briefly describe the functional parts of clinical MRI
scanners.

• Chapter 3 contains a targeted overview of MRI sequences and
techniques commonly used for cardiac MR (CMR), which is the
primary application for most of the following chapters. Basic
anatomy and functional processes of the human heart are also
described to better understand how cardiovascular diseases can
be captured by CMR imaging. Finally, techniques to enable the
acquisition of spatial, temporal, and parametric dynamics of the
cardiac cycle are presented, with a special focus on mitigating
cardiac and respiratory motion effects.

• In Chapter 4 we propose a novel technique, based on adiabatic
spin-lock preparations, to achieve robust T1ρ,db mapping in the
human myocardium at 3T. Simulations are performed to optimize
the preparation design in terms of robustness to B0 and B+1 field
inhomogeneities. The proposed sequence is tested in phantoms and
healthy volunteers and compared to a conventional non-adiabatic
T1ρ mapping technique. T1ρ,db mapping is also performed on
a proof-of-principle cohort of patients with suspect cardiovascular
diseases and compared to standard clinical protocols to assess its
potential clinical feasibility and value.

• In Chapter 5 we modify the proposed T1ρ,db preparations to obtain
intrinsic dark-blood contrast and potentially improve myocardial
scar visualization at the blood-to-myocardium interface. We study
the influence of preparation parameters on blood suppression
and myocardial thickness for the proposed dark-blood T1ρ,db
mapping sequence through simulations, phantom, and in vivo
experiments. We also compare the dark-blood T1ρ,db mapping
with the reference bright-blood method in terms of precision and
reproducibility both in phantoms and in vivo. Finally, we test
both dark-and bright-blood T1ρ,db mapping on a small cohort of
patients referred for CMR examination.

• In Chapter 6 we propose adiabatic preparation to quantify
myocardial T2ρ,db, providing complementary information to
T1ρ,db. T2ρ,db mapping is compared to T1ρ,db and
conventional T2 mapping in terms of precision and reproducibility
in phantoms and a small cohort of healthy subjects.

• In Chapter 7 we explore relaxation along a fictitious field (RAFF)
pulses, operating in the sub-adiabatic regime. We propose
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a simulations-based framework to optimize RAFF preparations
for rotating-frame relaxation by generalizing them to arbitrary
duration, starting phase, and adiabaticity. The resulting optimal
girRAFF preparation is tested for phantom and in vivo mapping
in the calf muscle and knee cartilage. Performance is compared
to conventional RAFF in terms of precision, reproducibility, and
robustness to field inhomogeneities.

• In Chapter 8 we investigate rotating-frame relaxation during
adiabatic pulses from a theoretical point of view. Based on Redfield
relaxation theory, we propose a framework to derive T1ρ,db
relaxation during adiabatic pulses with variable amplitude-and
frequency-modulation functions. We use this framework to derive
optimal pulse parameters to minimize T1ρ,db dispersion in the
presence of field inhomogeneities to potentially improve in vivo
applicability at high field strengths.

• In Chapter 9 we study an alternative application of spin-lock
preparation for quantitative MRI: directly sensitizing the MRI signal
to weak magnetic field fluctuations caused by neuronal currents.
Based on simulations, we compare the performances of two
spin-lock schemes in terms of sensitivity and resilience to field
inhomogeneities. Additionally, we propose a novel post-processing
framework to extract statistical maps of neural activation patterns
from neuro-currents functional MRI.

• In conclusion, in Chapter 10 we discuss the relevance of the work
presented in this dissertation in the context of the wider research
field and contrast it with other current research developments. This
chapter offers a perspective on the future challenges to address in
order to reach the full technical and clinical potential of rotating-
frame relaxation techniques.
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Abstract

Magnetic resonance imaging (MRI) is one of the most fascinating
applications of advanced physics in modern society. MRI combines
multiple physical concepts to enable non-invasive imaging based on a
magnetization signal that forms within the subject. An unparalleled
wealth of contrast mechanisms can be achieved with MRI, making it
integral to many areas of diagnostic radiology. In this chapter, we set
out to explain the basics of MRI physics, to provide the background
necessary to understand advanced MRI reconstruction techniques. We
will look at the theory of nuclear magnetism and introduce the basic
concepts required to generate the nuclear magnetic resonance (NMR)
signal. Subsequently, the process of spatial localization of the NMR
signal that allows for image formation is explained. With this knowledge,
we will discuss basic MRI pulse sequences. To conclude, we lay out
the basic characteristics and hardware components of modern MRI
machines.
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2.1. A Brief History of MRI

In the 1970s, the State University of New York decided against supporting
a patent application, with the rationale that a resulting patent would
be unlikely to cover the necessary expenses. The patent application in
question was written by Paul C. Lauterbur, describing his technique of
creating an image from nuclear magnetic resonance (NMR) using field
gradients. Some 30 years later, this invention would be recognized by
the Nobel Committee as fundamental for the development of what is
now known as magnetic resonance imaging (MRI) - and by the State
University of New York as a huge missed opportunity. Since Lauterbur
created his early predecessor to MR images by rotating a probe with
deuterium and water in an NMR spectrometer [13], MRI has come a long
way. With nearly 100 million scans performed each year worldwide, MRI
is one of the backbones of modern image-based diagnosis. A plethora
of key innovations by brilliant minds has facilitated the techniques that
now enable unique insight into the human body.

MRI is based on the phenomenon of NMR, which was first described
by Isidor I. Rabi in the 1930s [14] and later followed by experimental
validation in 1938 [15]. The next step was taken by Felix Bloch and
Edward M. Purcell, who independently demonstrated NMR in liquids and
solids in 1946 [16, 17]. These discoveries marked the beginning of NMR
spectroscopy, which in the following years proved to be a transformative
technique for the study of molecules. However, further leaps were
required to enable the formation of images.

The first step in this direction was taken by Hermann Y. Carr, who
reported in his Ph.D. thesis from 1952 the use of spatially varying
magnetic fields, so-called gradient fields, to encode the spatial location
of magnetization in NMR experiments [18]. In his landmark paper
from 1973, Lauterbur built on this idea to create a two-dimensional
image, introducing the fundamental concept of image formation used
in modern MRI machines [13]. Following Lauterbur’s seminal work,
Sir Peter Mansfield in Nottingham, UK, introduced the mathematical
characterization of the newly formed imaging methodology [19]. The
contributions of Paul C. Lauterbur and Sir Peter Mansfield that enabled
the development of MRI were honored with the Nobel Prize for Physiology
and Medicine in 2003. These developments sparked the rapidly evolving
field of MRI research, which remains an active area of research to date.

In this chapter, we describe the basic physical principles that underpin
MRI and that are necessary to understand the properties of MR images,
data acquisition techniques, and reconstruction methods. We take an
explorative approach to derive six principles that aim at enabling the
reader to follow in-depth discussions of MRI: 1) The formation of a
magnetization based on nuclear magnetism; 2) The dynamics of this
magnetization in an external magnetic field; 3) The use of rotating
magnetic fields to create a detectable magnetization component; 4)
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The use of induction to measure this component; 5) The evolution of
this signal in the presence of relaxation mechanisms, and finally 6) The
use of gradient fields to enable image formation. By the end of this
chapter, the reader will hopefully have attained a basic understanding
of an MRI experiment and the different components involved. This
forms the foundation necessary to understand and discuss advanced
MRI reconstructions.

2.2. Nuclear Magnetism

The signal in MRI originates from magnetization that forms within
the sample or the subject that is being imaged. The source of this
magnetization can be found in the nuclei of certain atoms within the
sample, due to a physical phenomenon, termed nuclear magnetism. To
understand nuclear magnetism and the resulting MRI signal, the basic
properties giving rise to this phenomenon, and the physical principles
describing its behavior are laid out in this section.

2.2.1. Spin

Particles and nuclei are described by several characteristics, for example,
their mass or their charge. Similar to mass or charge, spin also describes
a fundamental property intrinsic to particles and nuclei. As hinted to by
its naming, a spin is related to an angular momentum, similarly to the
rotational momentum of a spinning top. However, unlike the classical
angular momentum of the spinning top, the spin angular momentum is
quantized, i.e., it can only occur in certain discrete states.

Think of this as the difference between a bicycle wheel compared
with a fortune wheel: a classical angular momentum can align in any
direction, similar to the bicycle wheel that can stop at any angle. A
spin angular momentum, however, has only a discrete set of directions,
similar to the stopping position of the fortune wheel. The number of
possible directions, also known as spin states, is characterized by the
spin quantum number, s. By conventional definition, s is a half or full
integer number (s = 0,1/2,1,3/2...). Using the spin quantum number,
the number of different spin states is given by 2s+ 1. The spin quantum
number is a constant property that does not change over time and
cannot be altered without modifying the particle or the nucleus. The spin
state, on the other hand, can change over time and may be different for
otherwise identical particles or nuclei.

Going back to our analogy of the spinning top, if additionally an
electric charge is placed on the edge of the spinning top, it rotates due to
the rotational momentum of the spinning top. Classical electrodynamics
tells us that the rotation of the charge gives rise to a magnetic moment
oriented along the rotational axis. Similarly, nuclei with nonzero spin
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develop a magnetic moment. This nuclear magnetic moment is mostly a
magnetic dipole moment, which means its magnetic field is comparable
to the one created by an infinitely small bar magnet. Thus, a useful
analogy of nuclei for the understanding of MRI is the picture of a
spinning bar magnet as illustrated in Figure 2.1. However, the analogy
has certain limitations. For example, nuclei with asymmetric charge
distribution also exhibit weak quadrupole moments, associated with
different resulting magnetic fields. These effects can have relevant
consequences on the signal when imaged with MRI.∗

2.2.2. Net Magnetization

When a nucleus that exhibits a nuclear magnetic moment is placed
into an external magnetic field B, different orientations of the magnetic
moment are associated with different magnetic potential energies. For
the discrete spin states, this entails an energy gap between the various
states. This splitting of the energy levels is called the Zeeman effect.
The gap between the energy states depends on the strength of the
external magnetic field B, the magnetic moment (μ), and the spin (s). A
useful quantity to describe the behavior of nuclei in external magnetic
fields is the gyromagnetic ratio which is obtained as the ratio between
the magnetic and the angular momentum γ = μ/(sℏ), where ℏ is the
reduced Planck constant. The energy gap between the spin states can
then be expressed as

ΔE =
μ

s
B = γℏB. (2.1)

When placing a multitude of nuclei into the external magnetic field,
distribution across the spin states will naturally arise, following the
principles of thermodynamics. This distribution can be described using
Boltzmann statistics as a function of the energy gap ΔE and the
temperature T as

N+

N−
= e−

ΔE
kT , (2.2)

with N+ and N− being the number of nuclei in the higher and lower
energy spin state, respectively. Here, k denotes the Boltzmann constant.
The uneven distribution of the orientations of the magnetic moments
entails that, when summing all magnetic moments in a volume, a
nonzero magnetization is formed.

MRI most commonly focuses on the hydrogen nucleus 1H which
comprises only a single proton. A proton is a Fermion, which means it
has a half-integer spin, in this case, s = 1/2. Accordingly, the hydrogen
∗For more details, the reader is referred to [20, 21].
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Figure 2.1 : (a) Spinning top with angular momentum L, (b) hydrogen nucleus (proton)
with magnetic moment μ, and (c) spinning bar magnet with magnetic dipole moment μ.

nucleus has only 2s + 1 = 2 spin states, which are often referred to
as spin-up and spin-down, respectively (Figure 2.2). In this case,
the net magnetization is easily derived by subtracting the anti-parallel
(spin-down) magnetic moments from the parallel magnetic moment
(spin-up).

M0 =N+μ − N−μ = N−μ
�

e−
ΔE
kT − 1
�

(2.3)

=Nμ
e−

ΔE
kT − 1

e−
ΔE
kT + 1

= Nμtanh
�

ΔE

2kT

�

(2.4)

≈
NμΔE

2kT
=
NμγℏB

2kT
. (2.5)

Here, N− = N/(e−
ΔE
kT + 1) with N = N+ + N− , was used in Eq. (2.4),

which can be easily derived from Eq. (2.2). Further, tanh() ≈  was
approximated under the assumption of ≪ 1. Eq. (2.5) can be similarly
derived for other spin values and is known as Curie’s law. As illustrated
in Figure 2.3, this describes the first fundamental step in forming a
magnetization that can later be used for imaging.
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Figure 2.2 : Zeeman splitting effect: when no external magnetic field is present, spins
with randomly distributed magnetic moments are characterized by the same energy
level. In presence of an external magnetic field, the spin-up and spin-down states are
separated by a potential energy gap.

Principle 1: Net Magnetization
If samples containing nuclei with nonzero spin s are brought
into a magnetic field B a net-magnetization M0 forms. This
magnetization is formed parallel to the external field (M0 ∥ B) and
its magnitude is characterized as

M0 =
Nγs(s + 1)ℏ2

3kT
B, (2.6)

with the gyromagnetic ratio γ, the spin quantum number s, the
number of nuclei per volume N, the temperature T, and the
Boltzmann constant k.

2.2.3. Magnetization Dynamics

Forming a magnetization along the external magnetic field proves to be
not very fruitful by itself. Instead, it helps to consider the magnetization
dynamics over time. Any sample with a magnetic dipole moment M(t)
experiences a torque T(t) in the presence of a static external field B:

T(t) =M(t) × B. (2.7)
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Figure 2.3 : (a) Spins and corresponding magnetic moments are randomly oriented
in the absence of an external magnetic field (B = 0). (b) In the presence of an
external magnetic field B, however, the majority of the spins occupy the lower energy
configuration, the spin-up state, generating a net magnetization M0 aligned with the
magnetic field.

Accordingly, the same happens to a sample with nonzero spin nuclei.
However, as initially explained, the spin is also associated with an
angular momentum. Thus, this torque affects the cumulative angular
momentum Ls of the sample as†

L̇s(t) =M(t) × B. (2.8)

The gyromagnetic ratio γ links the magnetic and the angular moment
of our spin ensemble. Hence, we can link the dynamics of the
angular momentum to that of the net magnetization as presented in the
following principle.

Principle 2: Larmor Precession
The net magnetization M(t) described in Principle 1 undergoes the
following dynamics in a static external magnetic field B.

Ṁ(t) = γM(t) × B + relaxation terms‡, (2.9)

with the gyromagnetic ratio γ. These dynamics are known as
Larmor precession [22].

†For convenience, we use Newton’s notation for differentiation throughout this chapter.
If ƒ is a function of t, then the derivative of ƒ with respect to t is denoted as ƒ̇ .
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This enables us to gain some important insights into magnetization.
First, if the magnetization is parallel to the external magnetic field, no
dynamic behavior is observed in the magnetization:

M(t) ∥ B =⇒ M(t) × B = 0 =⇒ Ṁ = 0 =⇒ M(t) =M(0). (2.10)

However, if the magnetization is skewed away from the external field by
an angle θ, Principle 2 dictates that the gradient direction is tangential
to a circle around the main magnetic field, and its magnitude is found as

∥Ṁ(t)∥ = γsin(θ)MB, (2.11)

with the (static) magnitude of the magnetization M = ∥M(t)∥ and the
field strength B = ∥B∥.

Thus, the magnetization vector describes a cone around the external
magnetic field, with the tip lying in a circle. This type of motion is called
precession and can again be likened to our spinning top. If the spinning
top is nudged so that its rotational axis is angled with respect to the
gravitational force, it precesses around this axis comparably.

The circle prescribed in this motion has radius sin(θ)M. Thus, the
frequency of the rotation can be obtained as

γsin(θ)MB

sin(θ)M
= γB = ω. (2.12)

This field-dependent angular frequency is also known as the Larmor
frequency and will prove important for our understanding of the MRI
signal.

2.3. NMR/MRI Signal

2.3.1. Signal Creation and Reception

There is little use in knowing the magnetization dynamics if we cannot
manipulate or detect them. We will now explore how the resonance
phenomenon can be employed to change the magnetization and how
this can be read out into a detectable signal.

Radiofrequency Pulses

In MRI, a signal can only be created if the magnetization is nutated away
from the external magnetic field. For this purpose, the special case of

‡The relevant relaxation terms will be introduced in subsection 2.3.2.
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rotating external magnetic fields is particularly relevant. To this end, we
start by defining the overall magnetic field Btot(t) as

Btot(t) =





B1cos(ω1t)
B1sin(ω1t)

B0



 , (2.13)

with a stationary magnetic field with strength B0 along the z-axis and a
secondary magnetic field with amplitude B1 rotating in the transverse
plane with angular frequency ω1, i.e., the plane orthogonal to the B0
field.

To better understand the effects of rotating magnetic fields, it is useful
to consider a rotating frame of reference (RFR). RFRs are a familiar
concept. The reader is likely observing this chapter in an RFR: in a
galactic reference frame, this book would rotate around the axis of the
globe. However, the reference frame we observe is spinning with the
globe and makes the book appear stationary. Similarly, we can define an
RFR to rotate with the rotating magnetic field (an extensive explanation
can be found in [23]). For the stationary or laboratory frame of reference
(, y, z) and the RFR (′, y′, z′), we can define the following reference
frame transformation





y
z



 7→





′

y′

z′



 : R(t) =





cos(ω1t) sin(ω1t) 0
−sin(ω1t) cos(ω1t) 0

0 0 1



 , (2.14)

with R(t) being a proper rotation matrix, i.e., R(t)RT(t) =  and
det(R(t)) = 1.

Observing the magnetization dynamics of a magnetization M′(t) =
R(t)M(t) in an RFR in the presence of a rotating dynamic magnetic field
Btot(t) such as defined in Eq. (2.13) yields

Ṁ′(t) =
d

dt
(R(t)M(t)) = Ṙ(t)M(t) + R(t)Ṁ(t) (2.15)

=Ṙ(t)RT(t)M′(t) + R(t)γM(t) × Btot(t). (2.16)

By multiplying out the matrices, it can quickly be concluded that

Ṙ(t)RT(t)M′(t) = −ω1M
′(t) ×





0
0
1



 (2.17)

and

M(t) × B(t) = RT(t)M′(t) × Btot(t), (2.18)
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due to the rotation properties of the cross product. It follows

Ṁ′(t) = − ω1M
′(t) ×





0
0
1



+ R(t)γRT(t)M′(t) × Btot(t) (2.19)

=γ



B′
tot
(t) −





0
0

B0
ω1
ω0







 , (2.20)

with the Larmor frequency ω0 = γB0 and

B′
tot
(t) = R(t)B(t) =





B1
0
B0



 . (2.21)

This yields the following principle.

Principle 3: Rotating Frame Excitation
For a magnetic field with a rotational component in the y-plane
Btot(t) =
�

B1cos(ω1t) B1sin(ω1t) B0
�T , the net magnetization

M′(t) in a RFR rotating about the z-axis with frequency ω1 can be
described as

Ṁ′(t) = γM′(t) × Beff(t) + relaxation terms, (2.22)

with the gyromagnetic ratio γ, the Larmor frequency ω0 = γB0 and

Beff(t) =





B1
0

B0
�

1 − ω1
ω0

�



 . (2.23)

Again, this principle allows us to derive some important properties.
Namely, if the secondary magnetic field B1 is applied at the resonance
frequency, i.e., ω1 = ω0, the magnetization vector in the RFR rotates
only about the secondary magnetic field, as shown in Figure 2.4. The
speed of this rotation is determined by the strength of the secondary
magnetic field. Hence, the angle accumulated by the secondary
magnetic field of time-varying amplitude B1(t) can be computed as

α =
∫ ∞

0
γB1(t)dt, (2.24)

and is called the flip angle. Accordingly, for the simple case of a constant
magnetic field B1 applied during a time τ, the flip angle α = γB1τ. A
flip angle of 90◦ tips the magnetization into the transverse plane and



2

18 2. Brief Introduction to MRI Physics

yields the strongest magnetization component orthogonal to the main
magnetic field. The application of α = 180◦, returns no transverse
magnetization, essentially inverting the magnetization.

On the other hand, for ω1 ̸= ω0 the magnetization precesses around
an angled effective field, where the angle between Beƒ ƒ and the
z-axis amounts to θ = atan (B1/ (B0 (1 − ω1/ω0))). In MRI, the field
strength of the secondary magnetic field is much smaller than the main
magnetic field (B1 ≪ B0), thus, to induce a precession that rotates the
magnetization away from the z-axis, it is important to closely match the
resonance frequency.

On clinical MRI systems, the field strength is often around B0 = 1.5T.
At this field strength, resonance is achieved at the Larmor frequency of
ω0/(2π) ≈ 63.9 MHz (for the hydrogen nucleus). As these frequencies
are in the range of radio waves, the rotating magnetic field B1 may
be referred to as radiofrequency (RF) field. Because the B1 field is
employed for a short duration, it is also often commonly referred to as
an RF pulse. An RF pulse creating a flip angle of 90◦ is (conveniently)
called a 90◦ pulse.

Signal Detection

To better understand how to create a detectable signal from the
magnetization M in MRI, it is useful to consider the individual
magnetization components

M(t) =





M(t)
My(t)
Mz(t)



 . (2.25)

Mz(t) describes the magnetization component along the z-axis, which
is aligned with the external magnetic field B0 =

�

0 0 B0
�T , and is

called the longitudinal magnetization. The vector My =
�

M My
�

is
referred to as the transverse magnetization which lies in the y-plane,
orthogonal to the main magnetic field B0.

Using this notation, the net magnetization M that is formed, following
Principle 1, is aligned with the external magnetic field B0

M(0) =





0
0
M0



 . (2.26)

Using Principle 3, we can calculate the effect of an RF pulse played
along the y′-axis with a duration τ and strength B1 chosen to achieve
a flip angle α = γτB1 = 90◦. When neglecting the relaxation terms, it
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Figure 2.4 : On-resonance 90◦ excitation pulse (Beƒ ƒ = B1, ω1 = ω0) tipping the
magnetization to the transverse plane, as viewed in the (a) laboratory and (b) rotating
frame of reference (RFR). (c, d) Off-resonance excitation pulse (ω1 ̸= ω0), causing Beƒ ƒ
to be strongly angled towards the z-axis, preventing full excitation.

follows for the magnetization:

M′(τ) =





M0
0
0



 =⇒ M(τ + t) =





cos(ω0t)M0
sin(ω0t)M0

0



 , (2.27)

in the RFR and the stationary frame, respectively.
This means that a time-varying magnetization component has been

created on the transverse plane. The time-varying magnetic field
originating in the precession of the magnetization vectors can be picked
up using an inductive coil near the sample. In its most simplistic form,
this coil is an individual loop of wire. Faraday’s law of induction declares
that a time-varying magnetic flux through a wire loop produces a current
in the loop and induces a voltage ϕ over the edges of the loop.
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Principle 4: Faraday’s Law of Induction
If a coil is placed such that a magnetic field has a temporally
varying component normal to the coil area, a voltage is induced in
the coil. The produced voltage E is proportional to the negative
of the rate of temporal variation of the flux (dϕ/dt), which in turn
is proportional to the magnetic field strength normal to the coil
(ϕ ∝My):

E ∝ −
dϕ

dt
. (2.28)

The demand for a time-varying magnetic flux is the reason solely
precessing magnetization in the y-plane yields an increase to an
NMR signal: the z-component does not precess and, hence, generates
no voltage. At greater strengths of the B0 field, the magnetization
precesses at a higher frequency, and so the value of dϕ/dt rises. Thus,
stronger magnetic fields yield better signal strength not only because
of the larger nuclear polarization (Principle 1) but also because of the
additional increase in magnetic flux.

2.3.2. Signal Relaxation and Decay

When researchers first created NMR signals from the principles above,
such as Erwin Hahn with his pulsed NMR experiments in 1950 [24],
they had to make the sobering observation that the carefully created
signal would quickly decay. It was Felix Bloch, who phenomenologically
concluded that the created NMR signal is subject to multiple relaxations
and decay processes, which prevent a transverse magnetization from
indefinite signal induction [25].

To create a detectable signal, following Principle 3, an RF pulse
needs to be applied at the Larmor frequency. Note that this frequency
corresponds to the energy gap between the spin states

ΔE = ω0h = γhB0, (2.29)

where h is the Planck’s constant. Thus, when a secondary magnetic
field is applied, energy is transmitted into the system. This excess
energy excites the system above the thermal equilibrium, to which it
naturally relaxes back. In the vector model, the Mz component has
been lowered from its equilibrium value of M0, and the M and/or My
components may have a nonzero value. Each of the magnetization
components Mz, M, and My returns to the thermal equilibrium value
over time. To better understand this relaxation, it is useful to consider
two different processes: 1) The recovery of the Mz component to the
thermal equilibrium value M0, also known as longitudinal relaxation, and
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2) The decay of the transverse magnetization towards zero, also known
as transverse relaxation.

Longitudinal Relaxation

During the recovery to thermal equilibrium, the spin system dissipates
energy to the surrounding lattice. Thus, the recovery of the longitudinal
magnetization is also known as spin-lattice relaxation. The closer
the system gets to thermal equilibrium, the closer the longitudinal
magnetization is to the equilibrium magnetization M0. The rate of
recovery depends on the excess of energy in the spin system, as well as
a sample-specific constant T1. This allows us to describe the dynamics
of longitudinal magnetization, including magnetization recovery, as

Ṁz(t) = γ(M(t) × B(t))z −
Mz(t) − M0

T1
, (2.30)

where (x)z = z, for x =
�

 y z
�T .

In MRI, observing the longitudinal magnetization following an RF pulse
of flip angle α is of particular interest. Following Principle 3 we see
that promptly after the application of the RF pulse, the longitudinal
magnetization Mz can be described by M0cos(α). For a time t after the
RF pulse, Eq. (2.30) gives the value of Mz as

Mz(t) = M0cos(α) + (M0 − M0cos(α))
�

1 − e−
t
T1

�

. (2.31)

For instance, following a 90◦ pulse, the value of Mz is given by

Mz(t) = M0

�

1 − e−
t
T1

�

. (2.32)

This and an example of longitudinal magnetization regrowth following a
180◦ pulse can be seen in Figure 2.5.

Transverse Relaxation

The physical basis for the second relaxation mechanism, the transverse
magnetization decay, differs from the T1 relaxation process. A
coherent magnetization in the transverse plane can only be maintained,
as long as all magnetic moments contributing to the transverse
magnetization precess at the same frequency. However, even in a
perfectly homogeneous magnetic field, magnetic moments precess at
marginally different frequencies. This is due to the magnetic moments
of neighboring nuclei, which influence the observed net magnetic field
strength at any location and in a time-varying manner, due to the
molecular motion. Transverse magnetization decay is caused by losing
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Figure 2.5 : Exponential regrowth, over time, of the longitudinal component of the
magnetization Mz(t) to the equilibrium value M0 after a 90◦ (a) or 180◦ (b) excitation
pulse.

the phase coherence among the magnetic moments. As a result, the net
magnetization decays over time (Figure 2.6): the magnetic moments fan
out, and consequently, the magnitude of the net sum decreases. Thus,
the transverse magnetization unwinds back to the thermal equilibrium
value of zero with a sample-specific time constant called the spin-spin
relaxation time, or T2:

Ṁ(t) = γ(M(t) × B(t)) −
M(t)

T2
, (2.33)

Ṁy(t) = γ(M(t) × B(t))y −
My(t)

T2
. (2.34)

Together these relaxation processes constitute the Bloch Equations,
one of the most important tools for MRI researchers.

Principle 5: Bloch Equations
The time evolution of Mz, M, and My can be described by
differential equations, recognized as the Bloch equations:

Ṁ(t) =
d

dt





M
My
Mz



 = γ(M(t) × B(t)) −







M(t)
T2

My(t)
T2

Mz(t)−M0
T1






(2.35)

Two mechanisms that contribute to the loss of phase coherence of the
transverse magnetization can be differentiated. The first mechanism
is the “real” T2 decay originating in spin-spin interaction, as described
before. The second mechanism derives from the spatial disparities of
the magnetic field strength inside the body. There are, in turn, two



2.3. NMR/MRI Signal

2

23

Figure 2.6 : (a) Exponential decay of the transverse component of the magnetization
(M′

y
(t)) in the RFR over time. The transverse component recovers to the equilibrium

value zero after excitation with an arbitrary flip angle α. The coherence loss of magnetic
moments precessing in the transverse plane and the corresponding net transverse
magnetization My is shown right after the excitation pulse (b) and after one (c) or
several (d) spin-spin relaxation periods T2.

notable causes for these differences. The first is the inherent magnet
design: it is impracticable to design a magnet generating a perfectly
homogeneous magnetic field throughout the whole subject. The second
cause is given by regional changes in the magnetic field due to the
distinct magnetic susceptibilities of different tissues. This effect is
particularly pronounced at the air/tissue and bone/tissue boundaries.
Collectively, these effects create a decline in phase coherence, which
is described by a relaxation time T

′

2. The effective relaxation time that
characterizes the decay of transverse magnetization is a combination of
signal loss due to T2 and T

′

2 effects. This is defined by T∗2 , and it can be
expressed by

1

T∗2
=

1

T
′

2

+
1

T2
. (2.36)

Considering these decay mechanisms, the detectable magnetization
in the transverse plane from Equation (2.27), which is formed after the
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application of a 90◦ RF pulse, can be described as

M(t) =





cos(ω0t)
sin(ω0t)

0



M0e
− t
T∗2 . (2.37)

In high-resolution NMR spectroscopy for chemical examination, the
sample is small and spatially uniform. Thus, there are only small
field inhomogeneities leading to long T

′

2 times. In this case, the value
of T∗2 is adequately approximated by T2, and Principle 5 is accurate
for representing the decay of transverse magnetization in the entire
sample. In MRI, however, the value of T

′

2 can be up to 10-100 times

lower than that of T2. Thus, T
′

2 is the main driver of T∗2 decay.
In practice, it is often important to discriminate between T2 and T∗2 .

The field variations contributing to T2 are temporally variant, but the
effects contributing to T∗2 are static over time. Fortunately, a mechanism
can also be used to recover the signal loss due to temporally invariant
causes. If at a time τ, following the 90◦ pulse, a 180◦ pulse is applied,
the magnetization is flipped, and the phase dispersion is re-wound.
Thus, this pulse is also known as refocusing pulse. At the time point
echo time (TE = 2τ), when the phase coherence is maximally restored,
a spin-echo is formed and T2 can be measured [24, 26]. This effect is
illustrated in Figure 2.7.

2.3.3. Signal Relaxation During RF Irradiation: Spin-Lock MRI

Generally, MRI relaxation is neglected during the application of RF
pulses to excite, invert, or refocus the magnetization. The duration
of these RF pulses is rarely longer than a few ms, while relaxation
time constants T1 or T2 range from tens to thousands of ms in vivo.
Thus relaxation contributions to the MRI signal evolution during RF
irradiation can be discarded. However, there is a specific class of MRI
techniques in which this approximation fails: the so-called spin-lock
experiments. Spin-locking is performed when a moderate amplitude
RF pulse is applied for longer times up to tens or hundreds of ms,
following conventional excitation. If the spin-lock pulse is applied with a
90◦ phase offset with respect to the RF pulse used to excite the signal
(BSL(t) =
�

BSLcos(ωSLt) BSLsin(ωSLt) 0
�T), the resulting effective field

in the RFR can be expressed as:

Beff(t) =





0
BSL

B0
�

1 − ωSL
ω0

�



 , (2.38)

where BSL and ωSL represent the spin-lock pulse strength and frequency,
respectively. When a spin-lock pulse is applied immediately after
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Figure 2.7 : Signal evolution during a spin-echo experiment in the RFR (green) and the
laboratory frame of reference (gray). After the first 90◦ pulse, spins start dephasing,
generating the FID signal, characterized by the T∗2 decay. The application of a 180◦

pulse inverts the process and generates an echo at TE = 2τ, recovering T
′

2 losses.
Overall, the spin echo signal follows a T2 decay.

excitation, the magnetization rotates around the effective field vector
Beff instead of relaxing back to its equilibrium value under free decay
conditions.

The Bloch equations in (2.35) can be adapted to describe the time
evolution of the magnetization with a few precautions. Relaxation
components can not be neglected during spin-lock pulses because of
their significant duration. At the same time, T1 and T2 relaxation
constants defined in Section 2.3.2 for free decay do not reflect the
conditions of relaxation during RF irradiation. The spin-lock pulse
constitutes an additional source of energy stimulating the relaxation
process, in addition to the molecular motion processes introduced in
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Section 2.3.2. Consequently, the longitudinal and transverse relaxation
time constants during RF irradiation assume different values from
conventional T1 and T2 and are called T1ρ and T2ρ. The letter ρ stands
for the rotating frame of reference, since T1ρ and T2ρ are derived in
a double RFR where Beff is aligned with z′′. Thus, T1ρ describes the
longitudinal magnetization along the orientation of the effective field,
while T2ρ describes the transverse relaxation in the plane orthogonal to
the orientation of the effective field.

While T1 times are mostly sensitive to molecular motion processes
at the Larmor frequency (ω0 = 127.74 MHz for a 1.5 T MRI system,
or 127.74 MHz for a 3 T scanner, for instance), T1ρ is also sensitive
to interactions at the spin-lock frequency (γBSL). In clinical systems,
due to technical constraints in the RF amplifiers, RF pulses can reach
up to ∼ 15μT, corresponding to a maximum frequency of ∼ 650 Hz,
a few orders of magnitudes lower than the Larmor frequency. The
lower frequencies are characteristic of molecular motion phenomena
such as chemical exchange or diffusion, which are important factors
determining the interactions between macromolecules and water in
biological tissues. Thus, rotating-frame relaxation induced by spin-lock
experiments exhibits sensitivity to interesting dynamic processes that
would normally be obscured in T1 or T2 relaxation.

2.4. Image Formation

The NMR signal defined so far is the gross summation of all net magnetic
moments in the sample. It was not before 1973 when the contributions
of Paul C. Lauterbur enabled to make spatial sense of the signal [13]. The
key innovation was the introduction of gradient fields, magnetic fields
whose strength is a function of the spatial location. It was discovered
that in the presence of a gradient field, the spatial distribution of the
protons gives rise to a variety of proton resonant frequencies, each
dependent upon the location of the proton in the sample.

To understand image formation using magnetic field gradients,
consider the most common form, linear field gradients. Let G = ∇B
denote the gradient of the magnetic field strength of this gradient field.
The total magnetic field strength at a position r can then be obtained as

B(r) = B0 + GTr. (2.39)

It should be noted that the orientation of the gradient fields (but not the
direction of change) is always parallel to the static field, in order to alter
the longitudinal component of the overall magnetic field.

In the presence of a field gradient, the Larmor frequency of the
magnetization becomes a function of its spatial location,

ω(r) = γGTr (2.40)
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In other words, the gradient fields allow linking the Larmor frequency to
the spatial location inside the magnet.

To see how the difference in precession frequency can be used for
encoding, consider the application of gradient fields after a transverse
magnetization has been created. For this purpose, the transverse
magnetization is best described as a complex function of the time
and the location My(t, r) = M(t, r) + My(t, r). With this definition,
the complex plane of My(t, r) coincides with the y-plane. Following
Principle 2, and assuming no relaxation effects due to t≪ T∗2 , it is easily
verified that the precession can be described as

My(t, r) = e−γB(r)tM0
y
(r). (2.41)

Combining Equations (2.41) and (2.39), yields

My(t, r) =e−γB0te−γG
TrtM0

y
(r). (2.42)

The MRI signal can then be obtained as the spatial sum across the
imaging volume

S′(t) ∝
∫

e−γB0te−γG
TrtM0

y
(r)dr (2.43)

=e−ω0t

∫

e−γG
TrtM0

y
(r)dr. (2.44)

After demodulation of the signal with the Larmor frequency ω0

S(t) ∝
∫

e−γG
TrtM0

y
(r)dr. (2.45)

The versed reader might recognize the resemblance to a Fourier
transform. Indeed, to connect to the Fourier transform, consider a
gradient G =

�

G Gy Gz
�

after time t. The gradient moments can
be defined as m = Gt, my = Gyt and mz = Gzt and wavenumbers as
k = γm, ky = γmy and kz = γmz to yield

S(k, ky, kz) ∝
∫ ∫ ∫

e−(k+kyy+kzz)M0
y
(, y, z) d dy dz. (2.46)

It follows that the Fourier transform of the signal S recovers the spatial
information of the magnetization.
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Principle 6: Gradient Encoding
If gradient fields with gradient moments m, my and mz are applied
after the creation of a transverse magnetization M0

y
(, y, z), the

resulting signal can be described as

S(k, ky, kz) ∝
∫ ∫ ∫

e−(k+kyy+kzz)My(, y, z) d dy dz. (2.47)

using the wavenumbers k = γm, ky = γmy, and kz = γmz, and
the gyromagnetic ratio γ.
Of note, the Fourier transform of this signal recovers the spatial
information about the magnetization

F(S)(, y, z) ∝ M0
y
(, y, z). (2.48)

In the remainder of this section, it will be explored how this principle
can be used to encode an image in MRI. Commonly, three steps can
be differentiated in this process: frequency encoding, phase encoding,
and slice selection. Principle 6 is commonly considered in a stationary
reference frame aligned with the image orientation to ease notation.
Thus, we can assume that frequency encoding is performed along the
-axis, phase encoding along the y-axis, and slice selection along the
z-axis.

2.4.1. Frequency Encoding

Frequency encoding is the most straightforward way to apply Principle 6
for spatial encoding. In frequency encoding, a gradient G is turned on
and the signal is continuously sampled, while the gradient is applied.
The acquired signal can thus be described as

S(γGt,0,0) ∝
∫

e−k
∫ ∫

My(, y, z) dy dz d. (2.49)

Accordingly, one spatial dimension can be fully characterized using
frequency encoding.

As the frequency encoding gradient G remains turned on, the spins
precess at different frequencies, while the signal is acquired. Thus,
the received composite signal is a summation of the contributions at
many frequencies. This situation can be compared to a glass harp
(Figure 2.8a). Each spin is a different wine glass, and the filling line
that determines the frequency is a function of the position along the
frequency encoding direction. In this analogy, frequency encoding is
obtained by playing all glasses at the same time, and a frequency
analysis can be used to recover the position of the individual glasses.
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Figure 2.8 : (a) Frequency encoding: when G is applied, it induces a spatially dependent
shift in the B0 field and causes spins, at different locations along the -axis, to precess
at different frequencies. This enables signal localization in the  direction, similar to
playing glass harp, with wine glasses filled with different water levels: the higher the
water level, the lower the pitch. (b) Phase encoding: when Gy is applied for a duration
τpe, the spins accumulate a spatially dependent phase value ϕ, precessing with the
same frequency but different phases once the Gy is turned off. This can be compared to
water-filled glasses, with identical water levels, being played at different initial phases.

2.4.2. Phase Encoding

In order to encode additional spatial dimensions, phase encoding can
be applied. In phase encoding, a gradient is turned on and off before
frequency encoding and data acquisition begins. A number Ny of
distinct values of this phase encoding gradient with stepwise amplitude
increment ΔGy are used for a fixed duration τpe, to obtain different
gradient moments my(n) = nΔGyτpe,−Ny < n ≤ Ny.

In combination with frequency encoding, we obtain the following signal

S(γGt, γnΔGyτpe,0) ∝
∫ ∫

e−k+kyy
∫

M0
y
(, y, z) dz dy d. (2.50)

During the application of Gy with moment my(n), spins accumulate
a spatially dependent phase shift ϕn(y) = γmy(n)y. So while all spins
along the phase encode dimension precess at the same frequency, the
phase between the signals is shifted. Since only one phase shift can
be obtained in the phase encoding direction, the application of many
gradient amplitudes is necessary to spatially resolve this information. In
the glass harp analogy, phase encoding is represented by glasses with
the same filling line, thus producing the same frequency, but they are
played with a different phase, as illustrated in Figure 2.8b.
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Phase encoding, as described above, can be applied along multiple
dimensions. For example, additional phase encoding can be used in the
slice dimension, to enable the acquisition of a 3D image. To this end, a
second phase encoding gradient is applied such that for each gradient
step in the new axis, a whole set of phase and frequency encoding
steps are obtained. However, the number of phase encoding steps
required grows exponentially with the number of dimensions encoded.
As phase encoding is the major time-limiting factor in MRI, 3D imaging is
often time-consuming and the acquisition of (multiple) 2D slices remains
standard in clinical use.

2.4.3. Slice Selection

To acquire a 2D slice in MRI, slice selection can be accomplished by a
frequency-selective RF pulse employed together with a magnetic field
gradient Gz. During the application of Gz, the Larmor frequency varies
as a function of the location along the slice encoding direction. Thus,
if the selective RF pulse is administered at a frequency ωs with an
excitation bandwidth of ±Δωs (Figure 2.9), then following Principle 3
only protons precessing at frequencies between ωs+Δωs and ωs−Δωs
are flipped into the transverse plane; those with resonant frequencies
outside this range are not effectively nutated and remain largely aligned
with the z-direction. In combination with frequency and phase encoding,
slice selection enables two-dimensional imaging of the slice of interest,
as follows

S(γGt, γnΔGyτpe) ∝
∫

sce

∫ ∫

e−k+kyyM0
y
(, y, z) d dy dz. (2.51)

The thickness δs of the acquired slice can be characterized by the
bandwidth of the RF pulse, 2Δωs, and the value of the slice-selection
gradient:

δs =
2Δωs

γGz
. (2.52)

The slice thickness can thus be increased, either by reducing the
strength of Gz or by broadening the frequency bandwidth of the RF
pulse, as illustrated in Figure 2.10. The ideal slice excitation profile of
an RF pulse would cause the magnetization to be excited with the target
flip angle inside the slice thickness and with a zero flip angle outside.
This corresponds to a rectangular slice profile. For small flip angles, the
achieved slice profile can be approximated by the frequency spectrum
of the RF pulse. Thus, the commonly chosen RF pulse shapes are an
approximation to sinc pulses, whose frequency spectrum is rectangular
(Figure 2.9a-b). However, to obtain a perfectly rectangular slice profile,
an infinitely long RF pulse would be required. In practice, truncated sinc
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Figure 2.9 : (a) Ideal slice profile of an excitation RF pulse centered at frequency ωs,
with an excitation bandwidth ±Δωs, and (b) its corresponding temporal profile, an
infinitely long sinc pulse. (d) Example of a time-limited RF pulse, obtained by truncating
a sinc pulse with a rectangular window. This causes ripples at the edge of the slice
profile, the so-called Gibbs ringing (c).

pulses are employed (Figure 2.9c-d). For a fixed pulse shape, increasing
the pulse duration results in a narrowing of the frequency bandwidth
and, consequently, smaller slice thickness. Shifting the center frequency
ωs of the RF pulse, on the other hand, alters the slice position. Thus, the
excitation pulse properties can be used to select the volume of interest.

The application of a slice selection gradient also induces a shift of
Larmor frequency within the excited slice. Hence, after slice selection,
the phase is spatially inhomogeneous across the slice thickness, which
results in signal loss. To reduce this undesired loss of phase coherence,
a rephasing gradient with opposite polarity is employed for half the
duration to match the gradient moment. The area of the rephasing lobe
is half of the slice selection gradient lobe since dephasing only affects
the transverse magnetization My. A viable approximation is to assume
that, during the RF excitation, the magnetization is instantaneously
tipped into the transverse plane at the center of the pulse, thus
dephasing only occurs during the second half of the RF pulse duration.
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Figure 2.10 : Illustration of two different gradient strengths, Gz, > Gz,b, and their effect
on slice selection. Considering an RF pulse with an excitation bandwidth of 2Δωs, the
slice thickness δs can be varied by changing the gradient strength Gz.

2.4.4. Sequence Diagram

So far, all encoding steps were considered in the image reference
system. However, if frequency, phase, or slice encoding is angled
with respect to the laboratory frame, multiple physical gradient coils
are employed for each of the encoding steps. The three standard
orientations, sagittal, coronal, and axial (Figure 2.11) can be obtained
by performing slice selection along with the laboratory frame , y,
or z gradient axis, respectively. To acquire an oblique slice, two or
three of the gradients are employed concurrently with suitably weighted
strengths to achieve slice selection.

Figure 2.12 depicts a simple MRI pulse sequence diagram. At this
point, the reader should be equipped with all the tools required to
interpret the sequence diagrams. The imaging process starts with the
application of an RF pulse with a flip angle α. The shape of the RF
pulse is chosen as a truncated sinc, as illustrated in Figure 2.9. At
the same time, a gradient for slice selection Gz is applied, followed
by the slice rewinder. Next, the phase encoding gradient Gy is played
with one of many stepwise incremented amplitudes. To readout the
frequencies along one line, a prewinder is played before the frequency
encoding, such that during frequency encoding, k is sampled from
−k,m to k,m. Finally, the frequency encoding gradient G is
applied concurrently with the image readout, where the analog-to-digital
converter (ADC) is switched on and the signal induced by the transverse
magnetization My is captured. As denoted in the sequence diagram,
the most basic form of gradient field has a trapezoidal shape over time.
The duration of the ramp is called rise time τrt, and describes how long
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Figure 2.11 : Sagittal, coronal and axial slices acquired by choosing the slice-selection
direction along the , y, or z-axis (in the laboratory frame), respectively. Gradients
induce spatially dependent shifts in the magnetic field strength B0 along the direction of
their application, allowing the excitation of narrow bands of spins in this direction.

it takes for the gradient field to be ramped up to its maximum value G,
as shown in Figure 2.12b.

When characterizing pulse sequences, two timing parameters are
particularly useful: 1) The duration between the creation of the
transverse magnetization and the time point when the sampling along
the frequency encoding direction accumulates zero moment from the
pre- and rewinding. This time is commonly known as echo time or TE.
2) The time between the application of two excitation RF pulses in the
same slice selection. This time is known as repetition time or TR. TE and
TR are illustrated in Figure 2.12a.

2.4.5. k-space Formalism

Due to the naming of the wavenumbers k, ky, and kz, MRI is often
considered to collect image data in “k-space”. Following Principle 6 it is
easily seen that k-space is indeed the Fourier domain of the MR image.
The concept of k-space formalism is thoroughly discussed in [27, 28].

For 2D imaging, in practical terms, k-space is a data matrix of
size Nr × Npe. It can be derived from the properties of the Fourier
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Figure 2.12 : (a) Pulse sequence diagram example, showing an α-RF excitation pulse and
a simultaneous slice-selection gradient with subsequent refocusing lobe, followed by a
phase encoding step and, finally, the frequency encoding gradient applied during signal
acquisition. (b) Trapezoidal gradient shape, highlighting rise time τrt. (c) B0 dependence
on spatial location, with gradient strength determining the field intensity slope. (d)
k-space trajectory of the pulse sequence. Every time the pulse sequence snippet in
(a) is executed, a single line in k-space is acquired (yellow). Multiple repetitions with
different phase encoding steps (orange) allow the sampling of the 2D k-space in parallel
lines. This sampling trajectory in k-space is known as Cartesian sampling.

transform, that the distance between the k-space points determines
the field-of-view (FOV) of the image, which describes the extent of the
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object to be imaged:

FOV =
1

Δk
(2.53)

FOVy =
1

Δky
. (2.54)

In a dual principle, the extent to which k-space is sampled determines
the image resolution

Δ =
1

2k,m
(2.55)

Δy =
1

2ky,m
. (2.56)

2.4.6. k-space Trajectories

The k-space can be traversed in multiple ways to acquire sufficient
data for image reconstruction. k-space trajectory refers to the path
along which this data is acquired. Most imaging sequences in clinical
MRI sample k-space using a Cartesian sampling scheme (Figure 2.12d
and Figure 2.13b). Here, a rectangular grid with equidistant k-space
sampling in each of the two directions (k and ky) is filled. In Cartesian
sampling, one row of k-space is acquired at a time using frequency
encoding, before navigating to the next row employing phase encoding.
By collecting data in this fashion, high and low spatial frequencies are
sampled uniformly. After the acquisition of all rows required to achieve
the desired FOV and resolution, the k-space can be converted to an
image using the Fourier transform.

Echo-Planar Imaging

A particular example of Cartesian k-space sampling is the so-called
echo-planar imaging (EPI) [29]. In EPI, the collection of all the data
necessary to reconstruct an image is performed after a single excitation
of the magnetization, in one set of echoes, commonly referred to as
echo train. Following the creation of the transverse magnetization,
multiple k-space lines are sampled using frequency encoding. These
are separated by a short phase encoding gradient pulse to traverse
along the phase encoding direction. To allow for symmetric k-space
readouts, this echo train is preceded by frequency and phase encoding
prewinders. EPI is one of the fastest imaging pulse sequences, allowing
image acquisition in the order of a few tens of milliseconds. Thus,
it plays an essential role in many advanced MR applications, such as
diffusion, perfusion, neuro-functional, and dynamic imaging. However,



2

36 2. Brief Introduction to MRI Physics

Figure 2.13 : Image-space representation, illustrating the concepts of resolution (Δ,Δy)
and field of view (FOV) (a) and their relationship with k-space for the example of
Cartesian sampling (b). Examples of radial (c) and spiral (d) trajectories for k-space
sampling.

EPI sequences are prone to artifacts due to T∗2 decay, eddy currents,
flow, and off-resonance spins.

Non-Cartesian Trajectories

There are advantages in collecting data using non-Cartesian (non-
rectangular) k-space trajectories. Radial imaging, or projection
reconstruction (PR), was the original MR k-space trajectory used by Paul
C. Lauterbur to make the first MR image [13]. To perform the radial
projection pattern, frequency encoding is employed together on multiple
axes (e.g.  and y for transverse slices) with different amplitudes to
attain a rotational pattern of radial spokes (Figure 2.13c) [30].

Another imaging trajectory is commonly known as spiral imaging
(Figure 2.13d) [31, 32]. In spiral imaging, long readout trains allow
frequency encoding of a spiral arm. This bears potential advantages.
First, as in radial imaging, low spatial frequencies are sampled more
densely because the spiral density is highest near the origin of the
k-space axis, leading to a higher image signal-to-noise ratio (SNR) and
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intrinsic robustness against motion. Second, the gradient slew rate,
the rate at which the gradient strength has to be altered, is low for
spiral scanning. However, errors in the gradient accuracy can lead to
deviations from the prescribed non-Cartesian trajectories, with the risk
of deteriorating the image quality.

Since the radial and spiral k-space samples do not lie on a regular
grid, it is not possible to directly employ the fast Fourier transform, and
advanced reconstruction methods are necessary.

2.4.7. Pulse Sequence Types

In most cases, numerous excitations are necessary to harvest sufficient
information for image reconstruction, as described above. Thus, to allow
for efficient imaging, while creating strong magnetization signals with
the desired contrast, several pulse sequence schemes such as the one
shown in Figure 2.12a have been devised. In this subsection, we will
introduce the most commonly used pulse sequences, divided into two
main families: spin echo and gradient echo. For an in-depth discussion
about MRI pulse sequences, the reader is referred to [26].

The difference between spin echo and gradient echo sequences is
most easily explained when considering how a strong signal is being
attained: In spin echo (SE) sequences the transverse magnetization My
is being retained, while in gradient echo (GRE) sequences, the strong
longitudinal magnetization Mz is preserved, as explained in more detail
below.

Spin Echo

In spin echo (SE) sequences, the idea is to keep the transverse
magnetization for as long as possible, by refocussing the magnetization
dephasing incurred due to the reversible signal decay (T

′

2, see
Section 2.3.2). Thus, for an SE experiment, at least two RF pulses are
used for echo generation. First, the transverse magnetization is created
with a 90◦ pulse, which then decays due to dephasing. After time τ
a 180◦ pulse is played to recover the signal losses incurred due to
reversible dephasing, such as those related to inhomogeneities in the
main magnetic field. This leads to maximum rephasing at time point
2τ, creating the so-called spin-echo. SE sequences are characterized by
an excellent image quality precisely because the effects of static field
inhomogeneities are eliminated. The trade-off is long scan times, which
makes the sequence highly sensitive to motion artifacts. For a review of
spin-echo basic concepts, the reader is referred to [33].

Fast spin echo (FSE) sequences have been introduced to considerably
shorten the scan times. This is accomplished by delivering several
180◦ refocusing RF pulses after a single magnetization excitation, as
depicted in its sequence diagram in Figure 2.14a [34]. Multiple phase
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encoding gradients with different amplitude enable the readout of
multiple k-space lines for each excitation. This series of spin echoes is
called an echo train and the number of echoes sampled is the echo train
length. FSE sequences have a longer TR to deliver as many refocusing
pulses as allowed before the transverse magnetization is considerably
decayed due to T2 relaxation. FSE sequences find use for a broad
spectrum of MRI applications and are a workhorse in today’s clinical MRI.

Gradient Echo

In gradient echo (GRE) imaging, the idea is to only use a part of the
longitudinal magnetization to generate a transverse magnetization. This
leaves substantial longitudinal magnetization, which can then be used
to quickly generate a new transverse magnetization.

In GRE, a single RF pulse is used and gradient encoding is applied
during the free induction decay. The time point when the gradient
prewinder and rewinder amount to a zero moment is often referred to
as the gradient echo [35, 36]. Every RF excitation chips away from
the longitudinal magnetization that can be used for the following TRs.
Simultaneously, T1 relaxation during this time leads to the rebuilding of
the longitudinal magnetization. This way, a steady-state magnetization
(Mss) is being approached after a number of TRs.

As no rephasing of the transverse magnetization is applied in GRE
sequences, the signal intensity decays much faster than in SE sequences
and the TE has to be much shorter to yield sufficient signal intensity.

The main advantage of GRE sequences is the ability to achieve short
TR and, therefore, faster image acquisition. With very short TRs,
however, part of the signal will be “left over” from cycle to cycle.
This residual magnetization needs to be accounted for to avoid image
artifacts. Two basic concepts are often used for this purpose: 1)
Destroying (described below) or 2) recycling (described in 2.4.7) the
left-over magnetization.

The purposeful destruction of the residual MR signal is called spoiling.
Spoiling can be accomplished by turning on additional gradients, often
along the slice encoding direction, to dephase the magnetization before
the next RF pulse is applied. Alternatively, cycling of the RF phase, i.e.,
the direction of the B1 field in the RFR, can be used to achieve spoiling
[37]. Both yield a T1-weighted image as the transverse magnetization
decay does not contribute to the steady-state magnetization. Spoiled
GRE sequences are widely used in the clinical setting, but small flip
angles, typically much less than 45◦, need to be applied for sufficient
SNR.
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Figure 2.14 : Pulse sequence diagrams of (a) a fast spin echo (FSE), (b) a fast gradient
echo, and (c) balanced steady-state free precession (bSSFP) sequence.
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Balanced Steady-state Free Precession

The idea of recycling the transverse magnetization in a GRE sequence is
called a balanced steady-state free precession (bSSFP) sequence [38].
In bSSFP sequences, it is ensured that, at the end of each cycle, the
phase incurred by all gradients is fully rewinded. This is achieved by
a symmetric pulse sequence diagram as shown in Figure 2.14c, with
identical gradients before and after the gradient echo. This way, a
second gradient echo is created at the time point of the RF pulse.
Additionally, the RF pulses are played with alternating polarity. In
the steady-state, this leads to alternating periods of dephasing and
rephasing. As such, in an in-depth analysis, bSSFP sequences can
be considered a hybrid between GRE and SE sequences, as both the
longitudinal and the transverse magnetization are retained. For more
intuition on this, the reader is referred to [39, 40].

In bSSFP, the generated contrast is determined by the T2/T1 ratio
(e.g. blood has a high T2/T1 ratio and therefore appears bright on bSSFP
images). Due to the recycling of the transverse magnetization, bSSFP
images have a higher SNR than spoiled GRE images with comparable
TRs. bSSFP sequences are characterized by very short scan times
and are thus well suited for vascular imaging and real-time imaging
of moving organs, such as the heart. However, the recycling of
the transverse magnetization is prone to differences in the precession
frequency of the spins and, thus, off-resonance artifacts are common at
high field strengths.

2.5. Components of an MRI Scanner

Modern MRI systems can be described by three major components,
corresponding to three integral parts of the image formation:

1. The superconducting magnet, responsible for the main magnetic
field B0 that facilitates the formation of the net magnetization [41,
42];

2. Radiofrequency (RF) coils, placed around and/or on the subject,
inducing secondary magnetic fields to create and detect transverse
magnetization [43];

3. Three sets of magnetic field gradient coils, enabling spatial encoding
of the signal [44, 45].

Figure 2.15 contains a schematic representation of these components.

2.5.1. Magnet

The design of a magnet has to consider several factors to create
a magnetic field B0 with maximal spatial homogeneity and temporal
stability in the subject. These factors are important to avoid
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Figure 2.15 : 3D cross-sectional view of a conventional clinical MR scanner, with the
different major components. The scanner bore is comprised of a transmitting body
coil (RF coil), gradient coils, surrounded by a superconducting magnet, responsible for
the main magnetic field. The shielding procedure is achieved by placing permanent
magnets and shield coils. On the left, the three different gradient coils are depicted.

inhomogeneity-related artifacts and to achieve the best possible SNR.
Over the years, magnet design has developed, allowing for stronger
and more homogeneous magnetic fields. A wide variety of designs is
available for a vast range of field strength (0.02-10.5T, for whole-body
magnets). The magnets can be divided into three types: resistive,
permanent, and superconducting.

Resistive magnets are no longer used for clinical MR scanners because
the resulting magnetic field is greatly temperature-dependent and the
maximum attainable field strength is very low (about 0.2T). In resistive
magnets, the magnetic field is created by the passage of an electric
current through an inductive loop (typically copper wire or aluminum
band) and is proportional to the magnitude of the current. However,
due to the electrical resistance in the loop, a large amount of electrical
power is dissipated in the form of heat, requiring active water cooling
systems with high power consumption to lower the temperature of the
magnet.
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Permanent magnets are typically employed in the so-called open bore
systems, which reduce the subject’s stress caused by claustrophobia
and have lower costs for the installation and maintenance of the
system. These magnets use rare earth alloys (like samarium-cobalt
and neodymium-iron-boron) in which large magnetic fields are induced
during manufacturing. However, the maximum achievable field strength
is lower than 1T. The magnetic field is generally vertically oriented with
reduced stray fields. However, the field homogeneity and stability are
also temperature-dependent, for example, a 1 ◦C increase, will cause a
1000 ppm decrease in the magnetic field strength of neodymium-iron.

In clinical scanners, which generally operate at a field strength of
1.5T or 3T, superconducting magnets are employed. These magnets
use the properties of superconductive materials (like those made from
niobium-titanium). Superconductors have zero electrical resistance
below a certain material-dependent critical temperature (e.g. -263.96◦C,
9.2 K for niobium-titanium) and an associated critical magnetic field
(e.g. 10T for niobium-titanium). Thus, once a current is fed into a loop
of superconducting wire, it will circulate indefinitely. In comparison with
other common types of magnets, superconducting magnets can achieve
a much higher field strength (up to 10.5T whole-body, currently) and
feature excellent field uniformity.

The superconducting material, which is designed as a conducting
copper matrix with multi-stranded filaments, is surrounded by liquid
helium at an extremely low temperature (4.2 K). Heat transfer slowly
boils off helium, making regular refills necessary (commonly 3 to 18
months). Modern MRI scanners use increasingly effective cryogenic
cooling of the helium chamber with the effect of minimizing the boil-off.

To further improve the magnet homogeneity and to minimize any
field distortions, fixed shimming can be performed. Permanent magnets
and shim coils, an arrangement of independently wired coils, can be
employed either passively, actively, or as a combination of both. A more
thorough discussion of MRI magnets can be found in [41].

2.5.2. Gradient Coils

As discussed in Section 2.4, to spatially encode the MRI signal in three
spatial dimensions, three linear magnetic field gradients are used. In
reality, these are generated by using magnetic field gradient coils or in
short gradient coils. The gradient coils are placed inside the bore of the
magnet, on a cylindrical former. By design, the center of the gradient
coils, and also the center of the magnet, is placed at the isocenter
(z = 0, y = 0,  = 0).

The design of the gradient coils needs to balance four major objectives:
good linearity over the imaging field-of-view (FOV), maximum achievable
amplitude, minimal rise time, and minimization of eddy current effects
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induced in the magnet.
Contrary to the magnet design, where the goal is to obtain a uniform

magnetic field, the magnetic field produced by the gradient coils should
be as linear as possible. Although the method of producing the magnetic
field is the same - current passing through conducting wires - the chosen
material, the cooling system, and the geometrical configuration differ
from the main magnet. For the selected material of the three gradient
coils, copper at room temperature produces a sufficiently strong gradient
(40-80 mT/m for clinical scanners). To minimize the heat losses in this
resistive coil design and to maintain the desired temperature, water
cooling is used. Although the gradient coils are placed in a cylindrical
form inside the bore of the magnet, the geometrical configuration is
different for the longitudinal (z) and the transverse ( and y) fields as
seen in Figure 2.15. The z gradient is typically arranged in a Maxwell
pair, where a pair of wire loops with counter-rotating currents are
separated by r

p
3, with r being the coil radius. The  and y gradients

use a different layout known as the saddle coil arrangement or the Golay
configuration. However, the coil configuration in  is rotated by 90◦ with
respect to y. With those design considerations, all three gradient fields
are approximately parallel to B0.

For gradient design, as important as the gradient linearity, is the
minimization of the gradient slew rate, which relates to the time at which
a gradient can be turned on and off. The slew rate is commonly defined
as the maximum gradient strength of the gradient divided by the rise
time. When the gradients are rapidly turned on and off, eddy currents
will be induced in the nearby conducting components of the scanner
and may manifest in the final images as specific artifacts and/or signal
loss. To reduce the eddy currents, clinical MRI scanners make use of
active shielding, where additional coils are placed in the surroundings of
the gradient coils, to minimize the stray gradient fields. This, however,
results in reduced bore space and additional power consumption. For
an in-depth discussion on gradient coils design, the reader is referred to
[42, 44, 45].

2.5.3. Radiofrequency Coils

Radiofrequency (RF) coils are the components responsible for generating
the rotating magnetic field B1 and for picking up the signal induced by
the rotating magnetic fields in the sample. The RF coils can be divided
into two types: transmit and receive.

Transmit Coils In most clinical scanners, the principal transmitting coil
is known as the body coil, which encompasses the full subject volume
and is built into the scanner bore. This coil typically uses a saddle
or birdcage design, with the latter generally being able to create a
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more homogeneous distribution of the transmitted energy throughout
the object. The transmit RF coils are commonly built on a large area
to optimize the uniformity of the B1 field and to cover a substantial
volume. As a disadvantage, if used as a receiver, such coils will have
low sensitivity to the MR signal. When scanning certain anatomies, for
instance, the head or the knee, specifically designed coils are used for
transmission where less power is required, often at the expense of less
uniform fields.

At high field strength, the wavelength of the transmit field approx-
imates the size of the object, which can lead to inadvertent energy
distribution, e.g. due to the formation of standing waves. Therefore,
in modern MRI systems at high (3T) and, in particular, ultra-high
(7T and above) field strengths, multiple transmit channels are used
simultaneously to circumvent this problem. In a process called B+1
shimming, those transmit channels are combined to create optimal
homogeneity in the transmit field amplitude throughout the object and
are essential to achieve reliable image quality.

Receive Coils In contrast to transmit coils, dedicated receive coils are
designed to best match the anatomy of interest and are placed close to
the sample of interest. This will result in increased sensitivity and noise
minimization. Generally, two types of receive coils can be differentiated:
volume and surface coils.

Volume coils, which are typically combined transmit and receive
(Tx/Rx), cover the full area of interest. In contrast, surface coils are
placed on top of the patient’s anatomy of interest (e.g. a flexible surface
coil is positioned on the chest when imaging the cardiac or abdominal
region) to detect signals from a limited anatomical region of the patient.
Generally, surface coils are only used for signal reception, as the RF
field response with this coil design is highly inhomogeneous.

To circumvent the limited FOV, an array of multiple surface coils
can be combined and used simultaneously to receive the MR signal,
while maintaining the high sensitivity of each element. To eliminate
the interaction from the different individual elements, these elements
need to be decoupled. Most commonly, the coil elements are coupled
by design (i.e., there is a geometrical overlap between neighboring
elements). Since each element acts as an independent receiver, the coil
noise§ is uncorrelated with the other elements in the coil. Images from
multiple coil elements are then combined in the reconstruction to yield
a coverage of the entire imaging volume. In-depth analysis of MRI RF
coils can be found in [43].

§Unfortunately, this is only one of two types of noise, as elaborated in the next section.
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2.5.4. Noise Properties

As with any measurement, the quality of the MRI signal and the resulting
images are curtailed by noise in the measurement process [46]. Multiple
sources of noise taint the signal quality. The overall measurement is
usually characterized by the dimensionless signal-to-noise ratio (SNR).
To maximize SNR, either the signal strength needs to be improved or
the noise contributions need to be mitigated.

Even though the MR signal is complex, most commonly the magnitude
images are used for clinical diagnosis (Figure 2.16). The mapping
from real and imaginary components to their magnitude is nonlinear.
Therefore, even though noise in the real and imaginary components can
be assumed to follow a Gaussian distribution, noise in the magnitude
images is non-Gaussian. For the simplest case of receiving the signal
with one channel, and without using advanced reconstruction methods,
the noise distribution for the measured pixel intensity M is given by

pM(M) =
M

σ2
e
−(M2+A2)

2σ2 0

�

A ·M

σ2

�

, (2.57)

where A is the image pixel intensity without noise, 0 is the modified
zeroth-order Bessel function of the first kind and σ is the standard
deviation of the Gaussian noise in the real and imaginary images,
which can be assumed to be identical [47]. This corresponds to the
Rice distribution and can be obtained by taking the square root of the
sum of squares of two independent and identically distributed Gaussian
variables [48].

With Rician noise, the SNR can be defined as the ratio of A over σ.
For high SNR (≥ 3), the noise distribution can be well approximated
with a simple Gaussian distribution [47]. However, for SNR values
≤ 1, the noise distribution is substantially skewed. In regions where
only noise is presented (i.e., A = 0 in Eq. (2.57)), pM(M) simplifies to a
Rayleigh distribution. Note that multi-coil reconstructions or nonlinear
reconstructions further influence the noise distribution and can lead to
different noise properties.

As described in Eq. (2.5), the MRI signal is proportional to the value of
the static magnetic field B0, as stronger B0 fields lead to an increase in
the nuclear polarization and, thus, an increase in signal. Also, at higher
field strength, higher voltage is produced in the coil by the precessing
magnetization, which further improves the signal strength. However,
when B0 increases, the value of T1 increases and T∗2 decreases,
resulting in a decreased signal strength. Thus, the choice of an optimal
field strength remains highly application-dependent.

Besides the signal strength, two important sources of noise need to
be considered. Firstly, the human body, which is conducting and, thus,
produces thermal noise. This is picked up by the receiving RF coil during
imaging. Secondly, random voltage variations in the copper conductors
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Figure 2.16 : Real (a), imaginary (b), and magnitude (c) images of the NIST/ISMRM
system phantom, with their corresponding noise distributions.

in the RF coil itself will also increase the received noise. The SNR can be
considered proportional to the sensitivity of the RF coil.

Several other imaging parameters affect the SNR. If multiple images
are obtained using equal parameters, averaging can be performed to
enhance the SNR at the cost of extra scan time. Since the MRI signal
is coherent, but the noise is incoherent, the SNR increases with

p

N,
where N is the number of signal averages. Also, as the imaging signal
is proportional to the number of hydrogen nuclei per voxel, an increase
in voxel size proportionally increases the SNR. Accordingly, for a given
FOV, if the amount of phase encoding steps Npe is doubled, then the
image SNR is decreased by a factor of two. Similarly, if the number of
points collected in the frequency-encoding direction Nr is doubled for a
given FOV, the SNR decreases by a factor of two. If frequency-encoding
is performed with twice the bandwidth, the SNR is decreased by a factor
of two, leading to shorter readouts but more noise in the signal. Finally,
increasing the slice thickness yields a proportional improvement in the
image SNR as the imaging volume and the number of protons in the
volume are increased.
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2.6. Summary

This chapter has introduced a basic understanding of MRI physics and
the basic aspects involved in image acquisition. This will hopefully
enable the reader to understand advanced MRI methods and image
reconstruction techniques as described in the remainder of this book.
The physics of MRI has been described around six central principles.

1. Origin of the net magnetization: Certain nuclei are characterized
by a physical property, a nonzero spin, that causes them to form
a magnetic moment when placed into an external magnetic field.
Many of these nuclei together form a net magnetization, which is
the basis of all MRI signals.

2. The dynamics of this magnetization in an external magnetic field:
The net magnetization is related to both a magnetic and angular
momentum. Thus, if the net magnetization is angled with respect
to the external effective field, it prescribes a precession motion
around the axis of the effective field, with a characteristic field
strength-dependent resonance frequency, the so-called Larmor
frequency.

3. Using rotating magnetic fields to create a detectable magnetization
component: While a strong static magnetic field is necessary
to create net magnetization, a much weaker rotating magnetic
field can be used to change the orientation of the effective field.
Specifically, when this second magnetic field is applied near the
resonance frequency, the net magnetization can be tipped away
from the direction of the main magnetic field.

4. Using induction to measure this component: A magnetization
component orthogonal to the main magnetic field precesses and
can be used to create a signal. Specifically, this temporally varying
magnetic field induces a current in the nearby receiver coils via
induction, which can be recorded as the imaging signal.

5. The evolution of this signal in the presence of relaxation mech-
anisms: If the net magnetization is altered from its equilibrium
state, e.g. by nutating away from the main magnetic field, multiple
recovery processes are at play to return the magnetization back to
the thermal equilibrium. The longitudinal magnetization, i.e. the
component along the axis of the main magnetic field, undergoes an
exponential recovery. The transverse magnetization, which is the
component orthogonal to the main magnetic field, experiences an
exponential decay.

6. Gradient fields to enable image formation: To spatially locate
the acquired signal, gradient fields are used to create a spatially
dependent phase in the signal. The signal is then acquired in
the so-called k-space. To fully resolve the signal in all spatial
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dimensions, frequency, phase, and slice encoding gradients can be
used.

Based on these basic principles, a wide variety of pulse sequences
that allow for acquisitions with different properties can be designed.
Most fundamentally, gradient echo and spin echo sequences have been
introduced along with variations of those to allow for fast imaging. Image
acquisition can also be performed by sampling various trajectories in
k-space to further speed up the scan.

For the practical realization of the imaging process, several hardware
components relating to the physical principles above are necessary.
Superconducting electromagnets are most widely used to create the
main magnetic field. Different coil arrangements enable spatially
varying gradient fields and the creation of a secondary magnetic field
to excite the magnetization. Anatomy-specific coil arrays are used to
receive the signal with maximum strength.

The basic properties of the magnetization signal, its dynamics, and
relaxation help to understand the limitations in MRI pulse sequence
design. The fundamental spatial encoding principles and the related
hardware further explain the bottlenecks in the image acquisition
speed. In recent years, advanced reconstruction methods have been
taking center stage in the acceleration of MRI scans. Craftily reducing
the number of samples, or supplementing the acquired information
with a-priori knowledge has enabled unprecedented acquisition times.
However, in MRI, the development of reconstruction techniques, as
described throughout the remainder of the book, goes hand in hand with
a thorough understanding of the physical principles of the magnetization
signal. This chapter aims to serve as a reference for understanding
limitations and opportunities in the signal properties of MRI that are
relevant for image reconstruction.
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Abstract

Cardiovascular disease (CVD) is the leading single cause of morbidity
and mortality, causing over 17.9 million deaths worldwide per year with
associated costs of over $800 billion. Improving prevention, diagnosis,
and treatment of CVD is therefore a global priority. Cardiovascular
magnetic resonance (CMR) has emerged as a clinically important
technique for the assessment of cardiovascular anatomy, function,
perfusion, and viability. However, the diversity and complexity of
imaging, reconstruction, and analysis methods pose some limitations to
the widespread use of CMR. Especially in view of recent developments
in the field of machine learning that provide novel solutions to address
existing problems, it is necessary to bridge the gap between the
clinical and scientific communities. This review covers three essential
aspects of CMR to provide a comprehensive overview ranging from
CVDs to CMR pulse sequence design, acquisition protocols, motion
handling, image reconstruction, and quantitative analysis of the
obtained data. 1) The basic MR physics of CMR is introduced. Basic
pulse sequence building blocks that are commonly used in CMR imaging
are presented. Sequences containing these building blocks are formed
for parametric mapping and functional imaging techniques. Commonly
perceived artifacts and potential countermeasures are discussed for
these methods. 2) CMR methods for identifying CVDs are illustrated.
Basic anatomy and functional processes are described to understand the
cardiac pathologies and how they can be captured by CMR imaging. 3)
Imaging acceleration and reconstruction techniques are presented that
enable the acquisition of spatial, temporal, and parametric dynamics
of the cardiac cycle. The handling of respiratory and cardiac motion
strategies as well as their integration into the reconstruction processes
is showcased.
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3.1. Introduction

Over the past 40 years, cardiovascular magnetic resonance (CMR)
has evolved from an esoteric research tool found in the confines
of large academic supraregional tertiary referral centers to being an
indispensable clinical tool that routinely changes patient management
across the breadth of modern cardiovascular practice [49]. Increasing
clinical recognition of the transformative role this technology can play
in patient care has led to its growing availability in secondary care
settings too, although significant barriers remain to its greater adoption
world-wide.

CMR is a versatile non-invasive and radiation-free imaging modality
that provides a comprehensive assessment of multiple parameters of
cardiac function and anatomy in a single examination. CMR plays
a major role in the diagnosis and management of cardiovascular
disease. However, aside from cost, there remain major obstacles for the
widespread usage of this technique like: (i) complex underlying physics
and technology, (ii) data analysis and interpretation, (iii) large number
of pulse sequences and parameters to choose from, (iv) challenges
from the inherent cardiac and respiratory motion and (v) duration of
examination. The recent hype around artificial intelligence algorithms
designed to overcome these hurdles has raised new questions around
the reliability, accuracy, and stability of this technology. Therefore, to
help shape the future of CMR, it is essential to bridge the gap between
theory and practice, and thus, to promote a bridge of scientific
knowledge between the research and clinical communities by improving
(maintaining or updating) their knowledge of CMR technical principles
and clinical applications.

This review provides an overview of three essential aspects of CMR
which have been covered separately in-depth in other review papers
[50–59]. We address: 1) data acquisition sequences and common
artifacts, 2) clinical applications, 3) image acceleration, reconstruction,
and motion handling. In addition, this review provides hands-on tutorials
and videos that can be found at ismrm-mit-cmr.github.io. More
specifically, Section 3.2 describes the key physical principles of CMR,
most common pulse sequences and preparation pulses, and the physics
behind the most common artifacts. Section 3.3 covers the clinical
application of CMR in the diagnosis of a spectrum of cardiovascular
diseases. Finally, Section 3.4 provides an overview of scan acceleration
acquisition and image reconstruction methods while also describing
current solutions to overcome challenges from cardiac and respiratory
motion.

ismrm-mit-cmr.github.io


3

52 3. Cardiac MR: from theory to practice

3.2. The Physics behind Cardiovascular MR

In this section we aim to provide a brief overview of the physical principles
and basic mathematical concepts behind magnetic resonance imaging
(MRI) targeted to create the necessary background to understand
modern CMR methods. Basic building blocks of MRI are introduced,
and common cardiac MR sequences are described, along with possible
sources of artifacts.

3.2.1. Sequence Building Blocks

By manipulating the timing and strength of RF-pulses and gradients, a
plethora of MR sequences can be constructed. Different pulse sequences
differ in their acquisition speed, encoded image information, or to which
degree image contrast is affected by differences in proton density, T1,
T∗2 , or other properties. CMR sequences are typically described by
components for actual image acquisition and components for preparing
the magnetization. These elements can be understood as building
blocks of MRI sequences. The schematic design of the most common
building blocks is shown in Figure 3.1.

Image acquisition methods

Spin echo (SE): After RF excitation the net magnetization is subject
to T∗2 relaxation. Fortunately, part of the dephasing of the transverse
magnetization can be recovered with a so-called spin-echo (SE)
sequence. In this sequence a second RF pulse is applied, where
the simplest form comprises a 90° excitation and 180° refocusing
pulse. After the first excitation, the spins dephase and fan out in the
transverse y-plane. Dephasing caused by temporally invariant field
inhomogeneities, however, can be reversed via the second refocusing
pulse [24]. Its effect is often described as a pancake-flip: The fan of
spins is flipped by 180° around the - or y-axis, such that the faster
spins now move towards instead of away from the slower rotating spins.
After a so-called echo time TE, corresponding to twice the time between
the two RF pulses, all dephasing caused by static inhomogeneities is
rephased and an echo of the signal is created, as depicted in Figure 3.1.
This gives the name to the SE sequence. Consequently, the contrast
in SE, is driven by the T2 time, which captures the residual dephasing
caused by temporally variable factors, such as spin-spin interaction.

Spoiled Gradient echo (spGRE): As opposed to SE, the so-called
gradient echo (GRE) sequences retain not the transverse but the
longitudinal magnetization. They typically require only one RF excitation
pulse after which the frequency encoding gradient is applied (see Figure
3.1). In GRE, however, the positive FE gradient lobe is preceded by an
additional negative lobe.
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Figure 3.1 : MR sequence building blocks. One or more preparatory pulses (left) can be
combined with different acquisition sequences (right) to encode the desired information
into the imaging data and achieve different image contrasts.

When the areas of the positive and negative lobe are equal, the
initially evoked dephasing of spins is reverted - except for T∗2 decay.
This creates a signal which is referred to as a gradient echo and gives
name to the GRE sequence [60]. In the so-called spoiled GRE, remaining
transverse magnetization is destroyed at the end of each TR cycle. This
can be achieved with strong gradients at the end of the TR and results
in T1 weighted imaging [61]. As no additional RF pulses are required,
shorter TE and TRs can be achieved in GRE compared to SE allowing for
faster image acquisition. In GRE, the echo signal is subject to T∗2 decay
as no rephasing of field inhomogeneities is achieved. Therefore, GRE
sequences are less robust in the presence of field inhomogeneities.

Balanced Steady-state free precession (bSSFP): A third common
image acquisition sequence in CMR is the so-called Balanced Steady-
State Free Precession (bSSFP). It can be understood as a hybrid between
SE and GRE. Starting from a GRE sequence, a train of RF pulses
is applied with very short TR (≪ T2) such that the magnetization
never fully recovers between two consecutive RF pulses and a
non-zero net magnetization is present at the next RF pulse. This
residual magnetization contributes to the signal of the following TR.
Characteristically for bSSFP, the flip angles are alternated every TR
between +α and −α causing the net magnetization to flip around the
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z-axis between TRs [39, 62]. This further means that each RF pulse
has both an excitation and refocusing effect on the spins and explains
the SE nature of bSSFP sequences. For effective refocusing of the
magnetization, the gradient moments on all three axes (SS, FE, PE)
need to be zero at each TR. This means that the areas of positive
and negative gradient lobes on each axis must be equal, as shown in
Figure 3.1, which is referred to as balanced gradients. The alternating
magnetization progresses through a transient state and after a certain
number of TR cycles

−→
M reaches a steady state, that is a stationary

amplitude. For TR≪ T2 the contrast in bSSFP sequences is determined
by the T2/T1 ratio [39]. The main advantage of bSSFP lies in the
improved signal to noise ratio (SNR) compared with spGRE, due to
the recycled transverse magnetization. However, the scheme is highly
sensitive to off-resonances making it a less common choice for high field
strength and rarely useful for ultra-high fields [62].

3.2.2. Preparation pulses

Inversion pulses: So-called inversion pulses are 180° RF pulses which
can be applied before image acquisition to flip the initial magnetization
along the B0 axis [63]. During the time between inversion and the first
imaging RF pulse (inversion time, TI), the longitudinal magnetization
recovers along the B0 axis towards its equilibrium state as depicted in
Figure 3.1. At image acquisition, the degree to which

−→
M has recovered

determines the image contrast and, thus, induces T1 weighting. This
enhances the image contrast based on T1 properties, which is of interest
in many imaging applications. By adjusting TI, imaging can also be
timed to the point when the magnetization of specific tissues is crossing
the zero point, leading to effective signal suppression [63]. For instance,
in double inversion black blood imaging [64], a global and slice-selective
inversion pulse are applied immediately one after the other such that
only the blood outside of the imaging slice is inverted. With an
appropriate TI, the signal of blood flowing into the slice can be nulled at
image acquisition.

Saturation pulses: Intentionally suppressing tissue signal can
also be achieved through so-called saturation pulses. These RF
pulses flip the magnetization to the transverse plane. Subsequent
spoiler gradients dephase the magnetization, thereby nulling the signal
from the "saturated" spins. The subsequent recovery of longitudinal
magnetization is shown in Figure 3.1. Saturation pulses can be made
spatially selective, such that regions in or outside of the image are
cancelled out. For instance, artifacts due to through-slice flow can
be reduced by applying a saturation pulse upstream, parallel to the
imaging slice. Furthermore, saturation pulses can be made selective to
specific chemical species by adjusting the resonance frequency. The
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most common example is fat saturation, where RF pulses with carrier
frequencies specific to ωL of fat are applied close to the imaging
sequence such that only fat but not water signal is nulled. Creating
uniform saturation with common rectangular RF pulses is hindered by
their high sensitivity to B0 and B1 inhomogeneities. To overcome this
limit, adiabatic saturation modules - such as composite [65] or B1
insensitive rotation (BIR) pulses [66]- have been proposed.
T2 preparation: T2 contrast can be induced using the so-called T2

preparation pulses [67, 68]. In a T2 preparation, a first 90° excitation
pulse is followed by a series of refocusing pulses and, finally, by a
90° flip-back pulse. To induce robust refocusing, the refocusing pulses
are separated by a 2τ interval, whereas the interval between the 90°
pulses and the refocusing pulses is equal to τ. The total T2 preparation
time is varied to achieve different echo times. During this time, the
refocusing pulses compensate for T∗2 -decay, resulting in a transverse
magnetization decay effectively characterized by the T2. The final 90°
flip-back pulse brings the remaining transverse magnetization back to
the z-axis, encoding T2 contrast in the longitudinal magnetization, which
is then imaged during acquisition. Several strategies, such as phase
cycling following Malcolm Levitt (MLEV) schemes or using composite
pulses, are employed in order to make T2 preparations more robust to
field inhomogeneities [69, 70].

T1ρ: The relaxation constant in the rotating frame of reference, T1ρ, is
an additional property of tissues, besides T1 and T2 times. T1ρ contrast
can be achieved through spin-lock preparations. A spin-lock module
consists of a 90° tip-down pulse followed by a continuous wave RF pulse
applied for a certain time τSL. During this time the magnetization is
locked on the spin-lock axis, and it relaxes back to its equilibrium value
following an exponential T1ρ decay. Finally, a 90° tip-up pulse is applied
after the spin-lock to restore longitudinal magnetization. Spin-lock pulses
show high susceptibility to field inhomogeneities. Several compensated
schemes, as well as adiabatic spin-lock modules, have been proposed to
make T1ρ preparation more robust to B0 and B+1 variability [71–73].

3.2.3. Common CMR Sequences

The sequence building blocks introduced in the previous sub-sections
can be combined to design tailored sequences to assess, for example,
cardiac function and viability. These sequences represent powerful
tools for the non-invasive characterization of congenital or acquired
cardiovascular diseases, including ischemia, valvular diseases and
ischemic and non-ischemic cardiomyopathies, as described in Section
3.3. Here, we will discuss the physics principles governing the main
CMR sequences and introduce some emerging techniques.

Cine bSSFP: Cardiac function is commonly assessed using bSSFP
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sequences in cine mode. The structure of bSSFP sequences, described in
Section 3.2.1, allows very short TR values to be achieved and increasing
the number of k-space lines acquired in a single heartbeat. At the
same time, bSSFP sequences maintain high intrinsic myocardial/blood
contrast [74]. These characteristics enable the fast acquisition of a
single slice across multiple cardiac phases (typically 10-30 phases, also
referred to as frames). This allows the reconstruction of movies of
the beating heart. To achieve good spatial resolution for every frame,
the acquisition of each frame is divided among different cardiac cycles,
using the so-called segmented acquisition (see Section 3.4.1). During
each heartbeat, in fact, only a limited number of k-space lines (or
a segment) is acquired for each cardiac phase. Therefore, several
heartbeats are necessary to acquire all the k-space segments. The
acquired images are then assigned to the corresponding heart phases
using retrospective gating (see Section 3.4.1). Full heart coverage
is achieved by repeating the acquisition of each cine image set for
different locations and orientations.

Late gadolinium enhancement (LGE) CMR: Cardiac viability
studies traditionally rely on the use of gadolinium-based contrast agents
(see Section 3.3.2). These cause enhancement of tissue contrast, with
respect to native T1 contrast. Gadolinium-based contrast agents have
the effect of shortening the T1 of both healthy and diseased myocardium,
resulting in their enhancement right after injection. However, healthy
and diseased tissues are characterized by different contrast wash-out
times: at a certain time point after injection, gadolinium has largely
washed out of healthy tissues but is still retained in pathological areas
where the extracellular space is expanded.

LGE imaging is most commonly performed with an inversion-prepared
segmented GRE sequence, where the inversion time (TI) is chosen so as
to null the signal from healthy myocardium and maximize the contrast.
This technique, however, shows high sensitivity to a correctly chosen TI,
which is often based on a quick scout acquisition [75]. Alternatively,
Phase-Sensitive Inversion-Recovery (PSIR) sequences can be used to
mitigate the effects of an incorrect TI on the resulting image contrast
[76]. Unlike traditional IR sequences, PSIR retains the information on the
longitudinal magnetization polarity by incorporating the signal phase
in the image reconstruction. The reconstructed PSIR images exhibit
enhanced contrast between healthy and diseased myocardium. PSIR
sequences, however, require the acquisition of a reference image, in
addition to the inversion-recovery image, to extract the signal polarity.
Nevertheless, the total scan time can be kept constant by acquiring the
reference scans during the T1-recovery heartbeats.

First Pass CMR: First pass perfusion CMR is the clinical gold-standard
for measuring myocardial blood flow (MBF) and detecting myocardial
ischemia [77], as described in Section 3.3.2. In this technique, images
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are acquired during the first passing of a bolus of contrast agent,
which increases the blood signal as described above. To this end,
saturation prepared single-shot GRE (1.5T/3T) or bSSFP (1.5T) sequences
in multiple slices are usually performed. In consequence, myocardial
regions with low perfusion and, hence, low gadolinium concentration,
will exhibit lower signal intensities. Moreover, if perfusion data is
acquired under stress conditions, myocardial perfusion reserve can be
obtained as the ratio of MBF at stress and at rest. Recent first pass
perfusion methods can even yield quantitative MBF values by taking the
temporal dynamics of the signal into account [78]. In clinical practice,
first pass and LGE images are often evaluated alongside each other.
This provides additional information on cardiac viability.

3.2.4. Quantitative CMR techniques

The methods described in the previous section offer powerful tools for the
qualitative assessment of cardiac function and viability. Nevertheless,
new quantitative MRI biomarkers have recently been introduced,
significantly enhancing the diagnostic capabilities of CMR. Here, we
provide a general overview of these techniques.
T1 mapping: While T1-weighted LGE images provide good qualitative

characterization of focal myocardial infarction, it becomes less sensitive
in the presence of diffused scarring. An emerging alternative is the
pixel-by-pixel quantification of T1 relaxation times [79]. By obtaining
a healthy reference range, several pathologies can be characterized
without the need for healthy reference areas within the image. T1-
mapping can be performed with or without contrast injection. In the
latter case, it is referred to as native T1-mapping, as opposed to
post-contrast T1-mapping.
T1-mapping sequences are traditionally based on the Look-Locker
technique, which consists in measuring the signal at multiple time points
following an inversion preparation pulse [80] (see Figure 3.2). The
collected data points, sampling the longitudinal magnetization recovery,
are then fit to an exponential curve to derive the T1 estimates for each
pixel. The most commonly used method for myocardial T1-mapping
is the Modified Look Locker Inversion recovery (MOLLI) sequence.
Single-shot bSSFP images are each acquired in the end-diastole phase
of consecutive heart beats following the application of an inversion
pulse [81]. A typical MOLLI pattern is the 5(3s)3 scheme [82], where
the first inversion preparation is followed by 5 bSSFP acquisitions in
separate heart beats, then 3 seconds of rest are inserted to allow for T1
recovery and, finally, a second inversion pulse is followed by the last
3 bSSFP measurements. MOLLI enables precise T1-mapping in a single
breath-hold.

Saturation recovery has been proposed as an alternative to inversion-
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recovery techniques. The SAturation recovery single-SHot Acquisition
(SASHA) sequence [83] acquires nine consecutive saturation-prepared
single-shot bSSFP images, with variable saturation recovery times, in
consecutive hearth beats. Saturation recovery-based sequences have
the advantages of not requiring rest periods and of acquiring each image
independently. As a result, the T1-mapping will be less susceptible
to biases introduced by T2, magnetization transfer, inversion pulse
efficiency and magnetic field inhomogeneities, however at the expense
of a reduced dynamic range and, thus, reduced precision. Hybrid
inversion, saturation recovery sequences have also been proposed to
mitigate some loss in precision [84].
T2/T∗

2
mapping: T2 relaxation time in the myocardium can be used as

a marker for the presence of edema, as mentioned in Section 3.3.4. T2-
mapping is most often performed using a T2-prepared bSSFP sequence
[69], as shown in Figure 3.2. Commonly, the acquisition of each image
is interleaved with rest periods to allow for T1 recovery. Alternatively, T1
recovery periods can be omitted introducing a saturation pulse at the
end of the R wave in every heartbeat [85]. The signal is sampled at
different TEs by varying the echo time of the T2-preparation. Acquired
data are then fit to an exponential decay curve to estimate T2 values.
T∗2 -mapping can also be performed and is used for the identification

of iron accumulation [70, 86]. T∗2 -mapping is commonly achieved with
multi-echo GRE sequences, with a number of equally-spaced echo times.
The resulting signal is then fit to an exponential decay curve to estimate
T∗2 values.

T1ρ mapping: Myocardial T1ρ-mapping has been recently introduced
as a promising method for assessment of myocardial fibrosis without
the need for exogenous contrast agents [87]. T1ρ-mapping is performed
through spin-lock-prepared bSSFP sequences acquired for different
spin-lock times and interleaved with T1 recovery periods (Figure 3.2).
The sampled signal is then fit to an exponential decay curve to estimate
the relaxation constant T1ρ. The in-vivo applicability of T1ρ-mapping,
however, is hindered by the susceptibility to field inhomogeneities,
especially at high field strengths.

Cardiac magnetic resonance fingerprinting (MRF): Obtaining
T1/T2 values with the techniques described above requires the
acquisition and subsequent fit of multiple high-resolution images to
exponential decay models. Unfortunately, high-resolution scans can
be impractically long, particularly if multiple parameters need to be
estimated. On the other hand, magnetic resonance fingerprinting
(MRF) offers the possibility to simultaneously quantify multiple tissue
parameters in a single scan [88]. By varying sequence parameters such
as TR and FA throughout the acquisition of highly undersampled images,
information on tissue parameters is encoded in the temporal signal of
each pixel. These so-called fingerprints are unique to the underlying
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Figure 3.2 : Acquisition schemes for quantitative CMR techniques: T1-mapping, Arterial
Spin Labeling (ASL), T2-mapping, and T1ρ-mapping. For each technique, the sequence
scheme is represented along with the data sampling and reconstruction strategies.

tissue parameter configuration and can be compared to previously
generated dictionaries to infer the model parameters of interest. The
dictionary contains simulated time signals for the chosen sequence
parameters for a range of model parameter values. While MRF is well
established for studies of the brain, non-static organs such as the heart
pose challenges due to high respiratory and cardiac motion [89, 90].
Therefore, cardiac MRF is performed in breath-held acquisitions which
are ECG triggered to the quiescent, end-diastolic phase of the cardiac
cycle [91]. More recently, free-breathing cardiac MRF sequences have
also been proposed [92]. However, since the heart rate varies over
time, multiple dictionaries which are simulated with the actual heart
rate, are required. To further increase sensitivity to T1/T2, inversion
or saturation pulses can be added [91]. Although clinical validation is
still in its early stages due to complex acquisition and reconstruction as
well as relatively long breath-holds, cardiac MRF remains a promising
technique for fast multi-parametric mapping.

Blood flow: Cardiovascular flow is typically measured through phase
contrast methods that are sensitized to through-plane velocities [93].
Flow velocity values are obtained by adding bipolar flow-encoding
gradients in the slice-selection direction, after the excitation but before
read-out. Flow encoding is based on the principle that moving spins,
contrary to stationary spins, accumulate a net phase shift proportional
to their velocity when subject to bipolar gradients. By toggling the
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bipolar gradients, the other contributions to the phase shift, such as
those cause by field inhomogeneities, can be neutralized and the blood
flow velocity can be quantified.
2D-phase contrast imaging only resolves though-plane flow in 2 spatial
dimensions. However, more recently, 4D-flow imaging has been
proposed, which combines 3D spatial encoding with 3D directional
velocity encoding [35, 94]. As a result, 4D-flow MRI offers the possibility
to visualize the temporal evolution of complex flow patterns in a 3D
volume.

Arterial Spin Labelling: Myocardial perfusion imaging is the clinical
non-invasive gold standard for detecting of myocardial ischemia [78].
However, current techniques are based on first pass perfusion imaging
which requires the use of contrast agents and, thus, limits the
repeatability and clinical applicability. Arterial spin labelling (ASL),
on the other hand, relies on endogenous contrast in the form of
magnetically labelled blood. The general idea behind ASL is to acquire
two images, one with and one without labelled blood. Subsequently,
these images are subtracted to obtain the perfusion related signal
only. For cardiac applications of ASL, the most commonly used tagging
method is Flow-Alternating Inversion Recovery ASL (FAIR-ASL) [95, 96],
depicted in Figure 3.2. In FAIR-ASL, spatially selective and non-selective
inversion pulses are applied alternately: The selective pulse serves
as a preparation for the control image. During image acquisition
after the non-selective pulse, however, in-flowing inverted spins reduce
the longitudinal magnetization proportionally to the perfusion rate.
During reconstruction, the subtracted images are first normalized to the
baseline intensity, i.e., an image without any preparation pulse. This
difference is then multiplied with the inversion efficiency, the blood
water-tissue partition coefficient, and an exponential factor accounting
for T1-decay to obtain the MBF [97].

3.2.5. Common CMR Artifacts

The complexity of cardiac anatomy, as well as the presence of
respiratory motion, cardiac motion, and blood flow, constitute a unique
set of challenges for CMR examinations. In this section we recount the
most common artifacts in cardiac MR and strategies for mitigating them
(see Section 3.4). A comprehensive guide to cardiac MR artifacts can be
found in [98].

Respiratory motion can cause inconsistencies between different
segments of the acquisition. As a result, ghosting artifacts may
appear on the reconstructed images. Two approaches are commonly
used to avoid breathing-related artifacts: breath-holding and respiratory
navigators (both will be described in Section 3.4.1). On the other
hand, cardiac motion can cause blurring for long imaging blocks, when
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Figure 3.3 : Experienced CMR image artifacts of (A) respiratory motion, (B) cardiac
motion, (C) chemical shift, and (D) wrap-around.

the acquisition window includes phases of rapid motion. This effect is
commonly tackled by introducing cardiac triggering, which synchronizes
the acquisition with the cardiac cycles. Choosing relatively long trigger
delays from the R peak of the electrocardiogram (ECG) signal enables
acquisition during quiescent cardiac phases, such as mid-diastole.

Blood flow can also be a cause of artifacts in CMR. As already discussed
in the blood flow imaging paragraph of Section 3.2.4, motion-induced
phase shifts occur in presence of blood flow, corrupting the spatial phase
encoding. Flow-compensated gradient can be employed to minimize
these alterations, by nulling the higher-order gradient moments. For
instance, 1st order flow compensation consists of nulling the gradients
1st order moment, minimizing constant flow velocities contributions.

Aliasing artifacts are very common in MRI and specifically in CMR,
where the strict time constraints often limit the FOV dimensions.
These artefacts manifest as wrap-around ghosts, which can overlap to
the anatomical structures under investigation. While aliasing in the
frequency-encoding direction can be avoided through oversampling, this
is not feasible in the phase encoding direction without increasing scan
time. In this case, the FOV must be enlarged at the expense of lower
resolution.
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Finally, chemical shift artifacts can manifest in the presence of
pericardial fat. These arise because of the different molecular
environment of protons in fat and water, whose resonant frequencies
differ by approximately 420 Hz (at 3T) as a result. This difference
results in a misregistration of fat and water tissues along the frequency
encoding direction. Chemical shift artifacts become more evident, for
example, when changing the frequency encoding direction. They can be
reduced by increasing the signal bandwidth, albeit at the cost of lower
SNR.

3.3. Clinical Cardiovascular MR

This section will outline the contributions CMR can make within each
of the major cardiovascular subspecialties and set the scene for the
remaining articles in this manuscript which focus on image acquisition,
reconstruction, and the burgeoning impact of artificial intelligence on
all these areas. Where relevant, reference is made to international
diagnosis and treatment guidelines and the levels of supporting evidence
underpinning recommendations.

3.3.1. Basic Principles and Advantages of CMR

CMR is widely recognized as the gold-standard for the non-invasive
quantification of left ventricular (LV) ejection fraction which remains a
cornerstone parameter that guides decision making in various scenarios
ranging from the diagnosis of heart failure to determining the need for
primary prevention implantable cardioverter defibrillators (ICDs) and the
timing of surgical intervention in patients with valvular heart disease
[99, 100]. For many of these applications, echocardiography remains
a first-line investigation, but CMR is particularly valuable for evaluating
cardiac structure and function in patients with poor acoustic windows.
This is recognized in the recent ESC heart failure guidelines as a class
I indication for CMR (Class I: evidence and/or general agreement that
a given treatment or procedure is beneficial, useful, or effective) with
level of evidence C (consensus opinion of experts and/or small studies,
retrospective studies, registries) [99]. The ability to non-invasively
acquire high spatial and temporal resolution images in any plane using
bSSFP sequences which have high intrinsic T1 and T2 contrast affords
high endocardial definition enabling chamber volumes and function to
be quantified with high accuracy and precision [101]. This is achieved
by acquiring a contiguous short-axis stack parallel to the atrioventricular
groove and planned with two and four chamber cine sequences [53,
102].

A key feature of CMR is its ability to non-invasively characterize
tissue by exploiting intrinsic differences in nuclear magnetic relaxation
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characteristics of hydrogen nuclei which are found in abundance in
the human body in different chemical environments in the form of
water but also bound in large macromolecules such as triglycerides and
proteins. This enables different anatomical structures and pathology
to be readily appreciated and differentiated without the need for
exogenous contrast. However, the administration of the latter, in the
form of large macromolecular chelates of the paramagnetic element
gadolinium, augments our ability to detect pathology even further by
highlighting the presence of myocardial fibrosis, infiltration, or areas
of infarction [103]. Gadolinium contrast agents shorten T1 relaxation
times in proportion to their local concentration. As large positively
charged macromolecules, they are unable to penetrate the intact cell
membrane and so remain entirely extracellular. As such, in tissues
where the extracellular space has been expanded by the presence
of fibrosis or infiltrated by exogenous proteins such as for instance
in cardiac amyloidosis, gadolinium can accumulate to higher local
concentrations. If imaged ~10 minutes after contrast administration
using an appropriate inversion recovery prepared T1-weighted sequence
with an inversion time set to null the signal from healthy myocardium,
such areas are illuminated as gadolinium washes out of healthy tissue
but remains at higher concentrations in diseased areas, causing faster
recovery of signal. Infarcted or non-viable areas of myocardium can be
similarly delineated as they are rich in extracellular matrix and proteins,
but cell-poor or in the case of acute myocardial injury, may be populated
by necrotic cells with disrupted cell membranes [104]. The LGE imaging
technique (see Section 3.2.3) plays a pivotal role in phenotyping
patients with heart failure, particularly differentiating patients with
ischemic from non-ischemic heart failure (Class IIa: conflicting evidence
and/or divergence of opinion about the usefulness/efficacy of the given
treatment or procedure but weight of evidence/opinion is in favor of
usefulness or efficacy) with level of evidence C [99].

3.3.2. Ischemic Heart Disease

In patients with ischemic heart disease, occlusion of an epicardial
coronary artery tends to cause injury and necrosis of endocardial cells
first as these are furthest away from the blood supply, evolving to
a wavefront of necrosis that gradually spreads centrifugally towards
the epicardium (Figure 3.4A). Areas of LGE extending from the
sub-endocardium, particularly if they are regional or in a coronary
distribution, denote areas of ischemic infarction. In contrast, non-
ischemic pathologies such as dilated cardiomyopathy or myocarditis
tend to be associated with LGE in an epicardial or mid-wall distribution,
allowing ischemic and non-ischemic etiologies of heart failure to be
readily distinguished (Figure 3.4B). CMR is regarded as a class I indication
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for evaluating acute chest pain or myocardial injury in patients with
unobstructed coronary arteries (level of evidence B: moderate quality
evidence from one or more well designed, well-executed non-randomized
studies, observational studies or registry studies or meta-analyses of
such studies) [105]. As well as being diagnostically valuable, it is
increasingly being recognized that the presence and/or extent or pattern
of LGE may have prognostic significance [106–110].

In patients with ischemic heart disease, the distribution of LGE can
localize infarcts to specific coronary territories (Figure 3.4A), and the
transmural extent can determine the likelihood of underlying myocardial
viability [111]. By imaging the first pass of contrast through the
myocardium under conditions of vasodilator stress (typically achieved
with adenosine or regadenoson), myocardial perfusion abnormalities
may be identified which may signify myocardial ischemia [112]. When
the epicardial coronary arteries are unobstructed, contrast arrives
synchronously and homogeneously in all supplied myocardial segments.
However, where there is a hemodynamically significant stenosis in a
given coronary artery, that vessel will already be maximally vasodilated
at baseline. The administration of a vasodilator will thereby augment
blood flow (and so the arrival of contrast) to unobstructed coronary
arteries, allowing areas of hypoperfusion to be delineated by the
delayed and reduced arrival of contrast to the already maximally dilated
stenosed vessel [112]. This technique can therefore be used to diagnose
the presence of coronary disease [113] or where this is already known,
determine the functional significance of a given stenosis identified using
an anatomical imaging technique such as invasive coronary angiography
or CT coronary angiography. As mentioned previously, this technique is
frequently used in tandem with LGE imaging to assess for myocardial
ischemia and viability and thereby determine the need for or to guide
revascularization [112]. Recent US chest pain guidelines now regard
this as a class I indication for stress CMR (level of evidence B) [105].
Advances in sequence design, image processing, and quantification
techniques now enable myocardial blood flow to be measured at the
voxel level with high in-plane spatial resolution [114–119]. The latter
allows microvascular dysfunction to be elucidated non-invasively [115,
120, 121] (Figure 3.4C-D), and for ischemic burden to be accurately
calculated [117, 122]. Quantification techniques also appear to improve
the ability to correctly identify multivessel coronary disease [123].

3.3.3. Non-ischemic Cardiomyopathies

The ability to quantify tissue characteristics has enabled various MR
relaxation parameters to be used as biomarkers for diagnosis and to
guide therapy [79, 124]. The seminal example of this is the development
of T∗2 imaging (Figure 3.4E-F), which has enabled non-invasive hepatic
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Figure 3.4 : Ischaemic and non-ischaemic heart disease. (A) Late gadolinium
enhancement sequence in the 3-chamber view. There is near transmural sub-endocardial
enhancement of the mid-apical septum and apex (short arrow, mid-left anterior
descending coronary artery territory). A signal void focus is also seen adherent
to the apex (arrowhead). This represents a left ventricular thrombus. In addition,
there is focal partial thickness sub-endocardial enhancement of basal inferolateral wall
(long arrow, circumflex coronary artery territory), which spares the sub-epicardium
(denoting an ischaemic etiology). The presence of infarcts in two different coronary
territories alludes to the potential presence of multivessel coronary disease. (B) Late
gadolinium enhancement sequence demonstrating a ring or circumferential pattern
of non-ischaemic enhancement. The areas of enhancement involve the mid-wall or
sub-epicardium, sparing the sub-endocardium. (C,D) Stress perfusion scan from a patient
with hypertrophic cardiomyopathy. There is widespread circumferential sub-endocardial
delayed arrival of contrast (hypoperfusion) at mid-ventricular level (C) and apex (D),
typical of microvascular dysfunction. (E,F) Bright blood axis scout at upper abdominal
level (E). The normal liver should have signal characteristics similar to the spleen
(marked). However, in this patient with hepatic iron overload, the spleen appears
almost black due to accelerated dephasing of spins brought about by the increasing
field inhomogeneity generated by intrahepatic iron stores. This T∗2 effect can be used to
quantify liver iron levels (F). Here, the liver T∗2 is ~1.9 ms, denoting moderate hepatic
iron overload (normal > 6.3ms) equivalent to ~5–10mg iron/g dry weight.
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and myocardial iron quantification [86]. By allowing the early diagnosis
of iron overload cardiomyopathy and timely initiation and titration of
chelation therapy, this has been credited with significantly reducing the
risk of death from heart failure in patients with thalassemia [125]. The
development of T1 mapping techniques (see Section 3.2.4) has found
applications in detecting interstitial fibrosis, and by measuring post-
contrast T1 together with the knowledge of the patient’s hematocrit,
the estimation of extracellular volume fraction (ECV) has made it
possible to track pathologies such as cardiac amyloidosis [79]. This
is of growing relevance as these conditions are increasingly amenable
to novel therapeutics which can stabilize or even potentially partially
reverse cardiac amyloid deposition [126]. Thus, CMR is regarded as a
class I indication for the evaluation of infiltrative disease and suspected
iron overload (level of evidence C) [99].

CMR also plays a vital role in the evaluation of patients with heart
failure or suspected non-ischemic heart muscle disease. It can be
used as a gatekeeper for invasive coronary evaluation [127] but also
to accurately evaluate areas of the heart that are difficult to clearly
visualize by echocardiography such the LV apex or the right ventricle.
This can be invaluable for the diagnosis of particularly the apical
variants of hypertrophic cardiomyopathy [128] and arrhythmogenic
right ventricular (RV) cardiomyopathy [129].

3.3.4. Myocardial Inflammation

The ESC guidelines regard CMR as a class I indication (level of evidence
C) for the evaluation of patients with suspected myocardial inflammation
[99]. Acute inflammatory processes and tissue injury can increase
tissue water content and increase the mobility of tissue water protons
[130]. This can be exploited with T2-weighted imaging techniques and
quantitative mapping methodologies (see Section 3.2.4) to diagnose the
presence and distribution of myocardial inflammation (Figure 3.5) [124,
130, 131]. Myocarditis can be diagnosed when in the appropriate clinical
context, there is evidence of tissue oedema and inflammation/injury
on one T2-based (T2-weighted-imaging or T2-maps) and one T1-based
criterion (native T1 map, LGE imaging, or ECV maps) respectively, in a
non-ischemic distribution [132].

3.3.5. Cardiac Electrophysiology

Within the sphere of cardiac electrophysiology, not only is CMR playing
a vital role in the identification of patients at increased risk of
arrhythmia [106, 108–110], but it is increasingly being used to plan
invasive arrhythmia ablation procedures [133]. Atrial fibrillation is
the commonest sustained cardiac arrhythmia and an important cause
of morbidity and mortality [134]. In most patients, the arrhythmia
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Figure 3.5 : Multiparametric evaluation of a patient with acute myocarditis. (A) Depicts
increased T2 signal in the mid-inferior and lateral walls in an epicardial to mid-wall
distribution. The absolute T2 time in the inflamed area is increased to ~70 ms (B)
whereas the remote myocardium in the septum has a normal T2 time of 45 ms (normal
< 55 ms). (C) depicts increased native T1, another marker of tissue injury. This
is raised at 1347 ms in the epicardium of the mid-inferior and lateral walls (normal
range: 890–1035 ms on this platform at 1.5T). (D) illustrates epicardial to mid-wall
enhancement of the mid-inferior and lateral walls, which spares the sub-endocardium
(typical of myocarditis).

is triggered by electrical activity from the pulmonary veins which
can be treated by electrically isolating these through ablation [134].
3D-anatomical and fibrosis imaging sequences can help to define the
number of pulmonary veins and the degree of fibrotic remodeling of
the atrium which may influence procedural success (Figure 3.6) [135].
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For patients with malignant ventricular arrhythmias, identifying the
precise origin of arrhythmic foci often requires prolonged and tedious
pace-mapping of the electrical substrate increasing procedure times and
thereby risk to patients [136]. This can be considerably facilitated by
pre-procedural CMR which can identify areas of scar tissue and help
target electrical interrogation of the diseased myocardium [136].

3.3.6. Congenital Heart Disease

CMR has also revolutionized the care of patients with congenital heart
disease, which occurs at a frequency of 6-8 per 1000 live births
[137]. Advances in care now mean that more patients are surviving to
adulthood and so are forming an important cohort of patients who require
regular clinical and imaging evaluation [137–139]. The complexity of
disease can range from minor anomalies such as a small restrictive
ventricular septal defect through to patients with complex cyanotic
heart disease with cardiac malformations that require often multiple
complex surgeries to correct or palliate. The imaging assessment of
such patients requires the ability to image in multiple planes, in 3D,
and to quantify blood flow, particularly to diagnose the presence and
severity of any intracardiac shunts [137, 139]. Importantly, this is
achieved without the need for any ionizing radiation (which would have
a greater impact on this younger cohort of patients who need frequent
serial imaging) and unfettered by limitations imposed by acoustic
windows as echocardiography often is. This is particularly true for
structures such as the right ventricle that are more challenging to image
with echocardiography [140]. The high accuracy and precision of the
measurements of ventricular size and function as well as blood flow
enable these parameters to be used to guide the timing for surgical
intervention, for instance, pulmonary valve interventions in patients
with repaired tetralogy of Fallot [139, 141]. The broad utility of CMR
in congenital heart disease has been recognized in recent international
guidelines [142]. The presence of RV scar detected by LGE-CMR has
been highlighted as a risk factor for sudden cardiac death and its use
for risk stratification is recommended as a class IIa indication (level of
evidence C). These guidelines also recognize CMR with physical stress
as a class I indication (level of evidence C) for the evaluation patients
with coronary anomalies to confirm/exclude myocardial ischemia [142].

3.3.7. Valvular Heart Disease

While Doppler echocardiography is rightly considered the modality
of choice for the evaluation of patients with valvular heart disease,
phase-contrast velocity mapping is particularly adept at quantifying
regurgitant lesions such as aortic and pulmonary regurgitation [143]. It
can play a role in corroborating echo findings or in providing accurate



3.3. Clinical Cardiovascular MR

3

69

Figure 3.6 : 3D-segmentation of the left atrium depicting left atrial anatomy and four
pulmonary veins and their tributaries (A). There is extensive fibrosis of the left atrial wall
(B) on 3D late enhancement sequences which may reduce the likelihood of successful
ablation.

quantification where unfavorable echo windows preclude this, or jet
eccentricity can result in underestimation of jet severity [100, 144].
As in many other spheres of cardiovascular medicine, an accurate
quantification of ventricular ejection fraction may be vital in determining
the timing of any intervention [144].

3.3.8. Angiography and Vascular Disease

CMR also has the added advantage of enabling visualization of the aorta
and great vessels which can often need intervention in patients with
aortic valve disease, particularly if this is associated with aortopathy
such as patients with bicuspid aortic valves. This can be achieved
using time-resolved angiographic approaches [145], as well as with 3D-
sequences acquired in free-breathing that can increasingly be combined
with multiple tissue contrasts [146–148]. The former can enable the
visualization of multiple vascular beds and structures (systemic venous,
pulmonary arterial and venous, and systemic arterial) with a single dose
of contrast (Figure 3.7)[145]. This has a range of applications from the



3

70 3. Cardiac MR: from theory to practice

evaluation of vascular disease itself to planning interventions.
Advances in rapid imaging techniques, catheter technology, and the

development of interventional imaging suites now allows actual invasive
procedures to be performed under MR-guidance [149, 150]. This
brings the principal benefit of minimizing the need for x-ray fluoroscopy
particularly in younger patients who require frequent serial evaluation.

There is also growing interest in leveraging the tissue characterization
capabilities of CMR to evaluate coronary plaque characteristics [151,
152]. Specifically, T1-weighted non-contrast coronary imaging can be
used delineate the presence of methemoglobin, a marker of coronary
thrombosis or intraplaque hemorrhage, which has been associated with
vulnerable plaque morphology and angina severity [152].

3.3.9. Cardiac Tumors

Another area where CMR has made significant indispensable contribu-
tions to patient care is the evaluation of cardiac tumors [153]. While
these are thankfully rare, the ability of CMR to provide full-spectrum
non-invasive characterization can help to refine the diagnosis and,
in many instances, can type specific lesions. Anatomical and cine
sequences can localize a lesion and define its geometry and relationship
with surrounding structures [153]. Sequences with different T1 and T2
weighting with and without fat-saturation can be used to delineate tissue
characteristics. Imaging of the tumor during the first pass of contrast
can depict its vascularity and perfusion [154]. Imaging in the early phase
after contrast administration can differentiate thrombus from neoplasia
or reveal the presence of superadded thrombosis. Imaging in the late
phase can provide information on the contrast uptake characteristics of
the lesion which again can be valuable in differential diagnosis [153,
154]. Such data can increasingly be combined with FDG-PET and other
radiotracer uptake data in hybrid CMR-PET imaging platforms to provide
truly multimodal comprehensive evaluation that encompasses tumor
metabolic activity [155].

In summary, CMR has found applications within every sphere of
cardiovascular medicine and has often had a positive disruptive effect –
improving diagnosis and in many cases, changing patient outcomes. In
a single comprehensive study, it is now possible to assess and reliably
quantify cardiovascular anatomy, function, tissue T1, T2, T∗2 , ECV,
perfusion at stress and rest, late gadolinium enhancement, and blood
flow. While many of the necessary sequences are ECG-gated and have
been done with breath holding, recent advances now make it possible
to acquire most data using free-breathing techniques making CMR
more accessible and tolerable for patients with cardiovascular disease
who often suffer from breathlessness (see Section 3.4.1). However,
although the ability to acquire more and more data has grown over
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Figure 3.7 : Cardiovascular time resolved 3D-angiography. The bolus of contrast is
imaged progressively as it passes from the right side of the heart (A) into the pulmonary
arteries (B), left atrium/ventricle (C), and thoracic aorta (D). This obviates the need to
precisely time the contrast volume and enables the rapid visualization of different parts
of the circulation with a single bolus of contrast.

the years, the time available to scan patients (typically 1 hour) and
report the voluminous imaging data sets that are generated has not.
This requires careful protocolling and efficient image acquisition to
harness the true benefits of this technology in a value-conscious and
efficient way. Advances in the application of artificial intelligence to both
image reconstruction and interpretation may help offset some of these
challenges.

3.4. CMR image quality

When setting up and optimizing a clinical CMR protocol to obtain the best
images possible, the inherent trade-off between spatial and temporal
resolution, scan time and signal-to-noise ratio (SNR) must be taken into
consideration. For example, imaging at higher spatial resolution will
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result in lower SNR or longer scan times. Thus, a compromise in this
triangle needs to be found in terms of image quality and acquisition
time. Moreover, CMR can be impacted from image degradation due to
cardiac and respiratory motion. Physiological motion induces aliasing
along the phase-encoding direction and/or blurring of the image content
(see Section 3.2.1), where the appearance depends on the imaging
trajectory. Therefore, CMR acquisitions generally require synchronization
or handling of the cardiac and respiratory cycles as depicted in Figure
3.8. In CMR, to avoid artefacts related to cardiac motion, it is usually
desirable to freeze the heart motion, using gated/triggered acquisitions
with <100ms temporal resolution. Unfortunately, this comes at the
expense of spatial resolution and/or coverage adding further constraints
to CMR.

3.4.1. Handling motion

Motion artifacts can be mitigated by (a) avoiding motion, i.e. training
the patient to perform breath-holds or applying anesthesia and sedation
to freeze respiratory motion; (b) reducing motion, i.e. signal averaging
to smooth out motion, performing fast imaging to become less
sensitive to motion [156–160] or suppressing motion outside the field
of view using saturation bands; (c) triggering or gating motion, i.e.
monitoring the motion cycle (using, for example, MR navigators [161–
165], cameras [166], field probes [167], pilot tone [168], respiratory
belts or electrocardiogram [169]) and either prospectively trigger on
the respective motion [170, 171], meaning only acquiring within a
small portion of the motion cycle, or retrospectively gate the motion
[172–175], meaning sorting the data into distinct motion states for
reconstruction. Motion avoidance (case (a)) requires, however, patient
compliance and reduces patient comfort. For highly non-compliant
patients (for example pediatric patients), moderate sedation or general
anesthesia can be given which does however require the use of a lung
respirator, increasing scan time and costs, and could have potential side
effects and complications. Motion reduction (case (b)) can require longer
scan times, increases induced radio frequency energy on patient (i.e.,
tissue heating) and residual motion artefacts can remain in the image.
Motion triggering and gating (case (c)) capture only a fraction of the
entire dynamic respiratory and cardiac cycle or periodic assumptions
of the dynamic cycle are made which may not hold in practice. Thus,
a varied range of strategies has been proposed to avoid CMR image
degradation due to cardiac and/or respiratory motion, some of which
are summarized in Figure 3.9.
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Figure 3.8 : Cardiac and respiratory motion monitoring. Motion can either be suppressed
(e.g., breath-holding) or monitored with MR navigators or external devices like
electrocardiogram (ECG). From the monitored signal, one can extract the respiratory, and
cardiac cycles which are needed for triggering (prospective) or gating (retrospective).

Respiratory motion

Breath-holding techniques are commonly used to reduce respiratory
motion artefacts. If the patient complies with the breathing instructions
this provides a 10-15s window where artefact-free images can be
obtained. A CMR examination requires multiple breath holds [176],
which can lead to patient discomfort and fatigue, resulting in poor
breath-holding and, consequently, motion artefacts that can impact the
downstream analysis [177, 178]. In addition, breath-holding can be
challenging or impossible for pediatric, critically ill, or uncooperative
patients [179]. Moreover, some CMR protocols, such as CMRA and other
3D CMR applications, require acquisition times that are too long for a
breath-hold. Free-breathing alternatives that use respiratory triggering
or gating based on diaphragmatic navigators (that monitor the superior-
inferior motion of the diaphragm) are available on most CMR scanners
[180–182]. Unfortunately, this approach has low scan efficiency, since
only data within a small predefined respiratory gating window is used to
generate an image, which leads to long and unpredictable scan times
(due to irregular breathing patterns). External respiratory monitoring
devices, such as bellows around the chest or abdomen, are also often
used. More recently, novel tracking devices like pilot tone [168, 183]
are being investigated for the usage of a sequence-independent motion
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Figure 3.9 : Cardiac and respiratory motion handling. Motion can either be
suppressed (left column), handled prospectively or retrospectively (middle columns)
or corrected/compensated (right column). Different strategies exist to deal with
respiratory-only (top), cardiac-only (bottom left), and respiratory and cardiac (bottom
right) motion. Prospective triggering: motion can be triggered to shorten the acquisition
window to a specific motion state. Retrospective gating: motion is resolved by gating
which can be performed exclusively on either respiratory/cardiac motion or on the
joint respiratory and cardiac motion (central gating matrix) to yield respiratory/cardiac
motion-resolved data. Data between individual gates/motion states can furthermore
be compensated by registering them with a rigid or non-rigid motion field along the
respiratory or cardiac motion direction.

monitoring solution.
Free-breathing CMR techniques based on self-navigation [184–188]

or image navigators [163, 189–191] have been proposed to achieve
100% respiratory scan efficiency (no data rejection), by correcting all
data for respiratory motion. Thus, allowing for shorter and more
predictable scan times. Respiratory self-navigation techniques derive
the respiratory-induced motion of the heart directly from the imaging
data. Self-navigation is achieved by periodically imaging the central
points in k-space and thus do not require any additional interleaving
of navigators into the sequence. Typically, self-navigation approaches
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extract the respiratory signal from 1D projections of the field of view (in
one or more directions). However, signal from static structures, such
as chest wall, is also included in 1D self-navigators, which can lead
to motion estimation and correction errors. Image-based navigators,
which allow separation of static structures from the moving heart, have
been proposed as an alternative to 1D self-navigation to reduce motion
estimation errors. These methods use low spatial resolution images
acquired with sequence interleaved imaging blocks at periodic intervals,
prior to the CMR data acquisition, to estimate and correct for 2D or 3D
respiratory motion. Free-breathing single shot CMR sequences often rely
on retrospective motion correction using image registration methods to
correct for respiratory motion between time frames.

Once the respiratory signal has been estimated, image degradation
caused by respiratory motion can be reduced by: (a) correcting for
translational motion (directly in k-space) [92, 163, 183, 191–195], (b)
separating (or binning) the data into multiple respiratory states to
generate respiratory motion-resolved images [196–215], and (c) (using
the latter for) correcting for more complex non-rigid motion [148, 190,
216–234].

Cardiac motion

CMR acquisitions are usually synchronized with heart motion though
an ECG (with electrodes attached to the chest) to minimize imaging
artifacts caused by cardiac motion. Two approaches are typically used:
prospective ECG triggering and retrospective ECG gating. Prospective
triggering uses the R wave from the ECG signal to trigger the data
acquisition (and “freeze” the heart) at a specific phase or certain number
of phases of the cardiac cycle [182, 193, 235–239]. In retrospective
gating, data are acquired continuously throughout the cardiac cycle and
the ECG signal is recorded simultaneously [173, 176, 177, 240–246].
Subsequently, data are reordered and grouped into different cardiac
phases according to the ECG signal. However, the ECG can be unreliable
in CMR (as described in Sections 3 and 4), particularly in the case of
arrhythmias and ectopic hearts. Finger pulse oximetry can be used as
an alternative to ECG, but its signal is delayed relative to the ECG R
wave. To overcome these challenges, cardiac self-gating approaches
have been proposed to estimate an ECG-like signal directly from the
acquired data [174, 175, 199, 203]. The signal is then used for cardiac
gating. More recently, contactless external sensors like pilot tone have
also been used to track motion during CMR exams.

Cardiac and respiratory motion

Several solutions have been developed to eliminate the need for ECG
synchronization and breath-holding altogether. This allows continuous
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acquisition of CMR data, known as free-running CMR [92, 199, 201, 202,
211, 230, 247]. After acquisition, data is then sorted into multiple cardiac
phases (with the desired temporal resolution) and multiple respiratory
motion phases based on the cardiac (ECG, self-navigation, pilot tone,
etc.) and respiratory (self-navigation, belt, etc.) motion signals to
generate a multidimensional dataset for reconstruction. Moreover, the
(self-navigation) respiratory signal or, for each cardiac phase, the bin-
to-bin (affine) respiratory motion can be estimated and used to correct
for respiratory motion directly in k-space (by applying the corresponding
phase-shifts in k-space), before the image reconstruction, to generate
respiratory motion-corrected cardiac phase-resolved CMR images [202,
214]. In addition, these images can be used to generate cardiac
motion-corrected images by selecting the cardiac phases with the
smallest intra- and interphase motion and then correcting for non-rigid
motion [233]. The obtained respiratory and/or cardiac motion-gated
k-spaces are usually sparsely sampled. During reconstruction, the
spatio-temporal information can be exploited by either regularizing the
motion dimensions [203, 248], correcting for the motion [249–251] or
exploring the low-rankness (see Section 3.4.4) of the dynamic processes
[252, 253].

Retrospective gating assumes a periodicity of the temporal motion
evolution which is however not a given for patients with arrhythmias or
irregular breathing patterns [254, 255]. In these cases, real-time CMR
which is based on fast imaging sequences, like spGRE or bSSFP, can
provide a viable solution [187, 190, 217, 256–261]. Imaging with high
(sub-second) temporal resolution makes acquisitions robust to motion,
and thus, images can be obtained without gating or binning [253].
In combination with efficient sampling trajectories and reconstruction
techniques, 2D and 3D imaging with high spatio-temporal resolution can
be performed.

3.4.2. Fast CMR

Several approaches have been proposed to speed up CMR acquisitions
by reducing the amount of data required for accurate reconstruction,
including parallel imaging [158, 159], k-t accelerated imaging [205, 206,
261, 262], or pseudo-random sub-Nyquist sampling [156, 157, 263].
Besides more efficient sampling trajectories, fast imaging sequences like
fast low angle shot magnetic resonance imaging (FLASH) [264], bSSFP
[39], fast spin-echo imaging (RARE) [34], echo planar imaging (EPI) [29]
have enabled fast CMR imaging. Accelerated scans can be used to
shorten the imaging time, to shorten breath-holds and improve patient
comfort, but can also be used to collect more information (within the
same imaging time), to increase temporal or spatial resolution and/or
volumetric coverage.
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Parallel imaging methods, such as (the image-based) SENSitivity En-
coding (SENSE) [159] and (k-space-based) GeneRalized Autocalibrating
Partial Parallel Acquisition (GRAPPA) [158], are used worldwide for CMR
applications, but are limited by the number of receiver coils and in
practice typically to 2- to 3-fold acceleration. K-t accelerated imaging
[205, 206, 261, 262] extends these concepts along the dynamic
temporal direction. It uses a regular undersampling pattern that is
shifted over time. Images are reconstructed using a linear reconstruc-
tion approach, which relies on information extracted from low spatial
resolution calibration data (with high temporal resolution) to minimise
fold-over artefacts.

Simultaneous multi-slice (SMS) imaging [155, 242, 265–267] has the
potential to acquire multiple slices, i.e., increasing cardiac coverage
without sacrificing in-plane spatial resolution. However, pre-calibration
scans are required to calibrate the unfolding during reconstruction which
increase overall scan time.

On the other hand, reduced spatial coverage but increased dynamic
resolution can be obtained with real-time CMR (158, 161, 189, 227-
233)[187, 190, 217, 254–260]. It relies on fast imaging sequences and
trajectories to provide respiratory and cardiac motion-resolved images.
Data acquisition is performed under free-breathing with sufficiently fast
enough trajectories to capture whole field of view with minimal motion
impact.

High acceleration factors can be achieved if the compressibility (or
sparsity in a transform domain) of images is exploited as proposed in
Compressed Sensing (CS) [157] or Low-Rank methods [210, 263]. In
these cases, we seek a (pseudo-) random sub-Nyquist sampling (i.e.,
undersampling) of the data. The applied sampling induces incoherent
noise-like aliasing artefacts in the sparse domain. Thus, to satisfy
the incoherence criterion, (pseudo-) random Cartesian or non-Cartesian
undersampling schemes are used to accelerate scans.

3.4.3. CMR trajectories

The k-space undersampling patterns to accelerate CMR acquisitions in
combination with the selected reconstruction method determine the
obtainable image quality. A few exemplar trajectories are shown in
Figure 3.10. In parallel imaging, the number of k-space lines is usually
reduced using regular Cartesian undersampling (i.e. sampling below
the Nyquist-Shannon sampling limit) [158, 159]. In dynamic CMR,
the Cartesian sampling patterns can be extended along the dynamic
motion direction as used in k-t imaging [205, 206, 261, 262]. A
different k-space undersampling should be used for each time frame
to introduce incoherence along the temporal dimension, and to thus
enable exploitation of both spatial and temporal sparsity, as for example
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Figure 3.10 : Fast cardiovascular MR techniques to enable high spatial and/or temporal
resolved data acquisition. Cartesian or non-Cartesian undersampling trajectories (left
column) can be used to accelerate acquisitions. Depending on the CMR application
and acquired trajectory, various image reconstruction techniques (right column) like
parallel imaging, compressed sensing, dictionary learning, low-rank, model-based, or
more recently deep learning methods can be used. These reconstructions handle and
exploit the spatial, temporal, and/or parametric dimensions. In CMR, the forward model,
commonly given by k = Ex, maps the unknown (MR signal intensity) image series x to
the k-space data k. The forward operator E contains the coil sensitivity maps C (enabling
parallel imaging), Fourier operator F and sampling pattern A. If data are undersampled,
dynamic images can be estimated using, for e.g., compressed sensing, by minimizing
an objective function with a data consistency term (to enforce consistency between
the measured data and model prediction) and a regularization term, with sparsifying
transform  (e.g., spatial wavelet or total variation) and regularization parameter λ.
Alternatively, a dictionary learning-based method can learn the sparsifying transform
(dictionary, D), and reconstruct the image simultaneously from undersampled k-space
data. The low-rank plus sparse (L + S) decomposition model enables the reconstruction
of undersampled dynamic k-space data. In this case, the low-rank (L) component
captures the temporally correlated background, and the sparse (S) component captures
the dynamic information. Model-based reconstruction methods include the physics
model in the forward model to directly estimate quantitative parameter maps from
fully-sampled or undersampled k-space data.

performed with a variable-density incoherent spatiotemporal acquisition
(VISTA) sampling [268].

Non-Cartesian sampling schemes may be preferred because they
are less sensitive to motion [156, 184, 195, 201, 203, 204, 213,
231, 235, 242, 243, 256, 262, 269–279], due to a densely sampled
low-frequency range and the repeated sampling of the k-space centre
enables the extraction of motion signals (self-navigation). Unfortunately,
non-Cartesian sampling requires resampling of the acquired data onto a
Cartesian grid, which is computationally expensive.

Several Cartesian trajectories that acquire data using a radial or spiral-
like pattern on a Cartesian grid have been proposed to overcome the
computational complexity of non-Cartesian trajectories, such as Variable-
Density sampling and Radial view ordering (VDRad) [216], CIRcular
Cartesian UnderSampling (CIRCUS) [207], (Variable-Density) Cartesian
acquisition with Spiral Profile ordering (VD-CASPR, CASPR) [233, 238,
280], GOlden-angle CArtesian Randomized Time-resolved (GOCART)
[281], rotating Cartesian k-space (ROCK) [282], centric reordering
[243] or Enhancing Sharpness by Partially Reduced Subsampling Set
(ESPReSSo) [282, 283] sampling.

For 3D CMR imaging, non-Cartesian trajectories can be combined with
Cartesian sampling, as in, for example, radial stack-of-stars [156, 207,
245, 284, 285] or stack-of-spiral [286] sampling schemes. Alternatively,
3D whole-heart CMR can be achieved using 3D Cartesian trajectories
[199, 235, 241, 243], or 3D non-Cartesian sampling patterns, such
as radial ’koosh-ball’ [201, 214, 242] or spiral phyllotaxis [202, 213].
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Moreover, acquisitions often use a golden-angle ordering scheme for
which consecutive k-space spokes are incremented by the golden angle
(θ ≈ 111.25◦) [287, 288], to achieve nearly uniform k-space coverage
(also optimal for retrospective binning) and incoherence along both
spatial and temporal dimensions.

3.4.4. CMR reconstruction

The undersampled data requires appropriate reconstruction techniques
to recover an aliasing-free image, as illustrated in Figure 3.10. The
raw data is linked with the image via the forward model as stated
in the equation from Sermesant et al. [59]. CS relies on non-linear
reconstruction algorithms to reconstruct images from randomly (or
pseudo-randomly) undersampled data [157]. In CS, the undersampling
trajectory should lead to incoherent, noise-like aliasing artefacts which
can be corrected for if images can be sparsely represented in a set
transform domain (e.g. wavelets). In contrast to fixing the transform
domain, dictionary learning techniques [289] seek to find the sparsest
image representation by learning the sparsifying transform specific to
each type of application. CS has the advantage that it does not require
any training data and can achieve high accelerations. It can also
be combined with parallel imaging methods [290, 291]. However, it
depends on application specific hyperparameter optimization, and the
iterative algorithms result in long reconstruction times.

Low-rank matrix completion methods have extended the idea of CS
to matrices [210, 263]. These explore the global or local (patches)
correlations within CMR images e.g. along the temporal or multi-contrast
dimensions [148, 210, 211, 221, 263, 292–302]. For dynamic CMR,
locally low-rank methods can act as an implicit motion compensation
for any residual motion (after prior triggering/gating) [199, 209]. Some
methods simultaneously enforce low-rank and sparsity constraints to
separate the temporally correlated background and dynamic information
in various CMR applications, such as dynamic contrast-enhanced CMR
[263, 299, 302]. Moreover, low-rank tensor imaging has been proposed
for multi-dimensional CMR imaging [201, 228, 230, 251, 252, 297,
303, 304]. These methods explore the spatio-temporal correlations
in all dimensions (spatial, contrast, cardiac and respiratory motion)
to generate multi-parameteric and motion-resolved CMR images, e.g
cardiac- and respiratory-resolved T1 and T2 maps. In addition, motion
can be handled implicitly in the low-rank decomposition instead of
performing a prior motion gating.

Model-based reconstruction approaches have also been proposed to
accelerate quantitative CMR imaging [275, 276, 305–308]. These
methods incorporate the physics of the MR signal into the image recon-
struction problem allowing for the direct reconstruction of quantitative
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maps from the undersampled CMR data, bypassing the intermediate
steps of image reconstruction and pixel-wise model fitting. Furthermore,
in model-based reconstructions the underlying respiratory and cardiac
motion model can be accounted for. Explicit motion compensation can
be performed by mapping image data along the temporal direction with
the underlying motion model extracted from image registration [219,
248, 249, 307].

Fast reconstruction is essential in a clinical setting. However, non-
standard and iterative reconstruction methods often suffer from high
computational demands, long computational times and require careful
tuning of the algorithm (regularization) parameters. Recently, deep
learning-based solutions have been proposed to address some of these
shortcomings.

3.5. Challenges and Conclusions

The plethora of CMR sequences available and information offered makes
the technique attractive, but also very challenging, particularly for a
beginner. This review has provided an overview of the main CMR
concepts and techniques, including recent technical advances, which
should be useful for anyone wanting to improve, update, or maintain
their knowledge and understanding of CMR. Ultimately, the dialogue
between the scientific and clinical communities should improve if all
users understand CMR terms and use a common language. This
review has described the key physical principles underlying the most
commonly used (quantitative) CMR sequences and preparation pulses
and causes of common image artefacts. This review has explained
how and why CMR can (and should) be used for diagnosis and guiding
clinical decision making in a range of cardiovascular disease scenarios,
such as ischemic heart disease, myocarditis, atrial fibrillation, valvular
heart disease, vascular disease, congenital heart disease, and cardiac
tumors. The challenges of CMR associated with acquisition time, SNR,
spatial and temporal resolution, cardiac and respiratory motion have
been discussed. In addition, popular and recently developed methods
of suppressing and handling motion have been described. Finally, this
review has explained how to speed up CMR scans by acquiring less
data (than needed by conventional methods) using (pseudo-)random
sampling trajectories and non-linear reconstruction algorithms, such
as compressed sensing and low-rank completion, model-based or DL
reconstruction approaches.
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Abstract

Purpose To develop and optimize an adiabatic T1ρ (T1ρ, dib) mapping
method for robust quantification of spin-lock (SL) relaxation in the
myocardium at 3T.

Methods Adiabatic SL (aSL) preparations were optimized for re-
silience against B0 and B+1 inhomogeneities using Bloch simulations.
Optimized B0-aSL, Bal-aSL and B1-aSL modules, each compensating
for different inhomogeneities, were first validated in phantom and
human calf. Myocardial T1ρ mapping was performed using a single
breath-hold cardiac-triggered bSSFP-based sequence. Then, optimized
T1ρ, dib preparations were compared to each other and to conventional
SL-prepared T1ρ maps (RefSL) in phantoms to assess repeatability and in
thirteen healthy subjects to investigate image quality, precision, repro-
ducibility and inter-subject variability. Finally, aSL and RefSL sequences
were tested on six patients with known or suspected cardiovascular
disease and compared with LGE, T1 and ECV mapping.

Results The highest T1ρ, dib preparation efficiency was obtained
in simulations for modules comprising 2 HS pulses of 30ms each.
In vivo T1ρ, dib maps yielded significantly higher quality than RefSL
maps. Average myocardial T1ρ, dib values were 183.28±25.53ms,
compared with 38.21±14.37ms RefSL-prepared T1ρ. T1ρ, dib maps
showed a significant improvement in precision (avg. 14.47±3.71% aSL,
37.61±19.42% RefSL, p<0.01) and reproducibility (avg. 4.64±2.18%
aSL, 47.39±12.06% RefSL, p<0.0001), with decreased inter-subject
variability (avg. 8.76±3.65% aSL, 51.90±15.27% RefSL, p<0.0001).
Among aSL preparations, B0-aSL achieved the highest inter-subject
variability. In patients, B1-aSL preparations showed the best artifact
resilience among the adiabatic preparations. T1ρ, dib times show
focal alteration colocalized with areas of hyperenhancement in the LGE
images.

Conclusion Adiabatic preparations enable robust in vivo quantification
of myocardial SL relaxation times at 3T.
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4.1. Introduction

Cardiac MRI is the clinical gold standard for the assessment of scar
and fibrosis in ischemic and non-ischemic heart diseases [111, 309–
311]. Late gadolinium enhancement (LGE) imaging can be used to
differentiate between scar and healthy myocardium based on retention
of gadolinium-based contrast agents (GBCA) [312]. However, GBCAs
injection is contraindicated in patients with severe renal impairment
due to the risk of necrotic systemic fibrosis [8]. In addition, gadolinium
retention in the brain after injection of GBCAs has been reported [9].
Thus, contrast-free alternatives are highly desired.

Quantitative myocardial tissue characterization has emerged with
a wide spectrum of applications in various cardiomyopathies [313].
Native T1 mapping has been explored for the assessment of myocardial
infarction (MI) without the need for contrast agents [314–316]. However,
mixed results have been reported on its sensitivity to focal scar and the
approach remains the subject of ongoing research [317–319].
T1ρ mapping has been proposed as a promising non-contrast

alternative for scar assessment, due to its increased sensitivity to slow
molecular motion in the kilohertz range [320, 321]. First, Muthupillai
et al. reported stronger post-contrast enhancement in acute MI cases
for T1ρ-weighted imaging compared with conventional T1-weighted
LGE imaging [322, 323]. More recently, quantitative T1ρ maps have
demonstrated improved differentiation between infarcted and remote
myocardium in swine models, compared with native T1 and T2 maps,
yielding comparable contrast-to-noise ratio (CNR) to LGE images [87,
318, 324]. Similar results have been reported in mice [325–327] and
monkeys [328]. In vivo T1ρ mapping has been successfully applied in
patients with ischemic and non-ischemic cardiomyopathies at 1.5T [131,
329–333]. Implementing T1ρ mapping at 3T could further improve the
diagnostic value of this approach, due to an increase in signal-to-noise
ratio (SNR) and CNR, and the applicability in a growing number of
3T cardiac examinations. However, at 3T, only a few studies have
been reported [334–336], highlighting limitations related to system
imperfections and the specific absorption rate (SAR) at high field
strengths.

Conventional T1ρ maps are obtained using spin-lock (SL) preparation
pulses with various durations, which are most commonly based on
continuous-wave RF irradiation. These preparations are inherently
susceptible to B0 and B+1 field inhomogeneities [337, 338]. To
compensate for these inhomogeneities, continuous-wave SL pulses, in
combination with refocusing pulses and phase cycling of SL modules,
have been proposed [71, 337, 339].

An alternative strategy to achieve resilience against system imperfec-
tions is the use of adiabatic pulses [340]. The robustness of adiabatic
pulses against field inhomogeneities has been studied in other 3T
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cardiac MRI methods, such as inversion-recovery T1 mapping [82] or
refocusing in T2 preparations [341]. Recently, similar adiabatic pulses
have also been employed for refocusing in conventional SL preparations
for cardiac T1ρ mapping [131] at 1.5T. Alternatively, SL preparations
consisting of trains of adiabatic full passage (AFP) pulses have been
proposed to generate T1ρ contrast in other anatomies [72, 73]. During
the AFP frequency sweep, the magnetization is locked along the effective
field. This induces T1ρ, dib as the dominant relaxation mechanism
during the pulse application [342, 343]. T1ρ, dib will be used throughout
the manuscript to indicate the rotating frame of reference relaxation
constant measured by adiabatic preparations.

In this work, we sought to investigate the use of fully adiabatic SL
(aSL) preparations for T1ρ, dib mapping of the myocardium at 3T. Bloch
simulations were performed to optimize aSL pulse shapes for resilience
against system imperfections. Phantom and in vivo imaging of the
calf muscle were then carried out to compare aSL preparations against
fully compensated conventional SL preparations. In vivo performance
was shown with cardiac mapping in healthy subjects. Finally, clinical
feasibility was evaluated in a small proof-of-principle cohort of patients.

4.2. Methods

4.2.1. Adiabatic spin-lock preparation design

In this work, adiabatic SL (aSL) preparations were based on a train of
AFP pulses with an identical duration (Figure 4.1B). An even number of
pulses was used to ensure that, at the end of the preparation (t = τSL),
the magnetization M(τSL) was stored along the +z direction. Hyperbolic
secant (HS) pulse shapes were employed, as commonly used in other
imaging applications [73, 82, 341, 344, 345]. These are characterized
by the following amplitude and frequency modulation functions:

B1(t) = Bmx
1 · sech
�

β

�

2t

τHS
− 1
��

, (4.1)

Δω1(t) = ω1(t) − ω0 = 2ƒm · tnh
�

β

�

2t

τHS
− 1
��

. (4.2)

Here B1(t) represents the pulse amplitude, Bm
1 the peak amplitude,

and β a constant that characterizes the width of the pulse bell. The
single HS pulse duration is indicated by τHS. Δω1(t) is the frequency
modulation with respect to the Larmor frequency ω0, 2ƒmx is the
amplitude of the frequency sweep, and Δω1(t) = d1(t)/ dt, where 1(t)
represents the pulse phase as a function of time. The polarity of
the frequency sweep was alternated between consecutive HS pulses to
compensate for residual pulse imperfections.
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Figure 4.1 : (A) Conventional SL pulse (RefSL) and (B) adiabatic SL pulse (aSL), with
corresponding amplitude and frequency modulation functions. Magnetization trajectories
for the RefSL (C) and aSL (D) modules, simulated under ideal conditions (off-resonance
Δωoff

1 = 0 Hz, relative B+1 ζ1 = 1) and in presence of moderate B0 and B+1 inhomogeneities
(Δωoff

1 = 100 Hz, ζ1 = 0.5). The parameters used for aSL were: τHS = 30 ms, β = 5.5,
ƒm = 350 Hz, Bmx

1 = 13.5 μT. Major deviations from the idealized case are observed
for the RefSL preparation in the presence of inhomogeneities, while the aSL preparation
produces similar results in both cases.

Preparations with variable SL durations were achieved by concate-
nating identical pulse modules multiple times. The total duration of a
single aSL module (τSL) was fixed to 60 ms. This value was chosen as a
trade-off between adequate sampling of the expected range of in vivo
T1ρ, dib times and restrictions imposed by the SAR limits (whole-body
SAR < 2.0 W/kg) and the RF amplifier chain. To obtain constant
preparation times, when changing the pulse duration (τHS), modules
containing 2, 4 or 8 HS pulses (2HS-aSL, 4HS-aSL, 8HS-aSL) with relative
pulse duration τSL, τSL/2, and τSL/4, were implemented. For SL modules
with 4 and 8 HS pulses, phase cycling was adopted between pairs of
HS pulses to achieve a full Malcolm-Levitt (MLEV) scheme compensation
[65].

Bloch simulations

Bloch simulations were used to optimize β, ƒmx and τHS in the aSL
preparations. All simulations were performed in MATLAB (MathWorks,
Natick, USA).

The preparation efficiency was determined as Mz(τSL)/M(0) and used
as a metric to optimize the design of the aSL module. The aSL
preparation modules were simulated using the maximum RF pulse
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Figure 4.2 : (A) T1ρ mapping sequence diagram with (B) corresponding baseline
images from a representative healthy subject. Five images are acquired, one without
preparation, three with different T1ρ, db preparations (τSL = 60, 120, 180ms), and one
with saturation preparation, to allow for accurate mapping of the induced T1ρ relaxation.

power, within the limits imposed by the peak B+1 (Bmx
1 = 13.5 µT)

and SAR (whole-body SAR < 2.0 W/kg). The preparation efficiency
was averaged over a design window covering the expected range
of in vivo off-resonances (Δωoff

1 ∈ {−150,−149, ... + 150} Hz) and B+1
inhomogeneities (ζ1 ∈ {0.50,0.49, ...1.00}) [82, 346–348], where ζ1
indicates the ratio between the effective and nominal B+1 power.

Two sets of optimizations were performed to identify the optimal pulse
duration and amplitude/frequency modulation functions, respectively.
First, the 2HS-aSL, 4HS-aSL, and 8HS-aSL modules were compared in
terms of preparation efficiency. Then, the module that produced the
highest preparation efficiency was selected to derive the optimal values
of β and ƒmx. Bloch simulations covering the range of expected
in vivo variability of B0 and B+1 were performed to obtain optimized
pulses for three design regions: 1) original balanced design region (Bal-
aSL) (Δωoff

1 ∈ {−150,−149, ... + 150} Hz, ζ1 ∈ {0.50,0.49, ...1.00});
2) B0-skewed (B0-aSL) (Δωoff

1 ∈ {−200,−199, ... + 200} Hz, ζ1 ∈
{0.75,0.76, ...1.00}); 3) B+1 -skewed design regions (B1-aSL) (Δωoff

1 ∈
{−100,−99, ... + 100} Hz, ζ1 ∈ {0.25,0.26, ...1.00}).

Pulse design validation

Phantom data were acquired to validate the simulation results. The
preparation efficiency of three optimized SL modules B0-aSL, Bal-aSL,
and B1-aSL was tested on the phantom by modifying the center
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Figure 4.3 : (A) Simulated preparation efficiency for 2HS-aSL, 4HS-aSL and 8HS-aSL
preparations, obtained by concatenating 2 (τHS = 30 ms), 4 (τHS = 15 ms), or 8
(τHS = 7.5 ms) HS pulses, respectively. Mz/M0 was averaged over a design window
covering Δωoff

1 ∈ {−150,−149, ... + 150}Hz and ζ1 ∈ {0.50,0.49, ...1.00}. Combinations
of β and ƒmx yielding the highest efficiency are indicated for each module by a black
dot. (B) Simulated preparation efficiency for 2HS-aSL, using three different design
regions: B0-aSL, Bal-aSL and B1-aSL. Black dots mark the combination of β and ƒmx
yielding the highest preparation efficiency. The highest efficiency was obtained for low
ƒmx amplitudes and intermediate β. (C) Simulated preparation efficiency obtained for
the optimal β and ƒmx combination identified in (B) for various Δωoff

1 and ζ1. Dashed
black boxes represent the design region considered for each pulse in (B).

frequency Δωoff
1 ∈ {−200,−180, ... + 200} Hz and scaling the pulse

power by ζ1 ∈ {0.1,0.2, ...1.0}. A single bottle phantom (Spectrasyn 4
polyalphaolefin, ExxonMobil Chemical) was used for the experiments.

The same experiments were performed in vivo in the calf muscle
of a healthy subject (21 y.o.) to validate simulations and phantom
experiments for the three aSL preparations. Here, B0 and B+1
inhomogeneities were varied in fewer steps (Δωoff

1 ∈ {−200,−150, ... +
200} Hz, ζ1 ∈ {0.2,0.4, ...1.0}).

For each SL module, Δωoff
1 and ζ1, two snap-shot balanced steady-state

free-precession (bSSFP) images were acquired: one preceded by the aSL
preparation (τSL = 60ms) and one with no preparation. The two scans
were interleaved by a 5s pause to allow longitudinal magnetization
recovery. Low imaging resolution was used (10×10×10 mm3), with TR
= 1.9ms, TE = 0.72ms, flip angle = 90°and a SENSE factor of 2. The
preparation efficiency Mz(τSL)/M(0) was then calculated as the ratio
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Figure 4.4 : (A) Experimental preparation efficiency measured in phantoms for a range
of Δωoff

1 and ζ1 with three aSL preparations. Experimental results were in agreement
with simulations in Figure 4.3C, minus a scaling factor given by relaxation, which was
ignored in simulations. (B) Adiabatic preparations efficiency was measured in vivo on
a healthy subject’s calf muscle for the same range of Δωoff

1 and ζ1. Overall, the
results were in good agreement with the phantom experiments (A) and the numerical
simulations (Figure 4.3C). Representative calf T1ρ, dib maps for different values of Δωoff

1
and ζ1 illustrate the variation in image artifacts.

of the two magnitude images. Signal polarity was restored using the
corresponding phase images prior to further processing. In phantoms,
the entire phantom area was evaluated for each vial, while in the calf,
manually drawn circular regions-of-interest (ROIs) were used.

4.2.2. T1ρ mapping

The proposed T1ρ, dib mapping approaches were compared to each
other and to a conventional, continuous-wave T1ρ mapping implemen-
tation in phantom and through in vivo experiments in the calf muscle
and the myocardium in healthy subjects and patients. Phantoms and
healthy subjects were scanned on a 3T Ingenia system (Philips, Best, The
Netherlands). Patient data was acquired on a 3T Achieva system (Philips,
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Best, The Netherlands). In vivo imaging was ethically approved by
the competent review authorities (METC NL73381.078.20, UK National
Research Ethics Service 15/NS/0030). Written informed consent has
been obtained prior to all imaging sessions according to institutional
guidelines.

The aSL preparations were compared to a fully balanced non-adiabatic
SL pulse [71] (RefSL in Figure 4.1A). Three phase-cycled SL blocks with
equal amplitude and durations of τSL/4, τSL/2, and τSL/4, respectively,
were played. The SL amplitude was chosen based on the RF amplifier
constraints as γB+1 = 300 Hz.
T1ρ and T1ρ, dib mapping was performed using a cardiac triggered

breath-hold sequence (Figure 4.2). Five baseline single-shot bSSFP
images were acquired: the first with no SL preparation, then three
with increasing SL durations, and finally a saturation-prepared image
used to approximate infinite SL length [349]. A composite “Water
suppression Enhanced through T1-effects” (WET) pulse was used to
achieve robust saturation in the presence of field inhomogeneities [350].
Total preparation durations were τSL = 0, 60, 120, 180 ms for aSL
modules. Shorter preparations were employed for RefSL (τSL = 0, 12,
24, 36 ms) to account for higher SAR levels, heavier RF amplifier load,
and significantly shorter non-adiabatic T1ρ times. Scans were acquired
in the end-diastolic phase. All images, except the saturation-prepared
image, were preceded by a pause to allow for longitudinal magnetization
recovery. Other imaging parameters were: in-plane resolution =
2×2mm2, FOV = 220×220mm2, slice thickness = 8mm, TE/TR = 1.2/2.4
ms, flip angle = 70°, SENSE = 2.
T1ρ and T1ρ, dib maps were reconstructed in MATLAB using the

following three-parameter model [349], to account for the effect of the
imaging pulses:

S(t) = A · e
− t
T1ρ(, db) + B. (4.3)

Phantom and in-vivo calf experiments

The T1MES phantom was used for phantom experiments to mimic blood
and myocardium relaxation times at 3T [351]. Approximate T1 and T2
times of the phantom vials were estimated, using a MOLLI sequence for
T1 [81] and a Gradient Spin Echo (GraSE) sequence for T2 [352]. To
study repeatability, ten repetitions of T1ρ and T1ρ, dib mapping scans
were acquired for each preparation (B0-aSL, Bal-aSL, B1-aSL and RefSL).
Manually drawn circular ROIs were used to extract T1ρ and T1ρ, dib
values for further processing. Repeatability was assessed using the
coefficient of variability (CV):

CV =
N
∑

=1

CV

N
(4.4)
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where N is the number of samples, corresponding to the number of
vials in this case, and CV is the coefficient of variability within the
sample computed for every vial as:

CV =
1

R

R
∑

r=1

Æ

(μ,r − μ)2

μ
. (4.5)

Here, R = 10 represents the number of repetitions, μ,r is the average
T1ρ or T1ρ, dib value for each vial  and repetition r and μ is the
average T1ρ or T1ρ, dib value for each vial across all repetitions.

In a second experiment, T1ρ, dib time was assessed as a function
of the HS shape parameter β by acquiring phantom and calf T1ρ, dib
maps for β ∈ 1, 2, ... 10. For each β, a constant sweep amplitude
ƒmx value was acquired. The dependence between the parameter β
and the measured T1ρ, dib values was tested using linear regression.
R2 coefficient, slope and intercept values were reported for a single
exemplary vial and a manually drawn circular calf ROI.

Healthy subjects experiments

The proposed aSL preparations were tested in 6 healthy subjects (4
males, 2 females, 21.5±1.9 y.o.). For each subject, B0-aSL, Bal-aSL,
and B1-aSL T1ρ, dib maps were acquired in three short-axis (SAX)
slices (basal, mid, and apical) and a four-chamber (4ch) view. To
assess reproducibility, the twelve maps were re-acquired following the
repositioning of the subject [353]. In this cohort of healthy subjects, the
magnetization recovery pause was 2.5s to limit the total scan time to
13s.

In a second cohort of 7 healthy subjects (5 males, 2 females,
24.7±2.5 y.o.), the best-performing aSL preparation was compared
to RefSL. Similarly to the first cohort, three SAX slices and a 4ch
view were acquired for each subject and preparation. Here, a
magnetization recovery pause of 3.5s was employed to avoid relaxation
time over-estimation (see Supporting Information Figure 4.S1). To assess
robustness to B0 and B+1 inhomogeneities, a second repetition of each
map was acquired by moving the shimming volume only on the right
ventricle, while keeping the position of the patient fixed.

The myocardium was automatically segmented using the nnU-Net
framework [354] with uncertainty estimation [355]. Segmentation
maps with predictive confidence below 75% were discarded and the
segmentation was performed manually. The average values of T1ρ
or T1ρ, dib and their corresponding standard deviation values (std) in
the segmented myocardium were extracted according to the AHA 16
segment model. A group-wise ANOVA test followed by paired t-tests
were used to assess statistical differences between the T1ρ and T1ρ, dib
times with different preparations.
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T1ρ and T1ρ, dib quantification precision was assessed for each my-
ocardial segment and SL module through the within-subject coefficient
of variability (CV):

CVr, =

Ç

σ2r,

μr,
(4.6)

computed for every repetition r and subject , where μ and σ are the T1ρ
or T1ρ, dib mean and std, respectively. Then, the mean and std of T1ρ
or T1ρ, dib values across repetitions were computed as:

μ̄ =
R
∑

r=1

μr,

R
, σ̄ =

1

R

√

√

√

√

R
∑

r=1

(μr, − μ̄)2 (4.7)

and, therefore, the reproducibility as:

CV  = σ̄/ μ̄, (4.8)

where R=2 indicates the number of repetitions. Finally, the inter-subject
variability was computed as a summary of the deviation of each
subject’s average T1ρ or T1ρ, dib value from the overall mean:

CV = ¯̄σ/ ¯̄μ, (4.9)

where

¯̄μ =
N
∑

=1

μ

Ns
, ¯̄σ =

1

Ns

√

√

√

√

Ns
∑

=1

(μ̄ − ¯̄μ)2 (4.10)

and Ns indicates the number of subjects. Statistical differences
between the different SL preparations in terms of precision and
reproducibility were investigated using a group-wise Kruskal-Wallis test
and subsequently right-tailed pair-wise Mann-Whitney U-tests.

Patients experiments

Clinical feasibility was tested in a small proof-of-principle cohort of 6
patients (2 males, 4 females, 50.2±11.0 y.o.) referred to clinical CMR.
All patients were imaged using standard clinical protocols, including
MOLLI-based native T1 mapping, LGE imaging and CINE scans. LGE
imaging was performed 10-15 minutes after injection of 0.15 mmol/kg
of Gadobutrol (Gadovist, Bayer Schering, Berlin, Germany). Extracellular
volume (ECV) maps were estimated from native and post-contrast T1
values. Synthetic haematocrit values were computed for each patient
as Hct = 0.88 − (T1,bood/3240) [356]. The proposed T1ρ, dib mapping
sequence and conventional T1ρ mapping of a single mid-ventricular SAX
slice were included in the scan protocol prior to contrast administration.
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Imaging parameters were chosen to closely match those used in the
healthy subjects. PCA-based group-wise registration was used to
mitigate residual cardiac and respiratory motion for baseline T1ρ, dib
and T1ρ images [357]. T1 and T1ρ(, dib) baseline images were spatially
co-registered to the corresponding LGE images applying a PCA-based
group-wise method to the baseline images [357]. Finally, the resulting
deformation matrices were transferred to the previously reconstructed
maps. Manually drawn ROIs were defined on LGE images and then
superimposed on the co-registered quantitative maps to extract scar
and remote T1, ECV, T1ρ, and T1ρ, dib times.

4.3. Results

4.3.1. Bloch simulations results

The simulated preparation efficiency achieved with the 2HS-aSL, 4HS-
aSL and 8HS-aSL preparations is shown in Figure 4.3A. For all three
modules, the highest preparation efficiency was obtained for low to
intermediate frequency sweep amplitudes and showed an inversely
proportional relationship with the parameter β. However, very low
values of β required a reduction of the pulse peak power to satisfy
SAR limitations. In all three cases, the optimal region is well defined
and separated from the non-adiabatic region at high sweep velocities
(top-right corner). Overall, 2HS-aSL shows higher overall preparation
efficiency than 4HS-aSL and 8HS-aSL. The 2HS-aSL module also presents
a larger optimal region, indicating higher stability to the choice of
parameters. Optimal values of {β, ƒmx} were chosen as {5.5,350
Hz } for 2HS-aSL, {3.7,300 Hz } for 4HS-aSL and {2.1,550 Hz } for
8HS-aSL, resulting in an average efficiency Mz/M0 of 0.98 and 0.92 and
0.88 respectively. Hence, the 2HS-aSL configuration, consisting of 2 HS
pulses of 30ms each, was selected for further investigation.

Simulation results for 2HS-aSL preparation with three different design
regions are shown in Figure 4.3B. For B0-aSL and B1-aSL, similar patterns
to the previously analyzed Bal-aSL case (Figure 4.3A) can be observed,
with an inversely proportional relationship with the parameter β. The
optimal region becomes narrower when using a more B+1 compensated
preparation, with overall decreasing optimal values β and ƒmx. Optimal
values of {β, ƒmx} were identified as {6.9,450 Hz } for B0-aSL and
{4.4,200 Hz } for B1-aSL, yielding an average efficiency Mz/M0 of 0.99
and 0.94 respectively. A summary of the parameters used for the
optimized aSL preparations can be found in Table 4.1.

Figure 4.3C illustrates how the preparation efficiency Mz(τSL)/M(0)
varies over a range of off-resonant frequencies and B+1 inhomogeneities
for the optimized B0-aSL, Bal-aSL and B1-aSL modules according to Bloch
simulations. The corresponding design region used for the parameter
optimization of each preparation is marked by the dashed rectangle.
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Table 4.1 : Adiabatic spin-lock preparations design parameters

Pulse shape

Module β ƒm [Hz] τHS [ms] Bm
1

[μT]

8HS-aSL 2.1 550 7.5 13.5
4HS-aSL 3.7 300 15 13.5
B0-aSL (2HS-aSL) 6.9 450 30 13.5
Bal-aSL (2HS-aSL) 5.5 350 30 13.5
B1-aSL (2HS-aSL) 4.4 200 30 13.5

Design region Performance

Module ω
oƒƒ
1 [Hz] ζ1 SAR [W/kg] Efficiency†

8HS-aSL -150, ... +150 0.5, ... 1.0 <1.2 0.88
4HS-aSL -150, ... +150 0.5, ... 1.0 <1.1 0.92
B0-aSL -200, ... +200 0.75, ... 1.0 <1.0 0.99
Bal-aSL -150, ... +150 0.5, ... 1.0 <1.0 0.98
B1-aSL -100, ... +100 0.25, ... 1.0 <1.1 0.94

For all three aSL modules, the regions characterized by low preparation
efficiency (in blue) are outside the design region.

4.3.2. Phantom and in vivo calf experiments

The experimental preparation efficiency measured in the phantom
experiments with varying Δωoff

1 and ζ1 conditions is depicted in Figure
4.4A. Good agreement between the simulated and experimental results
can be observed. Broad areas of lower preparation efficiency are present
for intermediate to low ζ1 values with B0-aSL, low to very-low ζ1 values
with Bal-aSL, and very low ζ1 as well as high absolute Δωoff

1 values with
B1-aSL.

The results of preparation efficiency obtained in vivo in the calf
muscle of a healthy subject are shown in Figure 4.4B. These results
are in good agreement with both simulations and phantom data. In
vivo preparation efficiency is compromised for ζ1 < 0.6 with the B0-aSL
module, while no substantial degradation was observed over the entire
off-resonance range studied. On the opposite side, B1-aSL yields robust
preparation efficiency for ζ1 values down to 0.2, but lower efficiency for
|Δωoff

1 | >150Hz. The overall efficiency score measured in the phantom
and calf experiments is lower than in simulations, as no relaxation
contributions have been simulated.

Complete T1ρ and T1ρ, dib mapping results for the T1MES phantom
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Figure 4.5 : (A) Phantom and (B) calf T1ρ, dib maps were obtained for various β and
constant ƒmx = 350 Hz. Linear regression analysis results showed that both phantoms
and calf present a linear relationship between the pulse β and the measured T1ρ, dib
values.

can be found in Supporting Information Figure 4.S2. Improved
repeatability was observed (p < 0.05) in T1ρ, dib maps (CV = 0.29 ±
0.15 for B0-aSL, p < 0.01; CV = 0.23 ± 0.13 for Bal-aSL, p < 0.01;
CV = 0.21 ± 0.11 for B1-aSL, p < 0.001) with respect to conventional
T1ρ maps (CV = 1.30 ± 1.34 for RefSL).

In Figure 4.5, examples of phantom and calf T1ρ, dib maps acquired
with different β values are displayed. T1ρ, dib values increase with
an approximately linear trend for higher β in both cases (R2 = 0.99,
slope = 9.56, intercept = 32.15 for phantom, R2 = 0.91, slope = 12.46,
intercept = 26.53 for the calf). A higher deviation from linearity was
observed in the calf values for β ∈ 3,4,5.

4.3.3. Healthy subjects experiments

Figure 4.6A shows mid-ventricular SAX and 4ch T1ρ, dib maps for one
representative subject, displaying overall strong myocardium-to-blood
contrast. No major off-resonance or B+1 artifacts are visually apparent
on the T1ρ, dib maps. In agreement with phantom and calf results,
myocardial T1ρ, dib values obtained with the B0-aSL preparation
(β=6.9) are higher than those obtained with the Bal-aSL preparation
(β=5.5), which in turn are higher than those obtained with B1-aSL
preparations (β=4.4). Myocardial T1ρ, dib values averaged over slices,
segments, and subjects were 194.22±24.54 ms, 155.59±18.09 ms,
and 87.48±11.55 ms for B0-aSL, Bal-aSL, and B1-aSL, respectively.
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Figure 4.6 : (A) Mid SAX and 4ch T1ρ, dib maps obtained with B0-aSL, Bal-aSL, and
B1-aSL preparations in a representative healthy subject of the first cohort. T1ρ, dib
maps achieved good visual map quality, with a homogeneous myocardium and clear
delineation against the blood pool across all acquired slices. (B) Bullseye plots
showing the T1ρ, dib values, averaged over all subjects and repetitions, for 16 AHA
myocardial segments. T1ρ, dib values are homogeneous across the 16 segments for all
preparations. Average T1ρ, dib increase with increasing beta β. (C) Bullseye plots report
the average reproducibility (CV) coefficients, measured over 2 acquisitions interleaved
by subject repositioning, for aSL-prepared maps in 16 AHA myocardial segments. Global
average values are reported at the center of each bullseye plot. A mild improvement
in reproducibility is observed for B0-aSL and Bal-aSL preparations, compared to B1-aSL,
but the difference was not statistically significant (p > 0.05).
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Figure 4.7 : Apical, mid, and basal SAX (A) B0-aSL-prepared T1ρ, dib maps and (B)
RefSL-prepared T1ρ maps in a representative healthy subject. Two repetitions of each
slice and preparation were acquired with different shim volumes: one covering the entire
heart, the other covering only the right ventricle. T1ρ, dib maps retain comparable
map quality across repetitions with a nearly identical visual appearance of the maps.
RefSL maps depict significant artifacts degrading the map quality in the myocardium,
particularly in the second repetition.

The bullseye plots in Figure 4.6B show that the inter-subject average
T1ρ, dib values for all three aSL preparations are homogeneous across
all segments. Bal-aSL and B1-aSL bullseye plots depict lower T1ρ, dib
values in the apical slice (apical vs. basal slice: -2.64%, p < 0.001 for
Bal-aSL, -6.62%, p < 0.001 for B1-aSL) but not for B0-aSL (-0.97%, p =
0.12).
Figure 4.6C depicts good reproducibility across the 16 AHA segments for
all aSL preparations. Trends of improved precision and reproducibility
were observed for B0-aSL compared with B1-aSL, but the differences
were not significant (p > 0.08). However, B0-aSL yielded significantly
lower inter-subject variability than B1-aSL (p < 0.05).
B0-aSL T1ρ, dib and RefSL T1ρ maps obtained in two repetitions

under different shimming conditions for a representative subject are
shown in Figure 4.7. RefSL preparations yield lower T1ρ values
than B0-aSL (average T1ρ over subjects, slices and segments =
38.21±14.37 ms for RefSL, compared with 183.28±25.53 ms for B0-aSL,
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Figure 4.8A). RefSL-based T1ρ maps display pronounced artifacts over
large portions of the myocardium and poor reproducibility across the
shimming conditions. B0-aSL preparations, on the other hand, present
comparable image quality for both cases free of visually apparent
artifacts. The adiabatic B0-aSL preparation resulted in significantly
better precision compared with RefSL (B0-aSL: CV,r = 14.51 ± 3.71%,
RefSL: CV,r = 37.61 ± 19.42%; p < 0.01, Figure 4.8C).

At least ten times higher reproducibility was obtained with the B0-aSL
preparation compared with the RefSL module (average CV  = 4.64 ±
2.18% for B0-aSL against average CV  = 47.39 ± 12.06% for RefSL, p
< 0.0001), as shown in Figure 4.8C.

Finally, inter-subject variability was lower for the B0-aSL preparation
(CV = 8.76 ± 3.65% for B0-aSL), compared with the conventional SL
(CV = 51.90 ± 15.27% for RefSL, p < 0.0001), as shown in Figure 4.8C.
A complete overview of the in vivo myocardial T1ρ, dib and T1ρ values,
as well as precision, reproducibility, and inter-subject variability for each
healthy subject across the two cohorts, can be found in Supporting
Information Tables 4.S1, 4.S2, 4.S3, and 4.S4.

4.3.4. Patients experiments

Four of the six patients presented LGE-positive in the CMR. For two
of those four patients, the mid-SAX slice intersected with the area
of focal scar identified on the LGE images. Figure 4.9 shows the
clinical sequences as well as aSL-based T1ρ, dib maps and RefSL-
based T1ρ maps for the two subjects with LGE-identified scars in the
mid-ventricular SAX slice. T1ρ, dib maps show visually discernable
alteration in the myocardium, that spatially coincides with the areas
of hyperenhancement in the LGE images. Any potential alteration in
the RefSL-based T1ρ maps is obfuscated by the presence of substantial
artifacts. B1-aSL yielded the best maps quality among adiabatic
preparations, with no visible B0 or B+1 -related artifacts. B0-aSL and
Bal-aSL maps were characterized by overall lower quality and presented
visible artifacts across the myocardium, as shown in Supporting
Information Figure 4.S3.

Patient 1 shows near transmural enhancement in the LGE images.
T1ρ, dib in this subject shows a +47.48% elevation in the LGE-positive
area compared with the remote myocardium for B1-aSL, while RefSL-
based T1ρ maps show a -33.26% difference. In comparison, native T1
and ECV values for the same patient showed, respectively, +17.12%
and +80.53% in the LGE-positive area. Patient 2, who showed signs
of lipomatous metaplasia in bSSFP CINE images (Figure 4.9), decreased
relaxation times were measured for the LGE positive area, compared
with remote healthy myocardium (-6.04% for B1-aSL T1ρ, dib, -67.19%
for RefSL T1ρ, -3.11% for native T1, -41.19% for ECV), as expected in
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Figure 4.8 : (A) Bullseye plots showing the T1ρ, dib and T1ρ values, averaged over
all cohort 2 subjects and repetitions, for 16 AHA myocardial segments. T1ρ, dib
values are consistently higher, but more homogeneous across the 16 segments for
all preparations, compared with RefSL-based T1ρ values. (B) Bullseye plots report
the average precision (CV), reproducibility (CV), and inter-subject variability (CV)
coefficients for B0-aSL-based T1ρ, dib maps and RefSL T1ρ maps in 16 AHA myocardial
segments. Global average values are reported at the center of each bullseye plot.
Improved precision, reproducibility, and inter-subject variability are obtained with aSL
preparations, compared to RefSL. (C) Bar plots comparing precision, reproducibility, and
inter-subject variability for each preparation per slice and averaged across all slices
(A=apical, M=mid-ventricular, B=basal, o=overall). Pair-wise statistical significance
is marked by ∗ or ∗∗ and the corresponding p-values are shown on top of each
plot. Significantly higher CVr,, CV, and CV values are measured for conventional
RefSL-based T1ρ mapping compared with T1ρ, dib.

the presence of fatty infiltration. Major artifacts, however, impair the
T1 and ECV maps quality. For both patients, normal T1ρ, dib and T1ρ
values were measured in the remote myocardium (202.18±17.79 ms,
169.42±13.06 ms, 97.98±11.35 ms, and 42.91±17.81 ms for B0-aSL,
Bal-aSL, B1-aSL, and RefSL, respectively). Normal T1ρ, dib and T1ρ
values were also measured in LGE-negative patients (191.32±13.53 ms,
148.46±12.95 ms, 92.35±7.29 ms, and 33.59±14.36 ms for B0-aSL,
Bal-aSL, B1-aSL, and RefSL, respectively).
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4.4. Discussion

In this study, we proposed a new cardiac T1ρ, dib mapping technique
based on fully aSL preparation for myocardial tissue characterization
at 3T. Numerical optimization yielded aSL preparations with tuneable
resilience against B0 and B+1 inhomogeneities. Phantom and in vivo
measurements demonstrated that T1ρ, dib mapping achieved more
robust results than conventional T1ρ mapping approaches. T1ρ, dib
maps showed fewer artifacts, higher precision and reproducibility,
and lower inter-subject variability. Initial data showed feasibility in
patients and visual alignment of areas with altered T1ρ, dib and
hyperenhancement in LGE images.

Conventional T1ρ values obtained with the RefSL preparation in this
study were comparable to those reported in previous studies at 3T
[334–336]. However, our results show slightly lower precision for the
RefSL maps than in previous studies. This difference in variability
may be because previous studies only evaluated a small ROI in the
anteroseptal segment of the myocardium, while in this work, an
automatic segmentation of the entire myocardium was used. Significant
inhomogeneities are visible in conventional RefSL maps, both in our
results and in other studies [334–336]. Han et al. found that at 1.5T
B0 variations over 10% of the SL field amplitude (typically B1/γ = 500
Hz) cause T1ρ quantification errors and visible image artifacts [338]. At
3T, this limit is easily exceeded [82]. Furthermore, B+1 inhomogeneities
have a much higher impact at high fields in cardiac imaging [358], thus
necessitating more robust T1ρ mapping techniques.

Both adiabatic and conventional T1ρ maps showed lower T1ρ, dib or
T1ρ values in the apical slice, compared to the mid and basal slices.
This effect is less evident for the B0-aSL preparations (T1ρ, dib values
comparison apical vs. mid and basal slices: p = 0.77 for B0-aSL, p
< 0.01 for B1-aSL and Bal-aSL, Figure 4.6). Hence, the lower T1ρ, dib
and T1ρ values in the apical slice may be explained with the higher
contribution of B0 inhomogeneities at the apex.

Using fully aSL preparations has four major advantages. First, they
yield more robust T1ρ, dib quantification in the presence of field
inhomogeneities. Our results have shown that the T1ρ, dib maps
have a lower level of noise and do not present significant B0 or
B+1 -related artifacts, overcoming the limitations observed in the previous
studies [334–336]. T1ρ, dib preparations also yielded higher precision,
reproducibility and lower inter-subject variability. Resilience to artifacts
is of particular importance for applications at high field strengths, like 3T,
which have the potential advantage of increased SNR and CNR. Second,
the use of amplitude-modulated HS pulses lowers the SAR demands
compared to conventional continuous-wave preparations for the same
duration. Wang et al. reported a SL pulse amplitude B1/γ of 298 Hz
[336], limited by SAR constraints and comparable with our findings.



4

102 4. Robust cardiac adiabatic T1ρ at 3T

Low SL pulse amplitudes result in lower measured T1ρ values and
further compromise the CNR and robustness to system imperfections.
The aSL pulses used in this study, on the other hand, allowed us to
use maximum peak power and longer preparation times, while still
satisfying SAR limitations. Third, T1ρ, dib preparations eliminate the
need for the initial 90°tip of the magnetization, which introduces further
imperfections in the presence of B+1 inhomogeneities [72, 349]. Finally,
conventional SL preparations are orientation-dependent [359]. The high
anisotropy of myocardial fibers yields orientation-dependent T1ρ times
with conventional preparations [360]. Adiabatic T1ρ preparations, on the
other hand, have been shown to be orientation-independent [359]. This
may further contribute to more homogeneous and reproducible T1ρ, dib
maps across the myocardium.

Besides the advantages in terms of robustness given by aSL
preparations, the mechanism behind T1ρ, dib relaxation is intrinsically
different from conventional T1ρ. Each T1ρ, dib preparation probes
a wider spectrum of SL frequencies through the adiabatic sweep,
compared to mono-frequency conventional SL. Effective field strength
and orientation vary during aSL preparations, as well as the angle
between the effective field and the magnetization. On the one
hand, these variations lead to relaxation rate changes throughout the
preparation module, rather than sampling a uniform T1ρ [342, 343].
On the other hand, the variable transverse relaxation T2ρ contribution
in the rotating frame of reference results in different T1ρ/T2ρ ratios for
any given time point. Furthermore, we observed higher T1ρ, dib times
for preparations with higher β and, thus, a faster frequency sweep
velocity. This indicates that the spectrum of relaxations rates probed
during aSL varies depending on the pulse profiles. These factors may
lead to a different sensitivity profile in pathological remodeling and its
clinical value remains to be evaluated. An in-depth theoretical analysis
of the mechanisms behind T1ρ, dib relaxation would be beneficial for
the comprehension of its relationship with the underlying physiology.

In patients, the poor resilience of RefSL preparations to system
imperfections significantly compromised the map quality. Artifacts in the
area around the coronary sinus, as well as the lateral wall, appeared in
all cases, preventing the unambiguous identification of focal alteration.
Compared to healthy subjects, image artifacts were substantially more
pronounced in the patient cohort. This likely stemmed from lower B+1
shim quality in the clinical setting. aSL-based preparations, in particular
when tuned for B+1 -resilience, yielded good map quality, comparable
to the healthy subject cohort. This indicates fair resilience to system
imperfections in clinical use.

Cardiac T1ρ, dib maps showed visible focal alteration that spatially
coincided with areas of hyperenhancement in the LGE images. This
is in line with previous studies indicating sensitivity to a range of
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Figure 4.9 : (A) 53-year-old female patient suffering from ischemic cardiomyopathy.
LGE images demonstrate myocardial infarction in the mid anteroseptal and anterior
wall. A circular ghosting artifact is visible on the LGE image and partially overlaps
with myocardial scar (red arrow). The B1-aSL-based T1ρ, dib map shows elevation
co-localized with LGE positive regions (T1ρ, dib = 146.24±25.34 ms scar -black arrow-,
99.40±11.58 ms remote). Native T1 and ECV values are also focally elevated in the
anterior and anteroseptal segments. Due to changes in the imaging slice position,
however, the visible abnormalities in native T1 maps are not precisely co-localized with
the LGE positive area. Due to mapping inhomogeneity in the anterior and lateral regions
(yellow arrows), no focal alteration is unambiguously identified in the conventional
T1ρ maps. (B) 59-year-old male patient with a history of ischemic cardiomyopathy.
LGE images demonstrate transmural myocardial enhancement in the mid-anterolateral
segments (red arrow). Chemical shift artifacts in the bSSFP CINE images indicate
lipomatous metaplasia. T1ρ, dib values decrease in the scar region (T1ρ, dib =
67.06±14.69 ms scar -black arrow-, 96.57±15.03 ms remote). Native T1 and ECV values
are also lower in correspondence of the scar region with respect to remote myocardium,
although major artifacts impair the maps quality. In this patient, significant artifacts
obfuscate any potential focal alteration in the RefSL-based T1ρ maps (yellow arrows).

diseases. Wang et al. found a +24% T1ρ elevation for hypertrophic
cardiomyopathy patients with diffuse fibrosis [336]. At 1.5T, van
Oorschot et al. measured +52% T1ρ elevation in infarcted myocardium
of patients suffering from ischemic heart disease [361] and +46% in a
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second ischemic cohort [331]. Furthermore, Bustin et al. have found
a +40% elevation in infarcted myocardium of LGE-positive patients
[131]. These trends are in agreement with the T1ρ, dib enhancement
measured in patient 1. On the other hand, T1ρ, dib in the scar area
of patient 2 was decreased. This is in good agreement with the CMR
finding of lipomatous metaplasia [82, 98, 362], and expected in these
cases due to the short T1ρ, dib component of the intramyocardial
fat. Our preliminary results indicate that fully adiabatic T1ρ mapping
can potentially yield more robust quantification than conventional
continuous-wave SL in clinical use at high fields. However, clinical
sensitivity of T1ρ,dib mapping may differ from conventional continuous
wave T1ρ mapping due to the mechanistic differences and among
different adiabatic preparations due to differences in the effective and
fictitious fields. Consequently, larger dedicated cohorts of healthy
controls and a targeted patient population are warranted to determine
clinical sensitivity and potential cut-off values for the differentiation of
healthy and infarcted myocardium.

Pulse design optimization was the key to achieving the desired
resilience against B0 and B+1 inhomogeneities. The HS pulse shape was
chosen specifically for its enhanced resilience to B0 inhomogeneities,
superior to TANH/TAN pulses, as previously reported [82]. First, we
observed that shorter aSL pulses (4HS-aSL and 8HS-aSL) performed
worse than the longer one 2HS-aSL, despite allowing for complete
MLEV compensation. Longer HS pulses are thus preferred for T1ρ, dib
preparations. Second, we found that the optimal HS pulse shape varies
significantly under different B0 and B+1 conditions. Bloch simulations
were in very good agreement with the experimental data acquired in
both the phantoms and the calf muscle. Our in vivo results show that
B0-aSL preparations achieve better precision and inter-subject variability
than Bal-aSL and B1-aSL in healthy subjects. However, B1-aSL has
proven most robust in the clinical set-up where B1-shim quality was
reduced.

Increased CVr,, CV, and CV values were observed in the basal
and mid-inferolateral segment, as well as the apical lateral segment for
B1-aSL preparations (see Figure 4.8). These values were reflected in
the B1-aSL T1ρ, dib maps, which, for some subjects, presented residual
B0 artifacts in the same segments (Figure 4.7). These effects were
not observed for B0-aSL and Bal-aSL maps. Thus, depending on the
application and the technical characteristics of the scanner either of
the optimized preparations may be most suitable for robust T1ρ, dib
quantification in the clinic. Adiabatic pulses that were previously used
for other cardiac MRI applications were found to be closest to those
used for B1-aSL preparations (β = 4.8, ƒmx = 215 Hz [341]). These
pulses may be particularly warranted on systems where B1 quality is
the main concern, such as systems with a single transmit channel or a
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lack of advanced shim modes. On other systems, B0-aSL and Bal-aSL
preparations may be preferred for the observed increase in precision
and reproducibility.

In our study, patient scans showed pronounced cardiac and respiratory
motion, despite cardiac triggering and breath-holding. Residual
motion due to heart rate variability and poor breath-holding capacity
in patients rendered retrospective image registration necessary to
achieve satisfactory map quality in the final T1ρ, dib and T1ρ maps.
Recently, specific attention has been dedicated on the development
of accelerated, free-breathing, whole-heart T1ρ mapping sequences to
facilitate its clinical implementation [332, 363, 364]. Furthermore,
several motion correction approaches have been proposed to improve
the quality of reconstructed T1ρ maps and mitigate the contribution of
motion [131, 330]. These efforts are key to enabling the widespread
use of quantitative parametric mapping sequences in clinical practice.
Our aSL preparations are fully compatible with these sequence designs
and reconstruction approaches and could, in the future, be integrated
into accelerated and motion-corrected T1ρ mapping sequences. This
may be particularly helpful to facilitate testing of the proposed T1ρ, dib
mapping in large, relevant patient cohorts in order to demonstrate its
clinical value.

4.5. Conclusions

In this work, T1ρ, dib mapping was proposed as an alternative to
conventional T1ρ mapping to enable its application in the human
myocardium at 3T. Our results show that adiabatic spin-lock prepa-
rations enable more robust mapping in the presence of B0 and B+1
inhomogeneities while satisfying SAR limitations. Adiabatic preparation
modules yielded quantification with high precision and reproducibility
in healthy subjects. In patients, aSL-based T1ρ,dib maps depicted
focal alterations in agreement with the reference LGE scans. Thus,
T1ρ mapping can be a promising candidate for reproducible myocardial
tissue characterization and bears potential as a contrast-free imaging
biomarker for scar and fibrosis.
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4.6. Supporting Information

Figure 4.S1 : Phantom T1ρ, dib maps acquired with different rest periods for longitudinal
magnetization recovery delays. T1ρ, dib values (± standard deviation) reported in the
plot are measured from the normal myocardium-mimicking vial (left column, middle
row). For longitudinal magnetization recovery delays ≥ 3000ms, the measured T1ρ, dib
values deviate less than 5% from the asymptotic value.
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Figure 4.S2 : (A) Example of T1ρ, dib and T1ρ maps of the tissue-mimicking T1MES
phantom. Good map quality was achieved with aSL preparations, whereas visible
artifacts are apparent in most vials in the maps obtained with RefSL preparation.
Approximate T1 and T2 maps are displayed for reference. (B) T1ρ, dib and T1ρ values
with standard deviation bars for each vial, averaged over 10 repetitions. T1ρ, dib values
are consistently higher than T1ρ values measured with RefSL preparations. T1ρ, dib
dispersion is observed across B0, Bal and B1 optimized pulses, due to a progressively
lower β value. (C) Repeatability measured as the coefficient of variability (CV) for
each vial. Averaging across all the vials, aSL preparations yielded significantly improved
repeatability (CV = 0.29 ± 0.15 for B0-aSL, p < 0.01; CV = 0.23 ± 0.13 for Bal-aSL,
p < 0.01; CV = 0.21 ± 0.11 for B1-aSL, p < 0.001 vs. CV = 1.30 ± 1.34 for RefSL).
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Figure 4.S3 : T1ρ, dib maps obtained with B0-aSL, Bal-aSL and B1-aSL preparations.
Image quality is compromised due to artifacts visible in the maps for B0-aSL in (A)
and for Bal-aSL in (B). Furthermore Bal-aSL prepared baseline images were subject to
substantial residual motion in both patients, lowering the image quality.
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Table 4.S1 : In-vivo myocardial T1ρ, dib values [ms], averaged over all repetitions and
segments for 6 healthy volunteers of cohort 1.

Subject # B0-aSL Bal-aSL B1-aSL

1 196.41 ± 25.04 160.93 ± 15.50 93.76 ± 7.99
2 201.99 ± 25.30 162.66 ± 18.56 92.82 ± 11.00
3 197.61 ± 23.06 158.34 ± 17.04 92.70 ± 10.78
4 181.04 ± 24.73 139.07 ± 19.58 73.51 ± 14.42
5 190.37 ± 22.93 161.74 ± 15.86 92.83 ± 9.25
6 197.89 ± 26.17 150.82 ± 21.99 79.25 ± 15.89

Table 4.S2 : In-vivo myocardial T1ρ, dib precision, reproducibility and inter-subject
variability (ISV), averaged over segments and repetitions for 6 healthy volunteers of
cohort 1.

B0-aSL Bal-aSL B1-aSL

S.# Prec. [%] Repr. [%] Prec.[%] Repr. [%] Prec. [%] Repr. [%]

1 12.84±4.55 2.79±2.37 9.72±2.43 1.95±1.40 8.70±3.91 2.52±1.77
2 12.86±5.72 1.74±1.80 11.94±7.27 2.70±2.35 12.60±10.26 4.17±4.69
3 11.83±3.64 2.67±2.32 11.16±5.92 2.80±3.18 12.26±9.92 2.77±2.83
4 13.87±3.18 2.54±1.57 14.32±3.24 5.21±3.33 22.53±17.02 9.94±14.85
5 12.19±3.91 8.09±7.17 9.94±3.34 2.35±2.46 10.51±7.22 5.28±4.03
6 13.55±5.48 4.60±2.88 15.27±7.53 7.52±3.66 22.29±13.69 7.04±5.20

ISV 5.32±3.01 % 6.40±2.66 % 9.25±6.10 %
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Table 4.S3 : In-vivo myocardial T1ρ, dib and T1ρ values [ms], averaged over all
repetitions and segments for 7 healthy volunteers of cohort 2.

Subject # B0-aSL RefSL

1 196.41 ± 25.04 23.27 ± 25.05
2 201.99 ± 25.30 43.88 ± 46.04
3 197.61 ± 23.06 26.45 ± 13.50
4 181.04 ± 24.73 21.22 ± 29.12
5 190.37 ± 22.93 33.84 ± 23.42
6 197.89 ± 26.17 58.91 ± 32.78
7 181.25 ± 21.18 39.65 ± 29.42

Table 4.S4 : In-vivo myocardial T1ρ, dib and T1ρ precision, reproducibility and
inter-subject variability (ISV), averaged over segments and repetitions for 7 healthy
volunteers of cohort 2.

B0-aSL RefSL

S. # Prec. [%] Reprod. [%] Prec.[%] Reprod. [%]

1 12.84±4.55 2.79±2.37 38.72±25.56 29.15±23.26
2 18.86±5.72 1.74±1.80 69.46±38.78 59.35±24.41
3 11.83±3.64 2.67±2.32 54.81±28.70 28.31±24.14
4 15.87±3.18 2.54±1.57 26.13±39.69 57.65±25.94
5 12.19±3.91 8.09±7.17 34.92±20.38 27.85±16.20
6 13.55±5.48 4.60±2.88 28.40±26.49 40.20±23.70
7 11.19±3.28 2.96±3.05 43.81±19.70 24.76±24.14

ISV[%] 5.32±3.01 51.92±6.10
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Abstract

Background: T1ρ mapping is emerging as a potential, contrast-free
alternative to late gadolinium enhancement (LGE) for assessment of
myocardial viability. However, strong signal contributions from the
blood pool can impede quantitative evaluation at the (sub)endocardium.
In this work, we study the effectiveness of dark-blood (DB) contrast
in adiabatic T1ρ (T1ρ,dib) mapping at 3T, using slice-selective and
non-selective adiabatic spin-lock pulses.

Methods: Adiabatic DB-T1ρ,dib preparations consisted of an odd
number of slice-selective adiabatic full passage (AFP) pulses followed by
a final non-selective AFP pulse. This preparation induces T1ρ,dib decay
within the imaging slice while it inverts the magnetization outside. A
delay (δ) between preparation and imaging allowed for relaxation and
inflow of the inverted blood to achieve DB contrast. Bias and precision
of DB and bright-blood (BB) T1ρ,dib were compared in phantom and
in healthy subjects (n=10). Blood suppression efficacy and myocardial
thickness in DB imaging were investigated in simulations, phantom, and
in vivo. The clinical feasibility of DB-T1ρ,dib mapping was evaluated in
a small cohort of patients (n=7) with suspected cardiovascular diseases.

Results: DB-T1ρ,dib values were in agreement with reference
BB-T1ρ,dib values in phantom (myocardium-like vial BB: 219.27±4.80
ms, DB: 218.09±8.22 ms) and in healthy subjects (BB: 182.32±28.27
ms, DB: 183.49±45.54 ms). A moderate increase in intra- (CV,r)
and inter-scan variability (CV) was observed in the DB method,
compared with conventional BB imaging, for phantom and healthy
subjects (in vivo CV,r BB: 15.51±2.65%, DB: 24.82±4.18%; in vivo
CV BB: 3.38±0.86%, DB: 7.24±2.55%). Longer delay times im-
proved blood suppression in vivo for DB-T1ρ,dib, albeit at increased
intra-scan variability in phantom and in vivo (DB CV,r for δ=0
ms: 4.90±0.83% in phantom, 16.67±2.91% in vivo, for δ=600 ms:
8.14±1.88% in phantom, 26.04±5.19% in vivo). Average myocardial
thickness was slightly higher when using DB-T1ρ,dib compared with
BB-T1ρ,dib (BB: 7.76±2.05 mm, DB: 8.63±2.46 mm). DB-T1ρ,dib
maps yielded comparable image quality to BB-T1ρ,dib maps in patients.

Conclusion: DB-T1ρ,dib mapping represents an alternative to BB-
T1ρ,dib for myocardial assessment with the potential for improved
visualization of the (sub-)endocardium.
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5.1. Introduction

T1ρ mapping is gaining attention as a promising method for contrast-free
myocardial tissue characterization and a potential alternative to late
gadolinium enhancement (LGE) imaging [12]. While LGE remains the
clinical gold standard for the assessment of fibrosis in ischemic and
non-ischemic cardiomyopathies, the use of gadolinium-based contrast
agents (GBCA) warrants caution. Gadolinium deposition, particularly
in the brain, was observed in subjects following repeated contrast
agent administration [9]. Moreover, GBCA can put patients with
severe renal impairment at risk of necrotic systemic fibrosis [8]. Thus,
non-contrast alternatives to LGE, such as those using quantitative
parametric mapping techniques, are long sought after.
T1ρ mapping has shown promise as a non-contrast alternative due to

its sensitivity to slow molecular motion and other interactions in the
low kHz range [11, 324]. T1ρ measures the longitudinal relaxation in
the rotating frame of reference during irradiation with a radio-frequency
(RF) pulse, the so-called spin-lock (SL) pulse. The SL field conventionally
consists of moderate amplitude continuous-wave RF pulses, which lock
the magnetization along the effective field and subject it to rotating-
frame relaxation. Initial T1ρ mapping studies in animal models have
reported improved contrast-to-noise ratio with respect to native T1 and
T2 mapping for differentiating infarcted and remote myocardium [87,
318, 324, 325, 327, 328]. In vivo T1ρ mapping has been successfully
applied for scar assessment in patients with ischemic cardiomyopathies
in several studies at 1.5T [131, 329, 330, 332, 361, 365, 366].
Applications of conventional T1ρ mapping at 3T are limited [334–336]. At
this field strength T1ρ is highly susceptible to B0 and B+1 inhomogeneities
and requires high specific absorption rate (SAR) [337, 338]. To overcome
these limitations, adiabatic T1ρ,dib preparations [72, 73] have been
explored in cardiac imaging and have achieved robust T1ρ,dib mapping
at 3T [367]. In T1ρ,dib the magnetization is locked by the effective field
of a series of amplitude and frequency-modulated adiabatic full passage
pulses (AFP), yielding a time-varying rotating-frame orientation and
T1ρ,dib constant. Adiabatic pulses have been shown to be more robust
than continuous-wave SLs in the presence of B0 and B+1 inhomogeneities
and require less SAR burden [367].

As commonly observed in myocardial tissue characterization, the abil-
ity to discern signal alterations at the sub-endocardium is compromised
in T1ρ and T1ρ,dib maps due to the strong blood-pool signal and the
limited resolution. In LGE imaging, this issue can be circumvented,
using blood signal suppression in so-called, black-blood or dark-blood
contrast [368, 369]. Black-blood refers here to imaging techniques
aimed at fully nulling the blood signal, while dark-blood techniques only
attenuate the blood signal relative to the myocardium. In LGE imaging
black- or dark-blood contrast has been previously achieved either
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through flow-dependent techniques, such as double inversion-recovery
(DIR) preparations [64]. Alternatively, differences in relaxation times or
magnetization transfer properties between blood, healthy myocardium
and scar can be exploited for black-blood contrast [243, 370–379].
Black-blood contrast has also been used in myocardial mapping. Black-
blood T1 mapping has previously been achieved with motion-sensitized
driven-equilibrium (MSDE) preparations and demonstrated an increased
thickness of the readily evaluable myocardium [346]. Black-blood T2
and T∗2 using DIR preparations have shown comparable or improved
reproducibility and fewer artifacts, in addition to improved scar-to-blood
contrast, compared with conventional bright-blood maps in vivo [380–
384]. DIR preparations have also been used for black-blood imaging in
continuous-wave T1ρ mapping, demonstrating improved visualization of
sub-endocardial scar [331].

In this work, we seek to investigate dark-blood contrast in adiabatic
T1ρ,dib mapping. A combination of selective and non-selective adia-
batic pulses is proposed to achieve flow-dependent signal suppression
of the blood pool with no additional preparations. Bloch simulations
and phantom imaging were performed to characterize the bias of
dark-blood T1ρ,dib preparations compared with reference bright-blood
preparations. Furthermore, the influence of preparation parameters on
blood suppression and intra-scan variability was studied. Finally, in
vivo dark-blood T1ρ,dib mapping was tested in healthy subjects and in
a small cohort of patients with suspected cardiovascular disease and
compared with the corresponding bright-blood reference.

5.2. Methods

5.2.1. T1ρ,dib preparations

The proposed adiabatic spin-lock preparation comprises a train of
hyperbolic secant (HS) AFPs (Figure 5.1A) [72, 73, 367]. In the
preparation train, pairs of AFP were concatenated, ensuring that the
magnetization is aligned with the +z direction at the end of the
preparation. Each pair contained two HS pulses with alternating
frequency sweep polarity to compensate for residual sensitivity to B0
and B+1 inhomogeneities [367].

Dark-blood contrast was achieved by adding a slice-selection gradient
for all HS pulses in the preparation train, except the last. This way, the
labeling slab is exposed to an even number of AFPs, inducing T1ρ,dib
decay (Figure 5.1B). Outside the labeling slab, only the last AFP is
effective, leading to magnetization inversion (Figure 5.1B). A delay time
δ between the preparation and the acquisition allows for the inverted
blood to flow into the imaging slab. T1 recovery of the inverted signal
during the preparation delay enables the attenuation of the blood signal.



5.2. Methods

5

115

Figure 5.1 : A) T1ρ,dib preparation module, consisting of a train of hyperbolic secant
(HS) pulses, with corresponding amplitude and frequency modulation functions. A
slice-selective gradient (Gss) is used on all but the last HS to achieve dark-blood (DB)
contrast. B) Magnetization (M) trajectories for spins in the labeling and inversion slabs
during the slice-selective HS pulses (left) and at the end of the entire preparation module
(right). Spins in the inversion slab only experience the last non-selective HS pulse and
are effectively inverted at the end of the preparations, while spins in the labeling slab
experience an even number of HS pulses, yielding a final T1ρ,dib-prepared positive
longitudinal magnetization. C) Slice profile obtained with the DB-T1ρ,dib-preparations,
with Gss chosen orthogonal to the imaging slice orientation to visualize the labeling slab.

For bright-blood (BB) and dark-blood (DB) preparations, all HS AFP
were played with a duration of τHS = 30 ms [367]. This value was
chosen as a trade-off between adequate sampling of the expected
range of in vivo T1ρ, dib times and restrictions imposed by the
SAR limits (whole-body SAR < 2.0 W/kg) and the RF amplifier chain.
Width parameter β = 6.9 and frequency sweep amplitude 2 × ƒm
= 900 Hz were chosen, based on robustness optimization for the
off-resonance range Δωoff

1 ∈ {−200,−199, ... + 200} Hz and relative B+1
values ζ1 ∈ {0.75,0.76, ...1.00} [367]. In dark blood preparations,
the slab-selection gradient strength was set to 880 μT/m to achieve
a labeling slab thickness of 24 mm, corresponding to three times the
imaging slice thickness. The delay δ after the dark-blood preparation
was adjusted according to the subject’s heart rate to allow for maximum
T1 recovery of the inverted signal, within a single heartbeat. No delay
was played after the BB preparations.
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Figure 5.2 : A) Bright blood (BB)- and dark blood (DB)-T1ρ mapping sequence diagram.
Four ECG-triggered end-diastolic bSSFP images were acquired in a single breath-hold.
B) Corresponding longitudinal magnetization profile (Mz(t)) for simulated myocardium
(solid line, T1/T2/T1ρ,dib = 1165/45/183 ms) in the labeling slab and simulated blood
(dashed line, T1/T2/T1ρ,dib = 1932/275/934 ms) in the inversion slab. C) Corresponding
DB-T1ρ,db baseline images from a representative healthy subject. The first three
images are acquired with increasing T1ρ,db preparation duration (τSL = 60, 120, 180
ms), while the fourth is preceded by a saturation preparation, to allow for unbiased
DB-T1ρ,db estimation.

5.2.2. T1ρ,dib mapping sequence

Dark-blood preparations (DB-T1ρ,dib) were compared to reference
bright-blood preparations (BB-T1ρ,dib) for adiabatic T1ρ,dib mapping
using a 2D balanced steady-state free-precession (bSSFP) sequence
(Figure 5.2). Four end-diastolic cardiac-triggered bSSFP baseline
images were acquired in a single 14 s breath-hold. The first three
baseline images were preceded by BB or DB-T1ρ,dib preparations of
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increasing length (2, 4, and 6 HS pulses, yielding τSL = 60, 120, 180
ms). The last baseline image was preceded by a composite “Water
suppression Enhanced through T1-effects” (WET) saturation pulse [350],
to compensate for the effects of magnetization recovery during the
imaging readout in the fitting procedure [349]. For DB-T1ρ,dib the
saturation pulse was followed by the same preparation delay δ used
in the T1ρ,dib-prepared dynamics, to also capture the effect of T1
recovery during the delay period. All images, except the saturation-
prepared image, were preceded by a 5s pause to allow for longitudinal
magnetization recovery. Other imaging parameters were: in-plane
resolution = 2×2 mm2, FOV = 220×220 mm2, slice thickness = 8 mm,
TE/TR = 1.2/2.4 ms, flip angle = 70°, SENSE = 2, bandwidth = 1744
Hz/px.

BB and DB-T1ρ,dib maps were generated in MATLAB using the
following three-parameter model [349], to account for the effect of
the imaging pulses and magnetization recovery during the preparation
delay:

S(t) = A · e
− t
T1ρ,dib + B. (5.1)

Standard deviation maps were calculated alongside the parameter
maps, based on the fit residuals, as described in Kellman et al. [385].
Thresholding was applied prior to the fitting procedure to focus the
reconstruction on the region of interest. Voxels with a maximum
intensity across all baseline images of less than 10% of the maximum
signal intensity measured in the dynamic with the longest T1ρ,dib
preparation were thresholded.

5.2.3. Experimental evaluation

Phantoms and healthy subjects were scanned on a 3T Ingenia system
(Philips, Best, The Netherlands). Patient data was acquired on a 3T
Achieva system (Philips, Best, The Netherlands). In vivo imaging was
ethically approved by the competent review authorities (volunteers:
METC NL73381.078.20, patients: UK National Research Ethics Service
15/NS/0030). Written informed consent has been obtained prior to all
imaging sessions according to institutional guidelines.

Phantom validation

Phantom experiments were carried out with the T1MES phantom to
mimic blood and myocardium relaxation times at 3T [351]. A preparation
delay δ = 500 ms was used in phantom. Ten repetitions of BB and
DB-T1ρ,dib mapping scans were acquired to assess intra-scan and
inter-scan variability. Manually drawn circular ROIs were used to extract
T1ρ,dib values for subsequent statistical analysis. Intra-scan variability
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Figure 5.3 : Representative A) bright blood (BB)- and B) dark-blood (DB)-T1ρ,dib maps
of the tissue-mimicking T1MES phantom. Good map quality was achieved with both
BB and DB preparations, but higher variability can be observed in DB-T1ρ,db maps,
especially in vials #1-3, #7 and #9. C) Intra- and D) inter-scan variability measured
for BB- and DB-T1ρ,db mapping over 10 repetitions, reported for each vial. In native
myocardium-mimicking vials (#4-6) a moderate increase in both intra- and inter-scan
variability was observed for DB compared with BB-T1ρ,db maps.

was assessed for each vial  and repetition r using the within-sample
coefficient of variability CV,r ,

CV,r =

Ç

σ2,r

μ,r
. (5.2)

Here μ,r is the average T1ρ,dib within the ROI, while σ,r is obtained by
averaging the ROI values of the standard deviation maps. CV,r values
were then averaged across repetitions to obtain the final intra-scan
variability. Similarly, inter-scan variability was calculated for each vial 
using the coefficient of variability CV across different repetitions r:

CV =
1

R

R
∑

r=1

Æ

(μ,r − μ)2

μ
, (5.3)

where R = 10 represents the number of repetitions and μ is the average
over repetitions of mean T1ρ,dib values for each vial (μ,r).
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For statistical analysis, phantom vials were divided into 3 groups
(native myocardium, blood, and post-contrast tissues) based on their
reference T1 and T2 values [351]. In each group, CV,r and CV
were averaged over all vials to obtain overall intra- and inter-scan
variability. Paired Mann-Whitney U-tests were performed to test the
statistical significance between BB- and DB-T1ρ,dib maps. P-values of
less than 0.05 were considered significant.

In vivo T1ρ,dib mapping

Bright- and dark-blood T1ρ,dib maps were acquired in 10 healthy
subjects (5 male, 5 female, 24.10±6.08 y.o.) in 3 short-axis slices
(apical, mid and basal). Three repetitions were acquired for each
scan during a single session to study the reproducibility of BB- and
DB-T1ρ,dib mapping. In a subset of subjects, four-chamber and
two-chamber views were also acquired for both T1ρ,dib mapping
techniques. The preparation delay δ was set to the maximum allowed
value, ranging from 395 ms to 745 ms depending on each subject’s
heart rate.

Image registration was carried out in a pairwise manner using
normalized mutual information [357]. The initial baseline image served
as the reference template, and the remaining three baseline images
were registered to this template. The myocardium was automatically
segmented using the nnU-Net framework [354] with uncertainty
estimation [355]. Segmentation maps with predictive confidence below
75% were discarded and the segmentation was performed manually.
The average BB- or DB-T1ρ,dib values and their standard deviation
values (std) were extracted segment-by-segment in the myocardial ROI,
following the 16-segments AHA model. A paired Mann-Whitney U-test
was performed on average BB and DB-T1ρ,dib values for each volunteer
at a significance level of p < 0.05.

BB- and DB-T1ρ,dib maps were compared in terms of intra- and
inter-scan variability in a test-retest protocol. The within- (CV,r)
and across-repetitions coefficient of variability (CV) were computed
segment-by-segment from the average T1ρ,dib and the standard
deviation maps for each slice, subject, and repetition , as described
for the phantom scans. CV,r coefficients were then averaged over
all repetitions and subjects to calculate the final intra-scan variability
coefficient for each myocardial segment. Similarly, each segment CV
value was averaged over all subjects to obtain the total inter-scan
coefficient of variability. Additionally, the inter-subject variability was
computed as the root mean square error between each subject’s
segment-wise average T1ρ,dib value and the overall segment average
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across all subjects:

CV =
1

N

N
∑

n=1

Æ

(μ − μ)2

μ
. (5.4)

Here N indicates the number of subjects.
Statistical differences between BB- and DB-T1ρ,dib intra-scan, inter-

scan, and inter-subject variability were assessed using segment-wise
paired Mann-Whitney U-tests, with p < 0.05 considered as significant.

Blood suppression

Additional experiments were performed to assess the effect of the
preparation delay δ on blood suppression, accuracy, and variability of
the T1ρ,dib quantification. Bloch simulations of the DB-T1ρ,dib map-
ping sequence were performed for myocardium-like tissue (simulated
T1/T2/T1ρ,dib = 1165/45/183 ms [386]) with varying preparation delay
δ = 0, 10, ..., 700 ms. Additive Gaussian noise was included to simulate
SNR = 20. The same 3-parameter fit model described for phantom and
in vivo mapping was used on simulated data. One hundred repetitions
were computed for each preparation delay to estimate the DB-T1ρ,dib
mean and standard deviation.

Phantom imaging was also performed for varying preparation delay
δ = 0, 50, ..., 700 ms. Mean and standard deviation were extracted
from the DB-T1ρ,dib maps and the standard deviation maps of fit
residuals for the manually segmented myocardium-like vial (#4: T1/T2
= 1260/48 ms [351]), respectively. DB-T1ρ,dib was then compared to
the reference BB-T1ρ,dib mean value of the same vial (δ = 0 ms).

Finally, DB-T1ρ,dib maps for preparation delay δ = 0, 100, ..., 600 ms
were acquired in the mid-short-axis slice of a healthy volunteer (male,
27 y.o.). DB-T1ρ,dib mean and standard deviation were compared to
reference values obtained for BB-T1ρ,dib mapping (δ = 0 ms) in the
automatically segmented myocardial ROI.

The effect of increasing preparation delay on DB-T1ρ,dib mean
and standard deviation was studied with linear regression analysis in
simulations, phantom, and in vivo mapping. R2 coefficient, slope, and
intercept values were reported.

Myocardial thickness

The apparent myocardial thickness in the presence of partial-voluming
for BB- or DB-T1ρ,dib preparations was studied in simulations and in
vivo. Bloch simulations were performed to estimate BB-T1ρ,dib and DB-
T1ρ,dib values in a voxel with varying blood/myocardium compositions
([blood] = 100% - [myocardium], with [myocardium] = 0%, 1%, ...,
100%), assuming a fully inverted blood compartment. DB-T1ρ,dib was
simulated for preparation delays δ = 0, 200, 400, 600 ms. Gaussian
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Figure 5.4 : Mid short-axis (SAX), four chambers (4CH) and two chambers (2CH)
bright-blood (BB)- and dark-blood (DB)-T1ρ,dib maps in a representative healthy subject.
Both BB- and DB-T1ρ,dib maps achieved good visual map quality, with homogeneous
values across the myocardium and no visible artifacts. DB-T1ρ,dib maps display
thorough suppression of the signal from the blood pool in SAX and 2CH view. Incomplete
blood suppression is evident in the 4CH view, where the primary blood flow is directed
within the labeling slab.

noise was added to the simulated baseline signal, corresponding to an
imaging SNR of 20. The resulting BB- and DB-T1ρ,dib values were
averaged over one hundred simulation runs.

The performance of BB- and DB-T1ρ,dib mapping in voxels with
blood/myocardium partial-voluming was also investigated in the healthy
subject cohort. Automatically segmented myocardial ROIs in all three
repetitions of the three short-axis slices were eroded or dilated from
the inner border with a circular element of up to 6 mm radii to
progressively exclude or include voxels with potential partial-voluming.
BB- and DB-T1ρ,dib values for each erosion/dilation case were averaged
first over the myocardial ROI and then across all slices, repetitions,
and subjects. The final mean BB- and DB-T1ρ,dib values for each
erosion/dilation case were reported with the standard deviation of their
mean ROI values across slices, repetitions, and subjects.

Finally, the apparent myocardial thickness was compared between BB-
and DB-T1ρ,dib short-axis maps for all healthy subjects. The thickness
was estimated by considering 5◦ circular sectors centered in the central
point of the segmented myocardium ROI. In these sectors, the number
of voxels with T1ρ,dib values that lie within the ± 15% interval around
the mean myocardial T1ρ,dib value of each map was counted. The
thickness was then averaged over all circular myocardial sectors to
obtain the final myocardial thickness estimate. Left-tailed pair-wise
Mann-Whitney U-tests were used to assess whether DB-T1ρ,dib maps
yielded larger myocardial thickness than BB-T1ρ,dib maps. P-values
smaller than 0.05 were considered significant.
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Figure 5.5 : A) Bullseye plots showing BB- and DB-T1ρ,dib values, averaged over all
subjects and repetitions, for 16 AHA myocardial segments. Both BB- and DB-T1ρ,dib
values are homogeneous across the 16 segments. No statistical difference was observed
between BB- and DB-T1ρ,dib values. Bullseye plots reporting B) the average intra-scan
variability (CV), C) the average inter-scan variability (CV) and D) the inter-subject
variability (CV) coefficients for BB- and DB-T1ρ,dib maps in 16 AHA myocardial
segments.

Patients T1ρ,dib mapping

Clinical feasibility of BB and DB-T1ρ,dib mapping sequences was tested
in a cohort of seven patients (2 male, 5 female, 52.80±12.32 y.o.)
referred to clinical CMR. Patients were imaged using clinical protocol
sequences, including native MOLLI T1 mapping (in-plane resolution =
1.1×1.1mm2, FOV = 350×350mm2, slice thickness = 10mm, TE/TR
= 0.99/2.14 ms, SENSE = 2), native Gradient Spin Echo (GraSE) T2
mapping (in-plane resolution = 1.4×1.4mm2, FOV = 220×220mm2, slice
thickness = 8mm, TE/TR = 92/967 ms, SENSE = 2), and LGE imaging
(inversion recovery spoiled Gradient Echo, PSIR, in-plane resolution =
0.7×0.7mm2, FOV = 320×320mm2, slice thickness = 8mm, TE/TR =
2.0/3.50 ms, SENSE = 2), performed 10-15 minutes after injection
of 0.15 mmol/kg of Gadobutrol (Gadovist, Bayer Schering, Berlin,
Germany). BB- and DB-T1ρ,dib mapping were performed before
contrast administration in a single mid-short-axis slice in all patients
and a four-chamber view in four of the seven patients. The same image
registration used for healthy subjects was applied to the T1ρ,dib maps
of patients. Manual segmentation was performed to extract myocardial
T1ρ,dib, T1 and T2 in the septum.
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5.3. Results

5.3.1. Phantom validation

In visual assessment, phantom T1ρ,dib maps obtained with the BB
and DB techniques appear free from artifacts and with homogeneous
quantification within the vials. Quantitative analysis showed good
agreement between DB-T1ρ,dib and BB-T1ρ,dib values (BB-T1ρ,dib
= 219.27 ± 4.80 ms, DB-T1ρ,dib = 218.09 ± 8.22 ms for the
myocardium-like vial #4, BB-T1ρ,dib = 893.94 ± 51.81 ms, DB-T1ρ,dib
= 902.49 ± 55.93 ms in the blood-like vial #8).

In the native myocardium-like vials (vials #4: T1 = 1260 ms, #5:
T1 = 1499 ms, #6: T1 = 1010 ms in Figure 5.3 [351]), DB-T1ρ,dib
maps showed a moderate increase in intra-scan variability compared
with BB-T1ρ,dib maps as shown in Figure 5.3B (DB-T1ρ,dib CV,r =
3.46 ± 0.41%, BB-T1ρ,dib CV,r = 2.24 ± 0.23%, p < 0.01). For
shorter T1, larger differences in intra-scan variability were observed
with the DB-T1ρ,dib mapping technique (DB-T1ρ,dib CV,r =12.21
± 6.58%, BB-T1ρ,dib CV,r = 2.75 ± 0.23%, p < 10−4) in vials #1
(T1 = 424 ms), #2 (T1 = 555 ms), #3 (T1 = 294 ms), #7 (T1 =
451 ms) and #9 (T1 = 250 ms). This indicated a smaller dynamic
range in the DB-technique, following increased T1 relaxation during the
preparation delay. On the other hand, the blood-like vial (#8, T1 = 1872
ms), characterized by very high T1 yielded no significant difference in
intra-scan variability between BB- and DB-T1ρ,dib maps ((DB-T1ρ,dib
CV,r =6.08 ± 0.44%, BB-T1ρ,dib CV,r = 5.80 ± 0.55%, p = 0.06).

The inter-scan variability followed similar but attenuated trends as the
intra-scan variability for both BB- and DB-T1ρ,dib values (myocardium
like vials #4-6: DB-T1ρ,dib CV = 0.68 ± 0.06%, BB-T1ρ,dib CV =
0.39 ± 0.04%, p = 0.07; post-contrast tissue vials #1-3, #7 and #9:
DB-T1ρ,dib CV = 3.55 ± 2.20%, BB-T1ρ,dib CV = 0.63 ± 0.16%,
p = 0.04; blood-like vial #8: DB-T1ρ,dib CV = 1.17%, BB-T1ρ,dib
CV = 1.31%).

5.3.2. In vivo T1ρ,dib mapping

Figure 5.4 displays BB- and DB-T1ρ,dib maps of a healthy volunteer in
multiple orientations. Both DB and BB techniques show homogeneous
T1ρ,dib values across the myocardium, with no visually apparent
artifacts. The subject’s heart rate was on average 62 bpm, allowing a
preparation delay δ = 610 ms and near-complete blood suppression in
DB-T1ρ,dib maps. Only areas of stagnant flow present residual blood
signal intensity, as evident in the apical region of the four-chamber and
two-chamber views. Moreover, blood suppression appears less effective
in the four-chamber view left ventricle, where the flow is primarily
directed parallel to the slice encoding direction.
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Figure 5.6 : Measured dark-blood (DB)-T1ρ,dib values (blue dots) for varying preparation
delay δ compared with reference bright-blood (BB)-T1ρ,dib technique (dashed red line)
in A) Bloch simulations (T1/T2/T1ρ,dib = 1165/45/183 ms), B) phantom imaging (vial
#4: T1/T2 = 1260/48 ms) and C) in-vivo imaging in the mid-short-axis of a healthy
volunteer (male, 27 y.o.). Mean DB-T1ρ,dib values remained approximately constant for
increasing preparation delays. DB-T1ρ,dib standard deviation increased linearly with
the preparation delay. D) Example DB-T1ρ,dib baseline image (for τSL=60 ms) and
corresponding maps obtained in a single healthy volunteer for increasing preparation
delays δ. At short delays clearly marked residual signal was obtained from the blood
pool, while blood suppression visually improved for longer preparation delays.

No significant difference was found between BB- and DB-T1ρ,dib
myocardial values across the healthy volunteers (p = 0.85). Average
BB-T1ρ,dib across all volunteers and all three short-axis slices was
182.32 ± 28.27 ms, compared with 183.49 ± 45.54 for DB-T1ρ,dib. Both
BB- and DB-T1ρ,dib values were homogeneous across all myocardial
segments, as shown in Figure 5.5. DB-T1ρ,dib maps showed visually
improved myocardium-blood pool delineation. Additionally, blood signal
suppression in the DB technique also allowed better visualization of the
thin RV myocardial wall (Figure 5.4).

DB-T1ρ,dib maps showed a moderate increase in intra-scan variability
compared with BB-T1ρ,dib in vivo: CV,r = 15.51 ± 2.65 % for BB-
T1ρ,dib, CV,r = 24.82 ± 4.18 % for DB-T1ρ,dib, p < 10−3. Similarly,
inter-scan variability was higher for DB-T1ρ,dib maps (CV = 3.38
± 0.86 % for BB-T1ρ,dib, CV = 7.24 ± 2.55 % for DB-T1ρ,dib,
p < 10−4). Finally, a trend of increased inter-subject variability with
DB-T1ρ,dib mapping was observed, but no statistical significance was
observed (CV = 13.89 ± 5.27 % for BB-T1ρ,dib, CV = 15.13 ± 6.05 %
for DB-T1ρ,dib, p = 0.39).

Blood suppression

In simulations, the estimated DB-T1ρ,dib value remained constant
across various preparation delays δ, as the T1 recovery experienced
during the preparation delay is captured by the remaining two
fit parameters A and B (see Supporting Information Figure 5.S1).
Accordingly, Bloch simulation and phantom results show no trend in
DB-T1ρ,dib for increasing preparation delays (simulations R2 = 0.089,
p = 0.12, slope = -0.0011, intercept = 182.69; phantom R2 = 0.03,
p = 0.53, slope = -0.0017, intercept = 219.21). Good agreement with
the reference BB-T1ρ,dib sequence was achieved for all preparation
delays, with deviations of less than 3 ms for all preparation delays,
except for δ = 550 ms in phantom (Figure 5.6A-B). At the same time,
the dynamic range is noticeably decreased for increasing preparation
delays (Figure 5.S1). Accordingly, increased standard deviation of the
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Figure 5.7 : A) Simulated bright-blood (BB)- (red) and dark-blood (DB)-T1ρ,dib (blue)
values for varying voxel compositions (mean ± standard deviation) compared with the
reference ±15% deviation interval (gray shading) from the value obtained for 100%
blood composition (black dashed line). BB-T1ρ,dib values showed a strong non-linear
increase for increasing blood concentration in voxels with partial-voluming. DB-T1ρ,dib
mapping showed reduced dependence on blood concentration. B) Zoomed-in plot
showing DB-T1ρ,dib values in the presence of partial-voluming for preparation delay
δ = 0, 200, 400, 600 ms. Shorter preparation delays led to a progressively stronger
dependence of DB-T1ρ,dib values on the blood concentration. C) BB- and DB-T1ρ,dib
values obtained in vivo by using D) eroded and dilated myocardial ROIs. DB-T1ρ,dib
values remained within the reference interval for each case of dilation and erosion,
while increasing BB-T1ρ,dib values were measured with ROI dilation.

DB-T1ρ,dib values was observed for increasing preparation delay δ
(simulations R2 = 0.82, p < 10−26, slope = 0.0061, intercept = 4.73;
phantom R2 = 0.84, p < 10−5, slope = 0.0060, intercept = 4.66).

The same trends were observed in the myocardial DB-T1ρ,dib values
obtained in a single healthy subject with different preparation delays
(Figure 5.6C). The mean value showed no significant trend as a function
of the delay time (R2 = 0.26, p = 0.25, slope = -0.011, intercept
= 182.32) and good agreement with the BB-T1ρ,dib reference value
(deviation < 16 ms for all preparation delays, Figure 5.6C). Intra-scan
variability increased from 13.44% for 0 ms delay time to 26.25% at
600 ms delay time (R2 = 0.92, p < 10−3, slope = 0.035, intercept =
28.04). The blood signal suppression was visually improved at longer



5.3. Results

5

127

delay times (Figure 5.6D). At short delays, substantial residual signal
from the blood was obtained, particularly in areas of slow or stagnant
flow, such as the right ventricular trabeculation or around the papillary
muscles. At longer delay times, where more longitudinal magnetization
recovery brings the signal of the inverted blood close to the zero
crossing, complete blood suppression was observed. This was visible in
both baseline images and maps (Figure 5.6D).

Myocardial thickness

Bloch simulations showed a strong non-linear increase of the BB-
T1ρ,dib values with increasing blood concentration in voxels with
partial-voluming (simulated BB-T1ρ,dib = 184 ms for 0% blood, 1386
ms for 100% blood, Figure 5.7A). Partial-voluming with more than 5%
blood in a voxel, caused more than 15% deviation from the simulated
T1ρ,dib time in the BB technique. On the other hand, DB-T1ρ,dib
mapping showed reduced sensitivity to blood concentration. For a
preparation delay of δ = 600 ms, deviations of less than 15% were
observed in the presence of up to 65% blood concentration. Shorter
preparation delays led to a progressively stronger dependence of DB-
T1ρ,dib values on the blood concentration. With a blood concentration
of 50% in the voxel, the DB-T1ρ,dib deviation from the 0% blood case
was 88% for δ = 0 ms, 59% for δ = 200 ms, 31% for δ = 400 ms, and
6% for δ = 600 ms.

Figure 5.7C shows the BB- and DB-T1ρ,dib trends for eroded and
dilated myocardial ROI in the healthy subjects cohort. Both BB- and
DB-T1ρ,dib values vary less than 1 std from the value obtained for
the automatic segmentation for all erosion cases. DB-T1ρ,dib values
also remained within the reference interval defined by ±1 std for
each case of dilation (DB-T1ρ,dib deviation from reference for 6 mm
dilation: -7.15±3.04%). Altered BB-T1ρ,dib values were observed for
ROI dilation, with an increase of +16.48±4.91% for a dilation radius of 2
mm and up to +47.8±15.85% for a dilation radius of 6 mm.

Figure 5.8A-B depicts the BB- and DB-T1ρ,dib profile, plotted along a
row of pixels cutting horizontally through the center of the left ventricle
in a representative healthy subject’s mid-short-axis slice. BB-T1ρ,dib
maps show a gradual transition of the myocardium to the blood pool.
Contrarily, a sharp delineation at the myocardium interface is observed
for DB-T1ρ,dib. The average myocardial thickness in DB-T1ρ,dib
maps across all subjects and slices, measured as the width of the
plateau in the profile plot, shows a +9.86±2.27% increase compared
with BB-T1ρ,dib maps (p = 0.02, Figure 5.8C). Specifically, DB-T1ρ,dib
myocardial thickness was significantly higher than the corresponding
BB-T1ρ,dib case for mid (BB: 7.08±1.74 mm, DB: 7.95±1.53 mm) and
apical (BB: 6.19±1.82 mm, DB: 7.23±1.90 mm) short-axis slices. BB
and DB myocardial thickness values were not significantly different in



5

128 5. Dark-blood adiabatic T1ρ mapping of the heart at 3T

Figure 5.8 : A) Bright-blood (BB)- and dark-blood (DB)-T1ρ,dib profile, illustrated along
a horizontal line cutting through the center of the left ventricle, as shown on the
corresponding baseline images. A sharp delineation at the myocardium interface is
observed for DB-T1ρ,dib, while the BB-T1ρ,dib profile presents a gradual transition
between the myocardium and blood pool, with reduced thickness of the apparent
myocardium. C) Average myocardial thickness in BB- and DB-T1ρ,dib maps, measured
as the width of the T1ρ,dib profile plateau for 5◦ circular sectors and averaged over
the 72 sectors around the entire myocardium. Overall, DB-T1ρ,dib maps yielded a
+9.86±2.27% increase in myocardial thickness compared with BB-T1ρ,dib (p = 0.02).

the basal short-axis slice (BB: 8.73±2.16 mm, DB: 8.80±2.31 mm).
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Figure 5.9 : A) Late gadolinium enhancement (LGE), bright-blood (BB)-, dark-blood
(DB)-T1ρ,dib, T1 and T2 images of a 47-years-old female patient (#5) suffering
from hypertrophic cardiomyopathy. LGE images show diffuse mid-wall myocardial
enhancement in the mid-to-apical areas of myocardial septal hypertrophy (red arrows).
BB-T1ρ,dib and DB-T1ρ,dib maps show T1ρ,dib elevation corresponding to LGE positive
regions. Residual off-resonance artifacts are visible in the infero-lateral segment of the
BB- and DB-T1ρ,dib short-axis maps and in the apical lateral BB-T1ρ,dib 4CH segment.
The native T1 map also show diffuse and speckled enhancement, partially co-localized
with LGE-positive areas, whereas the native T2 map did not show visually discernable
areas of enhancement. B) Mean BB-T1ρ,dib (red) and DB-T1ρ,dib (blue) mid-SAX
myocardial values ± their standard deviation for all 5 patients compared with the mean
±95% confidence interval (dashed line) reference range obtained in healthy volunteers.
Patient #5 (shown in A) displays increased BB-T1ρ,dib and DB-T1ρ,dib values above
the reference 95% C.I. of healthy subjects, in agreement with the diagnosed diffuse LGE
mid-wall enhancement caused by hypertrophic cardiomyopathy.

Patients T1ρ,dib mapping

Two of the seven scanned patients were excluded because of severely
compromised image quality in all parametric maps caused by excessive
respiratory and cardiac motion. Of the remaining 5 patients, one
subject was LGE-positive, with signs of fibrosis in the LV myocardium
(see Supporting Information Table 1). Figure 5.9A shows the BB- and
DB-T1ρ,dib maps acquired in the LGE-positive patient (female, 47 y.o.),
who suffered from asymmetrical hypertrophic cardiomyopathy (HCM).
The patient presented diffuse mid-wall myocardial enhancement in the
areas of hypertrophy (Figure 5.9A). Native T1 maps show diffuse and
speckled enhancement, partially co-localized with LGE-positive areas.
Native T2 maps did not show visually discernable areas of enhancement
in the myocardium. Overall decreased visual BB- and DB-T1ρ,dib
map quality was observed compared with the healthy subjects due to
different scanner hardware characteristics, such as the single transmit
channel and the lack of advanced shim modes. Moreover, higher
heart rates and heart rate variability, as well as reduced compliance to
breath holding protocols could have negatively impacted image quality
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in patients with respect to healthy subjects. An off-resonance artifact
is visible in the infero-lateral segment of the BB- and DB-T1ρ,dib
short-axis maps and in the apical lateral DB-T1ρ,dib 4CH segment, due
to incomplete shimming. Yet, comparable image quality was observed
between BB- and DB-T1ρ,dib maps. Elevated T1ρ,dib values were
measured, spatially coinciding with the LGE positive areas. Global mean
BB- and DB-T1ρ,dib values in this patient were elevated compared with
the rest of the patient cohort and fell above the 95% confidence interval
of the reference BB- and DB-T1ρ,dib values obtained in the healthy
subjects (patient #5: BB-T1ρ,dib = 249.98± 61.34 ms, DB-T1ρ,dib =
268.01±57.44 ms; Figure 5.9B). Residual blood pool signal is observed
in the mid-LV blood pool, as the high heart rate of the patient, limited
the maximum allowed preparation delay to δ=480 ms.

5.4. Discussion

In this study, we proposed an adiabatic T1ρ,dib mapping technique with
intrinsic dark-blood contrast for myocardial tissue characterization at 3T.
Dark-blood contrast was achieved through a combination of selective
and non-selective AFPs, achieving T1ρ,dib weighting within the labeling
slab and signal inversion outside. The proposed DB-T1ρ,dib mapping
sequence led to an unbiased estimation of myocardial T1ρ,dib values
in phantoms and in vivo. Imaging in healthy volunteers and a small
clinical, proof-of-principle cohort showed comparable mapping quality to
BB contrast, with improved delineation of the myocardium/blood pool
interface.

DB-T1ρ,dib values were in line with BB-T1ρ,dib values reported in
this and previous studies [367], both in phantoms and in vivo. The
additional T1 recovery during the preparation delay was compensated
for using an adapted saturation-prepared baseline image. The same
delay used in T1ρ,dib-prepared images was played between the
saturation preparation and the imaging block. This allowed capturing
the effects of magnetization evolution during both the acquisition and
the preparation delay. This additional relaxation component was then
absorbed by parameters A and B of the 3-parameter model, while
DB-T1ρ,dib estimation remained unbiased in the presence of arbitrary
preparation delay δ. Moreover, the dark-blood effect in the proposed
technique relies on cross-slice inflow. Thus, unlike relaxation time-based
blood suppression, it is not expected to affect intra-myocardial blood.
Accordingly, good overall agreement of DB and BB T1ρ,dib times was
obtained in vivo. These results indicate that DB and BB protocols may
allow for complimentary, and potentially cross-comparable assessment
between and within patients.

Simulation results displayed a differential behavior of the DB-T1ρ,dib
mapping in voxels with partial-voluming for different preparation
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delays. This trend appeared because the saturation baseline image
was not acquired with dark-blood contrast. A combination of DIR
and slice-selective saturation pulses could potentially be used to
acquire the saturation-prepared image with dark-blood contrast. This
warrants further investigation to eliminate residual dependence on the
preparation delay and further increase the robustness of the DB-T1ρ,dib
mapping technique in the presence of partial-voluming.

Increased preparation delays δ in the DB technique led on the
one hand to compromised precision, because of the reduced dynamic
range, and on the other hand to improved blood signal attenuation,
due to the longer T1 recovery after inversion. Hence, the choice
of the preparation delay δ implicates a trade-off between variability
and blood suppression. However, our results indicated that complete
blood signal nulling is not necessary to achieve resilience against
blood contributions in the voxel. Considering T1 = 1932 ms [387]
and T1ρ,dib = 934 ms for blood, a preparation delay δ ≈ 1300 ms
is required for complete blood nulling, which exceeds the typical RR
duration. Nonetheless, good blood suppression was observed in vivo
DB-T1ρ,dib maps already at intermediate preparation delays (δ > 500
ms). As the blood pool only experiences a single AFP pulse across the
three DB-T1ρ,dib-prepared dynamics its signal intensity remains largely
constant. The constant blood signal is then captured in the B term of the
three-parameter fit model, without biasing the estimation of the blood
DB-T1ρ,dib (Supporting Information Figure 5.S1). Too low preparation
delays, however, can compromise the precision of the DB technique in
voxels with partial-voluming. Here, strong residual blood pool intensity
can render the fitting susceptible to random fluctuations caused by
beat-to-beat differences in flow patterns. Thus, careful consideration
of the preparation delay is required to optimize the interplay between
blood signal suppression and quantification precision. The results of
this study suggest that moderately high δ in the range of 500-700 ms
represent a good trade-off, achieving satisfactory DB contrast without
significant drops in precision hindering the final mapping quality.

DB-T1ρ,dib mapping yielded slightly increased myocardial thickness
compared to BB-T1ρ,dib. Furthermore, due to the reduced effects of
partial-voluming, increased resilience towards ROI size was observed.
This trend is in agreement with previous DIR-based DB-T2 mapping
studies, reporting both visually and numerically larger (+1.43 mm)
myocardial thickness in DB maps compared with BB maps [275,
388]. Increased thickness may aid in the reliable quantification in
the presence of thin myocardiums, such as in the RV of patients
with dilated cardiomyopathy (DCM). It can also reduce the intra-reader
variability caused by variations in the placement of the myocardial
ROI. Importantly, the improved visualization of the blood myocardium
interface may enable reliable evaluation of the sub-endocardium. This
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can be critical for the visualization and assessment of characteristic
sub-endocardial scars [331]. Thus, the proposed DB technique may help
distinguish scar-related myocardial T1ρ,dib hyperenhancement from
T1ρ,dib enhancement caused by blood signal contributions. Further
evaluation of the proposed technique in subjects with subendocardial
scars in comparison to DB LGE techniques is warranted to assess its
clinical use in this patient population.

5.4.1. Limitations

This study has several limitations. The initial proof-of-principle cohort
demonstrated map quality that is comparable to BB-T1ρ,dib. However,
only a single patient was found to be LGE+, and no subjects with
subendocardial scars were included. Furthermore, while robust image
quality was obtained in the healthy volunteer cohort, overall lower
image quality and residual artifacts, including off-resonance artifacts
were observed in some patients, due to differences in the scanner
hardware. Future studies should focus on investigating the clinical
robustness, and the intra- and inter-scan variability of DB-T1ρ,dib and
BB-T1ρ,dib mapping across various scanner platforms, to delineate its
clinical value. Moreover, the intrinsic clinical sensitivity of adiabatic BB-
and DB-T1ρ,dib relaxation towards scar and fibrosis needs to be studied
in relevant patient cohorts. Specifically, it warrants characterization in
cohorts of patients with pronounced myocardial scars, such as chronic
myocardial infraction patients. This is a crucial step to evaluate the
clinical value of BB and DB adiabatic T1ρ,dib mapping and determine
its potential use for non-contrast assessment of scar.

5.5. Conclusions

In this work, a novel adiabatic DB-T1ρ,dib preparation was proposed
as an alternative to conventional BB-T1ρ,dib mapping for improved
visualization of the myocardium. A combination of selective and
non-selective AFP pulses, effectively suppressing the blood signal and
maintaining adiabatic T1ρ,dib contrast in the myocardium was used
to generate dark-blood contrast. Phantom and in vivo mapping results
showed that DB-T1ρ,dib preparation allowed unbiased estimation
of myocardial T1ρ,dib values for the trade-off against moderately
decreased precision. Thus, DB-T1ρ,dib mapping potentially represents
an alternative to conventional BB-T1ρ,dib mapping to avoid high
blood T1ρ,dib values overshadowing possible scar-related T1ρ,dib
enhancement at the blood-to-myocardium interface.
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5.6. Supporting Information

Table 5.S1 : Characteristics of the patients population

Patients characteristics
Gender [F/M] 5/0
Age [years] 46.80±10.32
BMI [kg/m2] 28.07±7.33
HR [beats/min] 67.40±11.10
CMR findings
LGE positive 1
CMR diagnosis
Hypertrophic cardiomyopathy 1
Non-dilated hypokinetic cardiomyopathy 1
Negative CMR 3

Figure 5.S1 : Simulated myocardial dark-blood (DB)-T1ρ,dib signal sampled at the
different baseline points (τSL = 60, 120, 180 ms and signal saturation) obtained for
varying preparation delay A) δ = 0, B) δ = 350 and C) δ = 700 ms. The corresponding
exponential fit results obtained from are displayed by the dashed blue line. For
increasing preparation delay, the DB-T1ρ,dib estimation remained unbiased, but the
measurement dynamic range (gray area) was reduced.
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Abstract

Motivation: T2ρ,db may provide complementary information between
T1ρ,db and T2, but high sensitivity to field inhomogeneities has
prevented its application in cardiac MRI.

Goal: We evaluated adiabatic T2ρ,db preparations for human
myocardium mapping at 3T.

Approach: To obtain T2ρ,db preparations, adiabatic half-passage
pulses were added before and after pairs of hyperbolic secant pulses.
T2ρ,db mapping was tested and compared with adiabatic T1ρ,db and
T2 maps in phantoms and 5 healthy subjects.

Results: T2ρ,db maps yielded similar values to T2, with improved re-
peatability and resilience to B0 and B+1 field inhomogeneities in phantom,
and better precision and reproducibility in vivo, complementing T1ρ,db.

Impact

Adiabatic T2ρ,db preparations enable robust in vivo myocardial T2ρ,db
mapping at 3T, potentially enabling the use of an alternative rotating-
frame relaxation contrast mechanism for cardiac tissue characterization
at high field strengths.
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6.1. Introduction

Rotating frame relaxometry is gaining interest for contrast-free my-
ocardial tissue characterization due to its sensitivity to slow and
ultra-slow molecular motion [343]. Specifically, T1ρ mapping has shown
promise in a range of ischemic and non-ischemic cardiomyopathies
[12]. T2ρ may provide complementary information between T1ρ and T2
regimes and has demonstrated improved sensitivity to iron deposition
in neuroimaging compared with conventional T2 mapping [389, 390].
However, cardiac T2ρ mapping studies are currently limited to animal
models [391]. Furthermore, the high SAR levels required by spin-lock
preparations and their sensitivity to B0 and B1

+ field inhomogeneities
remain hindering factors for its in vivo application at high field strengths
(≥ 3T). In this study, we sought to evaluate adiabatic T2ρ preparations
for myocardial T2ρ,db mapping at 3T, in comparison with adiabatic
T1ρ,db and conventional T2 mapping.

6.2. Methods

Adiabatic T2ρ preparations were implemented by adding adiabatic
half passage (AHP) pulses before (flip-down) and after (flip-up) a
T1ρ preparation module, consisting of pairs of hyperbolic secant (HS)
adiabatic full passage (AFP) pulses, as previously proposed for cardiac
T1ρ mapping (Figure 6.1) [367]. The pulse duration was chosen
as τAFP=2 × τ AHP = 20ms, to achieve good adiabaticity while
allowing sufficiently dense sampling of the T1ρ/T2ρ decay in vivo. Bloch
simulations of the preparation efficiency (Mz/M0) were used to determine
the optimal HS width β and frequency sweep amplitude ƒm over a
design region with off-resonance ∈ [-200, 200] Hz and relative B1

+ ∈
[0.5,1]. Adiabatically-refocused T2 preparations were used for reference
T2 maps [341].

Imaging was performed at 3T (Ingenia, Philips). An ECG-triggered
single-shot bSSFP sequence (resolution = 2x2x8 mm3, TE/TR=1.2/2.4
ms) was used for mapping during a single 14 s breath-hold. The
sequence consisted of one baseline image with no preparation, two T1ρ,
T2ρ, or T2-prepared baseline images (τSL = 40, 80 ms for T1ρ, τSL = 60,
100 ms for T2ρ, TE = 35, 55 ms for T2), interleaved with 5 s rest period,
and one saturation-prepared image (Figure 6.2). Relaxation time maps
were generated using a 3-parameter model [367].
T1ρ, T2ρ, and T2 mapping were performed in the T1MES phantom for

artificially-induced off-resonance = -150, -75, ..., 150 Hz and relative B1
+

= 0.25, 0.5, ..., 1 to investigate resilience against field inhomogeneities
(CVi) and repeatability (CVr) over 10 repetitions. In vivo T1ρ, T2ρ, and T2
maps were obtained for 3 short-axis (SAX) slices in 5 healthy subjects
(2f, 34.2±11.6 yrs). Precision (CVp) and reproducibility across subjects
(CVs) were measured for the 16-AHA segments. Pair-wise Mann-Whitney
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Figure 6.1 : A) T2ρ,db preparations consist of an AHP pulse (τAHP=10 ms) as flip-down,
n pairs of HS AFP pulses (τAFP=20 ms), and a time-reversed flip-up AHP pulse. Phase
cycling is used to compensate for B0/B1

+ inhomogeneities. B) T1ρ,db prep consists
of n identical AFP trains. C) Bloch simulations of the preparation efficiency (Mz/M0)
over a design region of off-resonances ∈[-200, 200] Hz and relative B1

+∈[0.5, 1]. D)
Mz/M0 for the optimal parameters (β=4.5 and fmax=325 Hz) is shown for a range of
off-resonances ∈[-200, 200] Hz and relative B1

+∈[0.5, 1]. Faint diagonal patterns of
suboptimal efficiency are visible for T2ρ,db preparations.

U-tests were used to assess the statistical significance of differences
between T1ρ, T2ρ, and T2 mapping metrics.

6.3. Results

β=4.5 and fmax=325Hz were chosen as the optimal parameters for
AHP and AFP pulses in T1ρ and T2ρ preparations, yielding average
preparation efficiency over the design region of 0.99 and 0.95,
respectively (Figure 6.1C-D). Average values in the myocardium-like
phantom vial were: T1ρ = 115.2±5.4 ms, T2ρ = 58.1±1.6 ms, T2 =
55.3±3.1 ms (Figure 6.3). In phantom T2ρ maps yielded better precision
than T2 (CVp = 2.7 vs 5.6%), comparable repeatability (CVr = 0.5 vs
0.8%), and higher resilience against B0 and B1

+ inhomogeneities (CVi
= 18.9 vs 67.2%). In vivo T1ρ, T2ρ, and T2 maps showed good quality
and homogeneous myocardial values (Figure 6.4). However, T2 maps
presented residual off-resonance artifacts in some volunteers. Average
myocardial values were: T1ρ = 108.0±15.9 ms, T2ρ = 43.2±6.8 ms,T2
= 40.8±15.5 ms (Figure 6.5). Overall, T2ρ maps yielded worse precision
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Figure 6.2 : A) T1ρ,db, T2ρ,db or T2 mapping sequence, consisting of 4 end-diastolic
ECG-triggered bSSFP acquisitions (one with no preparation, two preceded by T1ρ,db,
T2ρ,db or T2 preparations and a saturation-prepared image) with B) the corresponding
baseline images for a representative T2ρ,db map. All but the saturation-prepared
image are interleaved by 5 s pause to allow magnetization recovery. The entire
acquisition is performed during a 14 s breath-hold. Other sequence parameters were:
flip Angle=70°, resolution=2x2x8 mm3, FOV=220x220 mm2, TE/TR=1.2/2.4 ms, SENSE
factor=2.

(CVp = 16.4% vs 14.8%, p = 0.04) and reproducibility (CVs = 14.4% vs
6.1%, p <0.01) than T1ρ, but significantly better than T2 (CVp = 32.1%,
p <10-3; CVs = 17.6%, p = 0.02).

6.4. Discussion

In this work, we investigated the use of adiabatic T2ρ preparations for
rotating frame relaxometry of the myocardium at 3T.

Similarly to adiabatic T1ρ, adiabatic T2ρ preparations apply a
temporally-varying effective field. Consequently, adiabatic T2ρ relaxation
is sensitive to interactions across a spectrum of frequencies, contrary
to conventional spin-locks or pure T2 mapping. Thus, its sensitivity to
pathological alterations warrants further investigation in clinical studies.
T2 mapping is commonly measured using T2 preparations with lengthy

adiabatic refocusing pulses to ensure B0 and B1
+ resilience. During

those pulses, the magnetization is subject to T2ρ decay, yielding a mixed
contrast. To assess the T2 decay exclusively during free relaxation,
long preparations are required, limiting the dynamic range of the
measurement. Adiabatic T2ρ mapping, on the other hand, allows for
prolonged adiabatic pulses, while staying true to the definition of its
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Figure 6.3 : A) T1ρ,db, B) T2ρ,db and C) T2 maps obtained in the T1MES phantom
for off-res.=-150,-75,...,150 Hz and rel.B1

+=0.25,0.5,...,1 values. T1ρ,db and T2ρ,db
maps show resilience against B1

+ variations up to 0.5, but T1ρ,db shows better
resilience against B0 inhomogeneities than T2ρ,db. T2 maps are compromised in all
off-resonance cases and rel.B1

+<0.75. D) Precision, repeatability, and resilience against
B0 and B1

+ inhomogeneities averaged over all 9 vials. Repeatability is comparable for
T1ρ,db, T2ρ,db and T2 maps, while T1ρ,db and T2ρ,db yield better precision and
resilience against inhomogeneities than T2.

measurand. Therefore, T2ρ mapping may present a promising alternative
to T2 mapping, with increased resilience against field inhomogeneities
and the promise of improved reproducibility.

6.5. Conclusions

The proposed adiabatic T2ρ sequence enabled myocardial parameter
mapping with high resilience against B0 and B1

+ inhomogeneities and
could represent a complementary relaxation parameter to T1ρ, suitable
for mapping at high field strengths.



6.5. Conclusions

6

141

Figure 6.4 : A) In vivo cardiac short-axis (SAX) T1ρ,db, T2ρ,db and T2 maps for
three representative healthy subjects (three SAX slices are displayed for subject 1).
Good image quality is observed for all maps. Homogeneous T1ρ,db, T2ρ,db and T2
values are observed across the myocardium, except for off-resonance-related artifacts
appearing in the T2 basal inferior segment of subject 1 and mid-inferior segment of
subject 3 (red arrow).
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Figure 6.5 : Bullseye plot depicting A) measured T1ρ,db, T2ρ,db and T2 relaxation
times, B) precision and C) inter-subject variability across all 5 subjects in the 16
AHA myocardial segments. Overall, T2ρ,db values are closer to T2 than T1ρ,db.
On average, T2ρ,db maps yielded slightly worse precision (p = 0.04) and worse
reproducibility (p<10-2) than T1ρ,db. However, T2ρ,db performed significantly better
than T2 terms of precision (p<10-3) and reproducibility (p = 0.02).
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Abstract

Purpose To optimize Relaxation along a Fictitious Field (RAFF) pulses for
rotating frame relaxometry with improved robustness in the presence of
B0 and B+1 field inhomogeneities.

Methods The resilience of RAFF pulses against B0 and B+1 inho-
mogeneities was studied using Bloch simulations. A parameterized
extension of the RAFF formulation was introduced and used to derive
a generalized inhomogeneity-resilient RAFF (girRAFF) pulse. RAFF and
girRAFF preparation efficiency, defined as the ratio of the longitudinal
magnetization before and after the preparation (Mz(Tp)/M0), were
simulated and validated in phantom experiments. TRAFF and TgrRAFF
parameter maps were acquired at 3T in phantom, the calf muscle, and
the knee cartilage of healthy subjects. The relaxation time maps were
analyzed for resilience against artificially induced field inhomogeneities
and assessed in terms of in vivo reproducibility.

Results Optimized girRAFF preparations yielded improved prepara-
tion efficiency (0.95/0.91 simulations/phantom) with respect to RAFF
(0.36/0.67 simulations/phantom). TgrRAFF preparations showed in phan-
tom/calf 6.0/4.8 times higher resilience to B0 inhomogeneities than
RAFF, and a 4.7/5.3 improved resilience to B+1 inhomogeneities. In
the knee cartilage, TgrRAFF (53±14 ms) was higher than TRAFF (42±11
ms). Moreover, girRAFF preparations yielded 7.6/4.9 times improved
reproducibility across B0/B+1 inhomogeneity conditions, 1.9 times better
reproducibility across subjects and 1.2 times across slices compared with
RAFF. Dixon-based fat suppression led to a further 15-fold improvement
in the robustness of girRAFF to inhomogeneities.

Conclusions RAFF pulses display residual sensitivity to off-resonance
and pronounced sensitivity to B+1 inhomogeneities. Optimized girRAFF
pulses provide increased robustness and may be an appealing alterna-
tive for applications where resilience against field inhomogeneities is
required.
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7.1. Introduction

Quantitative Magnetic Resonance Imaging (MRI) is a rapidly growing
research area as it enables intra-subject comparable tissue characteri-
zation [1, 353, 392, 393]. Conventional MRI relaxation times, T1 and T2,
are most commonly used [394]. Rotating frame relaxation times, such
as T1ρ, offer complementary contrast information to T1 and T2, with
increased sensitivity to slow molecular motion and chemical exchange
[321, 395–399].
T1ρ describes the longitudinal relaxation in a rotating frame of

reference (RFR), commonly measured during radiofrequency (RF)
irradiation through continuous-wave spin-lock (SL) pulses. However,
these SL pulses require a high specific absorption rate (SAR) burden
and are highly susceptible to field inhomogeneities [337, 400]. This
hinders their applicability in clinical practice, especially at high field
strengths (≥3T). Improved resilience against field inhomogeneities can
be achieved with adiabatic T1ρ [72, 73, 340, 367]. However, the pulses
in adiabatic T1ρ commonly exhibit a non-constant effective and fictitious
field, leading to differences in sensitivity compared with conventional SL
pulses [342, 343].

To surmount the SAR constraints of continuous-wave SL while still
exhibiting favorable sensitivity to slow molecular motion, Relaxation
Along a Fictitious Field (RAFF) was proposed [401]. RAFF pulses are
amplitude- and frequency-modulated (AM and FM) pulses that operate
in a sub-adiabatic regime [401]. During the RAFF pulse, the behavior
of the magnetic field can be described in a double-RFR, where the
effective field in the second RFR acts as a spin-locking field [340].
Thus, RAFF generalizes spin-locking for higher-order rotating frames,
while T1ρ operates in the first RFR. This allows for larger spin-locking
field amplitude by increasing only the fictitious field component while
maintaining the effective field amplitude within SAR limits [402]. TRAFF
times have shown promise for tissue characterization in a number
of preclinical and clinical studies across various field strengths [119,
403–409]. While conventional RAFF pulses have shown moderate
resilience against B0 inhomogeneities, they exhibit high sensitivity to
B+1 variations [401, 410]. Resilience against off-resonances can be
improved by using RAFF in higher-order rotating frames (RAFFn) [410],
but sensitivity to B+1 inhomogeneity remains a barrier to widespread
clinical use.

In this study, we characterize the performances of RAFF pulses
in the presence of B0 and B+1 variations at 3T. Next, we introduce
a parametric formulation of the conventional RAFF pulse to enable
tailored off-resonance and B+1 resilience. Based on this we propose
a Generalized inhomogeneity-resilient RAFF (girRAFF) pulse to improve
both B0 and B+1 resilience. Data acquired in phantom and in the calf
muscle of healthy subjects are used to compare the performances of
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conventional RAFF and optimized girRAFF preparations in the presence
of field inhomogeneities. Quantitative mapping quality and robustness
to system imperfections are compared for RAFF and girRAFF pulses in
the knee cartilage. Finally, the reproducibility of quantitative mapping
using RAFF and girRAFF is assessed in the calf and the articular cartilage
of healthy subjects.

7.2. Methods

7.2.1. girRAFF Pulse Design

RAFF pulses are amplitude and frequency-modulated RF pulses designed
to achieve constant and equal effective (Beƒ ƒ (t)) and fictitious field (F(t))
in the second RFR [401]:

F(t)
Δ
= γ−1

dα(t)

dt
= Beƒ ƒ (t). (7.1)

Here, γ is the gyromagnetic ratio and α(t) indicates the tilt angle of
the effective field Beƒ ƒ (t) relative to the z′-axis in the first RFR. The first
RFR is defined by convention as rotating with the time-variant SL pulse
frequency ω1(t) around the z-axis of the laboratory frame of reference
(z = z′). The second RFR, instead, is defined as rotating around y′ with
Beƒ ƒ (t), such that y′ = y′′ and Beƒ ƒ (t) is locked on z′′. The fictitious field
F(t) in the second RFR originates from the rotation of Beƒ ƒ (t) around
the y′-axis. During RAFF pulses the magnetization is effectively locked
along the effective field in the second RFR:

E(t) =
r

B2eƒ ƒ (t) + (γ
−1dα(t)/dt)2. (7.2)

The RAFF AM and FM functions are given by:

ω1(t) = ωm sin(ωmt); (7.3)
Δω1(t) = ωm cos(ωmt), (7.4)

with ωm as the maximum pulse frequency. The pulse duration is set
to Tp,RAFF =

4πp
2ωm

to effectively achieve 90◦ of rotation in both the first

and second RFR.
The conditions in Equation (7.1) can be relaxed to allow for constant but

non-equal effective and fictitious field strength, similar to the approach
used by Liimatainen et al. for RAFF dispersion measurements [402].
To this end, we propose to generalize Equations (7.3) and (7.4) with 3
degrees of freedom, θ, ν, ρ. The proposed Generalized Inhomogeneities
Resilient RAFF (girRAFF) amplitude and frequency modulation functions
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Figure 7.1 : (A) Schematic representation of the T(gr)RAFF mapping sequence comprising
a baseline image with no preparation, three T(gr)RAFF-prepared images with increasing
durations and one saturation-prepared image, interleaved by magnetization recovery
delays. (B, C) Radiofrequency (RF) pulse shapes: amplitude modulation (AM), frequency
modulation (FM), and phase for both B) RAFF (θ = 0◦, ν = 1 and ρ = 1) and C) girRAFF
(θ = 0◦, ν = 5.53 and ρ = 7.82), respectively. (D, E) M (orange) trajectory during RAFF
and girRAFF pulses in the second RFR, displayed over a Bloch sphere. The first RFR
effective field Beƒ ƒ (t), the fictitious field F(t), and the second RFR effective field E(t) are

also illustrated. Plots are included for the ideal on-resonance case (Δωoƒ ƒ
1 = 0 Hz) and for

a simulated off-resonance value Δωoƒ ƒ
1 = 100 Hz. Increased off-resonance resilience for

girRAFF is indicated with better alignment of M with the z′′-axis for larger off-resonances.

can then be written as:

ω1(t) = ωm sin
�ωm

ν
t − θ
�

, (7.5)

Δω1(t) = ωm cos
�ωm

ν
t − θ
�

, (7.6)

with Tp,grRAFF = ρTp,RAFF.
Here ν determines the ratio of the fictitious and effective field

strength, with ν = 1 in conventional RAFF (Equation (7.1)), while large



7

148 7. Robust girRAFF mapping at 3T

ν values satisfy the adiabatic condition. θ denotes the starting angle
of Beƒ ƒ (t) with respect to the z′-axis (for RAFF: θ = 0). Finally, ρ is the
scaling coefficient determining the girRAFF pulse duration relative to
conventional RAFF, where ρ = 1 yields the original RAFF pulse duration.

Supporting Information Figures 7.S1-7.S3 illustrate the effects of
the design parameters θ, ν and ρ on the pulse amplitude and
frequency modulation functions. Examples of effective field Beƒ ƒ (t) and
magnetization M trajectories for representative values of θ, ν and ρ
are also depicted in the first RFR in Supporting Information Figures
7.S1-7.S3.

As proposed for RAFF, the complete preparation modules are formed
by concatenating 4 (gir)RAFF segments using Malcolm Levitt (MLEV)
phase cycling [65, 401] (Figure 7.1B-C), where the second and fourth
segments are time inverted and the third and fourth are π phase-shifted
with respect to the first and second.

7.2.2. Simulations

Bloch simulations were implemented in Python 3.6 [411] to study the
performance of RAFF and girRAFF pulses in the presence of B0 and
B+1 inhomogeneities, neglecting relaxation effects. The preparation
efficiency of a pulse module was defined as the ratio between the
longitudinal magnetization before and after the module (Mz(Tp)/M0).
Here, a preparation efficiency value of +1, indicating fully balanced
(gir)RAFF preparation schemes, with no B0/B+1 inhomogeneity-related
distortions, was considered optimal. Additionally, the magnetization
trajectory length throughout (gir)RAFF irradiation was measured as
a metric to ensure sufficient excursion of the magnetization and,
consequently, spin-locking efficacy. The trajectory length was computed
as the cumulative sum of the discretised angular distances covered by
the magnetization vector on the Bloch sphere during simulations. All
simulations were limited by the peak B+1 power (Bmx

1 = 13.5 µT) and a
whole body SAR < 2.0 W/kg. For all pulses the peak amplitude, ωm,
was fixed to 500 Hz, in line with commonly used spin-locking amplitudes
at 3T [398]. This yields a RAFF pulse reference duration of Tp,RAFF = 2.83
ms.

Next, the pulse performance of girRAFF was studied in the presence
of field inhomogeneities. To find the girRAFF parameter combination
with optimal resilience against field inhomogeneities the average
preparation efficiency () was calculated over a design region of
Δωoƒ ƒ

1 ∈ [−400; 400] Hz off-resonance and η1 ∈ [0.5,1] B+1 scaling for
different θ, ν and ρ in the three-dimensional girRAFF parameter space
((θ, ν, ρ) ∈ [0◦,5◦, ...,180◦] × [0,0.01, ...,10] × [0,0.01, ...,10]). Low
magnetization trajectory length (< 3.2π rad) cases were discarded to
avoid idle parameter configurations yielding low power pulses with
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Figure 7.2 : Preparation efficiency (Mz/M0) obtained with RAFF (A, C) and girRAFF (B,
D) pulses for (η1,Δω

oƒ ƒ
1 ) ∈ [0,1] × [−400,400] Hz in simulations (top) and in phantom

experiments (bottom). Here Δωoƒ ƒ
1 indicates the off-resonance value and η1 is the ratio

between the effective and nominal B+1 power. The dashed rectangle indicates the design
region used for pulse optimization. In simulations, an average of 0.36 and 0.95 was
measured for RAFF, and girRAFF, respectively. In the phantom, a single RAFF preparation
of 2.83 ms resulted in an averaged Mz of 0.67 and a single girRAFF preparation (7.82
Tp,RAFF) resulted in an average of 0.91 for the upper half-plane. Improved resilience
against field inhomogeneities is obtained for girRAFF compared to RAFF, shown in the
enlarged off-resonance bandwidth for the homogeneous performance plane close to 1.

high preparation efficiency but no spin-lock relaxation. The parameter
combination (θ, ν, ρ) resulting in the best pulse performance was
selected as the optimal girRAFF design for further investigation. Similarly
to RAFF, the performance of the optimal girRAFF design was analyzed
across a visualization region with off-resonances Δωoƒ ƒ

1 ∈ [−400; 400]
Hz and relative B+1 scaling factors η1 ∈ [0,1].

7.2.3. Imaging

Imaging was performed on a 3T scanner (Ingenia, Philips, Best, The
Netherlands). All subjects provided written, informed consent prior to
participation in this research.
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Pulse Performance in Phantom

Simulation results of B0 and B+1 performances for both RAFF and
the optimized girRAFF were validated with phantom experiments
using a bottle phantom (Spectrasyn 4 polyalphaolefin, ExxonMobil
Chemical). The preparation efficiencies were tested by modifying the
offset frequency Δωoƒ ƒ

1 ∈ [−400,−375, ...,400] Hz and scaling the pulse

amplitude by η1 ∈ [0.05,0.1, ...,1.0] for each Δωoƒ ƒ
1 value. The pulse

preparation efficiency, Mz(Tp)/M0, was estimated as the ratio of two
balanced steady-state free-precession (bSSFP) images, one with and one
without preparation. The low-resolution bSSFP images were obtained
with the following imaging parameters: resolution = 2x2 mm2, slice
thickness = 8 mm, FOV = 204x204 mm2, flip-angle = 70◦, TE/TR =
1.37/2.7 ms and a SENSE factor of 2. A 4 s gap between the two bSSFP
images was applied to allow for longitudinal magnetization recovery
(phantom T1 ≈ 242 ms). Phase images were used to extract the signal
polarity.

TRAFF and TgrRAFF Mapping

In phantom, in vivo calf muscle and knee cartilage TRAFF and TgrRAFF
relaxation time mapping were performed by acquiring 5 spoiled gradient
echo (spGRE) baseline images: one with no preparation, three preceded
by a (gir)RAFF preparation and the final one preceded by a saturation
preparation. The saturation-prepared image was used to capture the
effect of the imaging readout [349] (Figure 7.1A). 10, 20, and 30 RAFF
pulses or 1, 2, and 4 girRAFF pulses were concatenated to obtain
preparation modules with varying durations. The pulse repetitions were
interspersed with 3 ms spoiler gradients to suppress stimulated echos
and aggravating excitation by off-resonance effects. After each readout,
a 3 s gap was applied to allow for longitudinal magnetization recovery.
All scans shared the following imaging parameters: resolution = 0.8x0.8
mm2, slice-thickness = 3 mm, FOV = 181x181 mm2, flip-angle = 15◦,
number of shots = 6, and a SENSE factor of 2. The TE/TR was 2.5/7.9
ms, 2.4/7.8 ms, and 1.94/6.7 ms for phantoms, calf, and knee cartilage
imaging, respectively.
TRAFF and TgrRAFF relaxation time maps were obtained in MATLAB

(MathWorks, Natick, USA) by fitting the following three-parameter model
[349], to account for the readout effect of the imaging pulses:

S(t) = A · e
− t
T(gr)RAFF + B. (7.7)

TRAFF and TgrRAFF Relaxation Times

RAFF and girRAFF relaxation times obtained in the T1 Mapping and ECV
Standardization in cardiovascular magnetic resonance (TIMES) phantom
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Figure 7.3 : (A) Visualization of the pulse efficiency for the girRAFF 3D parameter space
within the bounds: (θ, ν, ρ) ∈ [0◦,180◦] × [0,10] × [0,10]. The pulse peak power (ωm)
was fixed to 500 Hz. For each parameter combination, the preparation efficiency Mz/M0

was averaged over the region (η1,Δω
oƒ ƒ
1 ) ∈ [0.5,1] × [−400,400] Hz. The optimal shape

parameters, identified by an exhaustive search of the parameter grid for the maximum
, while maintaining a magnetization trajectory length above 10, were θ = 0◦, ν = 5.53
and ρ = 7.82. (B) Schematic representation of θ, ν and ρ parameters effect on the
girRAFF pulse shape. (C) 2D preparation efficiency and (D) trajectory length maps,
obtained by fixing one parameter at a time (θ = 0 in the center, ν = 1 on the left, and
ρ = 1 on the right). All 2D plots indicated an increased averaged Mz for small values of
ρ and ν, which was accompanied by a dramatic drop in trajectory length.

were compared to conventional T1 and T2 times. The optimal girRAFF
configuration was used for T(gr)RAFF mapping. TRAFF and TgrRAFF values
were extracted for each vial of the T1MES phantom using manually-
drawn circular ROIs. Their mean and standard deviation values were
computed for 10 repetitions. The mean TRAFF and TgrRAFF values were
compared with reference T1 and T2 values reported in Captur et al.
[351] via linear regression analysis. p-values < 0.05 were considered to
be statistically significant.
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Figure 7.4 : Quantitative assessment of TgrRAFF for A) θ ∈ {0,18◦, ...,180◦}, B)
ρ ∈ {0,1,2, ...,10} and C) ν ∈ {0,1,2, ...,10} in the T1MES [351] phantom (blue)
and in the calf muscle (orange). TgrRAFF dependency on the pulse parameters is
also investigated for ρ = ν

p
2 with ν ∈ {1,1.75,2.5, ...,7}, along which the optimal

combination of girRAFF parameters is found. Phantom and calf results show good
agreement for the investigated parameters.

Parameter Space Evaluation

The effect of design parameter changes in (gir)RAFF was studied in
phantom (T1MES [351]) and the calf muscle of four healthy subjects
(3 male and 1 female, 26.5 ± 2.1 y.o.). TgrRAFF maps were acquired
by independently varying each parameter while keeping the other two
parameters fixed at the original RAFF value (θ = 0◦, ν = 1, and ρ = 1).θ,
ν and ρ were varied across the following ranges: θ = [0◦,18◦, ...,180◦],
ν = [0,1,2,3, ...,10] and ρ = [0,1,2, ...,10], respectively. Moreover,
maps were acquired for (ρ,ν), with ρ = ν

p
2 and ν = [1,1.75,2.5, ...,7],

corresponding to the 1-degree of freedom space where the optimal
girRAFF solution was found, as illustrated in Supporting Information
Figure 7.S4. In the T1MES phantom experiments, relaxation times
were evaluated using a circular ROI manually drawn in the vial that
most closely resembles the RAFF/girRAFF relaxation times of the muscle
tissue. In vivo, ROIs were manually drawn in the central part of the calf
muscle.
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Figure 7.5 : (A-B) Phantom and in vivo calf RAFF maps, respectively. For RAFF and
girRAFF, a circular region of interest (ROI) containing a vial or muscle tissue was selected
to assess relaxation time for different off-resonance (Δωoƒ ƒ

1 ) and relative B+1 (η1) values.
Off-resonance performance of RAFF (blue) and girRAFF (green) C) in the phantom vial
and D) in the calf muscle for Δωoƒ ƒ

1 ∈ {−300,−250, ...,300} Hz obtained for B+1,m
=

13.5 μT. Relative B+1 performance of RAFF and girRAFF E) in the phantom and F) the

calf muscle for η1 ∈ {0.1,0.2, ...,1} obtained for Δωoƒ ƒ
1 = 0 Hz. Increased off-resonance

and relative B+1 resilience is obtained for girRAFF compared with RAFF in the phantom
and in the calf. TgrRAFF oscillations remain lower than 10% for a 447 ± 31 Hz wide
frequency range compared with 74 ± 23 Hz for RAFF in the phantom. In vivo, a 496 ±
14 Hz wide frequency range is obtained for girRAFF compared with 104 ± 8 Hz for RAFF.
For relative B+1 performance, TgrRAFF the ranges are: 0.48 ≤ η1 ≤ 1 and 0.42 ≤ η1 ≤ 1 in
the phantom and calf, respectively. TRAFF exceeds the tolerance for η1 < 0.89 for both
phantom and calf.
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B0 and B+1 Resilience

The effects of off-resonance and B+1 inhomogeneity on the mapping
performance were investigated in isolation. To this end, acquisitions
were performed in the T1MES phantom (3 repetitions) and in the
calf muscle of three healthy subjects (2 males and 1 female, 24.8 ±
3.0 y.o.). For each pulse, maps were acquired at 13 off-resonance
frequencies Δωoƒ ƒ

1 = [−300,−250, ...,300] Hz in a first experiment and
for 10 relative B+1 inhomogeneities η1 = [0.1,0.2, ...,1] in a second
experiment. The B0/B+1 resilience of both pulses was quantified as the
range of B0/B+1 inhomogeneities for which less than 10% deviation in
the relaxation time from the on-resonant case is observed.

Next, mapping performance was measured for a combination of B0
and B+1 field inhomogeneities, covering the range of inhomogeneities

reported for knee cartilage imaging at 3T [412]: Δωoƒ ƒ
1 ∈ {−150,0,150}

Hz for each η1 ∈ {0.5,0.75,1.0}. Two sets of experiments were
performed. In the first set, RAFF and girRAFF were compared with
comparable preparation duration (Tprep,RAFF = 28.3, 56.6, 84.9 ms,
Tprep,grRAFF = 22.2, 44.3, 88.6 ms). In the second set, RAFF was
performed with shorter preparations (Tprep,RAFF = 16.5, 34.0, 67.9 ms),
to account for the shorter in vivo TRAFF relaxation times. For each pulse,
9 maps were obtained in the T1MES phantom, in the calf muscle of one
healthy subject (first set: male, 28 y.o., second set: female, 24 y.o.) and
the knee cartilage of another healthy subject (first set only: male, 27
y.o.). Imaging parameters were the same as described in Section 2.3.2,
except for the second set of phantom and calf maps, where a half-scan
factor of 0.6 was used to speed up the acquisition. For phantom and
calf maps ROIs were manually drawn. For the knee cartilage, relaxation
times were assessed in manually drawn ROIs containing the central
articular cartilage. The resilience against field inhomogeneities of
T(gr)RAFF mapping was assessed with 3 cases: the ideal case (0: η1 = 1,

Δωoƒ ƒ
1 = 0 Hz), an off-resonance case (B0 : η1 = 1, Δωoƒ ƒ

1 = 150 Hz), and

an imperfect B+1 case (B1 : η1 = 0.5, Δωoƒ ƒ
1 = 0 Hz). The variability

of the phantom, calf muscle and knee cartilage relaxation times was
assessed using the following metrics: 1) relative difference between the

on-resonance case Δωoƒ ƒ
1 = 0 Hz and Δωoƒ ƒ

1 = 150 Hz
�

Δ|ΔB0 =
�

�

�

2(0−B0 )
0+B0

�

�

�

�

and 2) relative difference across B+1 conditions
�

Δ|ΔB1 =
�

�

�

2(0−B1 )
0+B1

�

�

�

�

. Each

metric was computed based on average TRAFF and TgrRAFF intensities 
extracted from the corresponding ROIs.

In a second cohort of 5 healthy subjects (4 males, 1 female, 27.4±3.1
y.o.), girRAFF and RAFF mapping was performed in the knee cartilage
using Dixon fat-water separation to exclude the effect of adipose tissue
on B0 and B+1 resilience. Dixon imaging was performed with a multi-echo
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acquisition (3 echoes, ΔTE = 2.5 ms), and the following imaging
parameters: resolution = 0.9x0.9 mm2, slice-thickness = 3 mm, FOV =
181x181 mm2, flip-angle = 15◦, number of shots = 3, SENSE factor = 2,
TE/ΔTE/TR = 1.93/1.5/6.9 ms. Imaging was performed for a single slice
in the lateral section of the knee articulation of each subject (3 left knee,
2 right knee). Artificial off-resonance of Δωoƒ ƒ

1 = [−150,−75, ...150] Hz
was additionally induced. Fat-suppressed TRAFF and TgrRAFF relaxation
maps were generated from the water-only images obtained with a
3-point Dixon reconstruction. Robustness against B0 inhomogeneities
was compared for the fat-suppressed maps and maps without fat-
suppression obtained from the first echo of the Dixon scan. To this
end, the relative difference between the on-resonance Δωoƒ ƒ

1 = 0 Hz

and off-resonance cases Δωoƒ ƒ
1 = [−150,−75,75,150] Hz was used

�

Δ|ΔB0 =
1
4

∑

B0=[−150,−75,75,150]

�

�

�

2(0−B0 )
0+B0

�

�

�

�

. Mann-Whitney U-tests were

used to assess the statistical significance of differences between
RAFF/girRAFF performance metrics with and without fat suppression.

In Vivo Reproducibility

Inter-slice reproducibility was investigated by acquiring 5 on-resonance
sagittal slices (slice gap = 3 mm) of the knee cartilage for each subject.
All scans were acquired in a cohort of 5 healthy volunteers (3 males and
2 females, 25.2 ± 2.7 y.o.). The same imaging parameters as for the
above-listed in-vivo acquisitions were used for this cohort, except for a
longer recovery time between each shot (4 s) to improve quantification
accuracy.

The reproducibility of the knee cartilage relaxation times was assessed
using the inter-subject variability (CoVsbject) and the inter-slice (CoVsce)
coefficients of variation. Mann-Whitney U-tests were used to assess
the statistical significance of differences between RAFF and girRAFF
performance metrics, p < 0.05 was considered statistically significant.

7.3. Results

7.3.1. Bloch Simulations

Figure 7.2A shows the RAFF performance plots for (η1,Δω
oƒ ƒ
1 ) ∈

[0,1] × [−400,400] Hz in simulations. Here, RAFF preparations present
moderate resilience against B0 inhomogeneities, with a bandwidth
of 318 Hz for a 10% tolerance threshold. Figure 7.2B shows the
pulse performance for girRAFF with parameters θ = 0◦, ν = 5.53,
ρ = 7.82. With these parameters, girRAFF has an increased off-
resonance bandwidth (536 Hz) yielding a larger homogeneous pulse
performance compared with RAFF. The average preparation efficiency 
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Figure 7.6 : (A-B) Phantom and (C-D) in-vivo calf RAFF and girRAFF maps obtained for
each combination of (Δωoƒ ƒ

1 , η1) ∈ {−150,0,150} Hz ×{0.5,0.75,1.0}. Both phantom
and calf maps show high variability for RAFF preparations across inhomogeneity
combinations. TgrRAFF maps, on the other hand, show good resilience to system
imperfections.

over the design window (dashed black rectangle in Figure 7.2A-B) was
considerably higher for girRAFF ( = 0.95) preparations than for RAFF (
= 0.36).

Figure 7.3A depicts the average pulse performance across the
inhomogeneity design region for various girRAFF pulses in the three-
dimensional parameter space. Preparation efficiency and magnetization
trajectory length are depicted in Figure 7.3C-D for the 2D planes in the
parameter space intersecting with the original RAFF pulse parameters
(θ = 0◦, ν = 1 and ρ = 1). All cross-sectional plots indicate an
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increased  for small preparation duration factors ρ and small values
of ν. Simultaneously, however, the magnetization trajectory length
drops substantially for small ρ and ν (Figure 7.3C-D, left and middle),
indicating no effective spin-locking behavior caused by reduced effective
field amplitudes. A pattern of high preparation efficiency and trajectory
length is observed for ρ = ν

p
2 (Figure 7.3C-D, middle). Improved

performance is also shown for higher harmonics (ρ = n
p
2ν, n = 2,3, ...).

The optimal combination of parameters for girRAFF is found for θ = 0◦,
ν = 5.53 and ρ = 7.82 with ρ ≈

p
2ν.

7.3.2. Pulse Performance in Phantom

Figure 7.2C-D depict the experimental validation of the simulated
pulse performances for the same B0 and B+1 range. The averaged
preparation efficiencies over the design region are  = 0.67 for RAFF
and  = 0.91 for girRAFF, confirming the improvement in robustness for
girRAFF over RAFF observed in simulations. In visual inspection, the
simulated RAFF pulse performance closely matches the hyperbolic shape
observed in the phantom experiments, also exhibiting a comparable
bandwidth. Similarly, good agreement between simulations and
phantom experiments is visually apparent for girRAFF. The location
of the low-resolution speckle structure for low η1 values agrees well
between simulation and phantom performance.

TRAFF and TgrRAFF Relaxation Times

Supporting Information Figure 7.S6 shows the TRAFF and TgrRAFF trends
as a function of T1 (Figure 7.S6A) and T2 (Figure 7.S6B) in the T1MES
phantom vials. TgrRAFF values are consistently higher than TRAFF.
The relaxation times in the central phantom vial are measured as
TRAFF = 62 ± 14 ms and TgrRAFF = 71 ± 16 ms, respectively. Linear
regression analysis yields that neither TRAFF nor TgrRAFF are linearly
dependent on T1 (TRAFF vs. T1: R2 = 0.001, p = 0.94, TgrRAFF vs.
T1: R2 = 0.09, p = 0.44). While a linear dependence is observed for
both RAFF and girRAFF as a function of T2 (TRAFF vs. T2: R2 = 0.87,
p < 10−3, TgrRAFF vs. T2: R2 = 0.99, p < 10−8), differential behavior is
still observed, particularly for short T2 times.

7.3.3. Parameters Space Evaluation

Figure 7.4 shows the TgrRAFF relaxation times across various parameter
changes in the phantom and in the calf muscle. The parametric change
of θ (Figure 7.4A) demonstrates a cyclic behavior with a maximum
around θ ≈ π/4 and a minimum around θ ≈ 3π/4 both in phantom and
in vivo. Changes in ρ lead to only minor alteration in TgrRAFF, except
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Figure 7.7 : (A-B) In vivo maps, for both RAFF and girRAFF, obtained for each
combination of Δωoƒ ƒ

1 ∈ {−150,0,150} Hz and η1 ∈ {0.5,0.75,1.0}. Manually segmented
cartilage TRAFF and TgrRAFF values are displayed over a baseline image acquired with no
preparation. Improved consistency is shown for girRAFF in the knee cartilage, as shown
in the plots (C) and (D) illustrating the Δ|ΔB0 and Δ|ΔB1 , respectively, for each subject
and then averaged over all subjects.

for ρ = 1 (Figure 7.4B). For the parametric change of ν, increasing
relaxation times are obtained for increased Beƒ ƒ (t) strength relative to
F(t), both in the phantom and calf, except for ν = 0 (Figure 7.4C).
Finally, the parametric change for ρ = ν

p
2, in Figure 7.4D, shows only

minor changes in TgrRAFF for increasing ρ and ν.

B0 and B+1 Resilience

Figure 7.5, shows the field inhomogeneities performances of RAFF
and girRAFF, studied individually with dense η1 and Δωoƒ ƒ

1 sampling.
For phantom and in vivo calf mapping, on-resonance maps with the
manually drawn ROIs containing a vial or muscle tissue are shown in
Figure 7.5A & B, respectively. For both, the calf and phantom, TgrRAFF
shows less than ±10% deviation over a large range of off-resonances
(bandwidth = 447 ± 31 Hz in phantom, 496 ± 14 Hz in the calf), while
TRAFF times are marked with large deviations in the presence of smaller
off-resonances (bandwidth = 74 ± 23 Hz in phantom, 104 ± 8 Hz in the
calf). For both pulses, a B0 shift of approximately 50 Hz off the center
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frequency is visible, likely due to imperfect shimming. For relative
B+1 performance, RAFF exhibits increased relaxation times at decreased
effective B+1 and exceeds the ±10% bound for η1 < 0.89 (standard
deviation = 0.04) for both phantom and calf. girRAFF remains within the
tolerance for a larger range, 0.48 ≤ η1 ≤ 1 (standard deviation = 0.01)
and 0.42 ≤ η1 ≤ 1 (standard deviation = 0.03), in the phantom and
calf, respectively. Thus, girRAFF yielded 6.04× (phantom) or 4.77× (calf
muscle) larger B0 bandwidth than RAFF, as well as 4.73× (phantom) or
5.27× (calf muscle) better resilience to B+1 inhomogeneities.

In Figure 7.6A & B, the first set of phantom girRAFF and RAFF maps,
acquired with comparable RAFF and girRAFF preparation durations, for
nine different B0 and B+1 inhomogeneity combinations are shown. For

the on-resonant case (η1 = 1,Δωoƒ ƒ
1 = 0 Hz), the relaxation times in the

muscle-like vial are measured as TRAFF = 74± 2 ms and TgrRAFF = 98± 3
ms, respectively. Visually consistent mapping quality is obtained for
girRAFF across the studied range of B0 and B+1 inhomogeneities, with
only minor differences between the off-resonance and η1 values. RAFF
mapping yields larger fluctuations in the measured relaxation time for
all studied field inhomogeneities. Similar results are shown in the
T(gr)RAFF maps of the calf muscle acquired in the presence of artificially
induced field inhomogeneities (Figure 7.6C-D). The average relaxation
time in the selected ROI is TRAFF = 34 ± 1 ms and TgrRAFF = 50 ± 1 ms
at on-resonance. Across B0 field inhomogeneities, RAFF has a Δ|ΔB0 of
48.2% and 56.3% in the phantom and calf, respectively. girRAFF shows
increased consistency with Δ|ΔB0 of 6.3% in the phantom and 7.9% in
the calf. Resilience to B+1 inhomogeneities is also higher for girRAFF
(Δ|ΔB1 = 9.4% in phantom, 12.2% in the calf) than for RAFF (Δ|ΔB1 =
45.7% in phantom, 49.1% in the calf). Phantom and calf girRAFF and
RAFF maps obtained in the second set of experiments are shown in
the Supporting Information Figure 7.S7. Here adapted RAFF preparation
durations are used to achieve comparable exponential decay fractions
between RAFF and girRAFF. Mildly improved resilience to B0 and B+1
inhomogeneities is observed using adapted RAFF preparations (Δ|ΔB0
= 40.6% in phantom, 45.8% in the calf, Δ|ΔB1 = 42.3% in phantom,
41.8% in the calf) compared to the TRAFF maps obtained in the first
set. However, even with adapted preparation delays the resilience of
RAFF against off-resonances is still ≈4.8 times lower than for girRAFF
in phantom and ≈4.3 times in the calf. Similarly, the resilience to B+1
inhomogeneities is ≈5.0 lower in the phantom and ≈4.7 times in the
calf.

TRAFF and TgrRAFF relaxation maps, acquired for different combinations
of B0 and B+1 inhomogeneities in the knee cartilage are depicted in
Figure 7.7A-B. TRAFF = 42± 11 ms TgrRAFF = 53± 14 ms are found in the
knee cartilage for the on-resonance condition. Higher variability can
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be observed for TRAFF maps across inhomogeneity conditions compared
with TgrRAFF. The Δ|ΔB0 scores, averaged across the 5 subjects, are
significantly higher for RAFF (Δ|ΔB0 = 61%) than girRAFF (Δ|ΔB0 =
8%, p < 10−3), as shown in Figure 7.7C-D. Similarly, the RAFF pulse is
significantly less resilient against B+1 inhomogeneities (Δ|ΔB1 = 54% for
RAFF, 11% for girRAFF, p < 10−3), as shown in Figure 7.7A-B.

The comparison of TRAFF and TgrRAFF knee cartilage maps obtained
with and without Dixon fat-suppression for five different values of B0
inhomogeneities (Δωoƒ ƒ

1 ) is shown in Figure 7.9. TRAFF maps acquired
both with and without fat suppression display high variability in the
presence of B0 inhomogeneities (Δ|ΔB0 = 40% without fat suppression,
Δ|ΔB0 = 47% with Dixon fat suppression, p < 10−2). Specifically,
TRAFF values show a trend of substantial reduction for increasing
|Δωoƒ ƒ

1 |. The influence of adipose tissue in the proximity of the knee
cartilage creates areas of enhanced TRAFF which partially balance the
trend of decreasing TRAFF for increasing |Δωoƒ ƒ

1 |, leading to a reduced
Δ|ΔB0 coefficient. On the other hand, girRAFF maps show overall

more homogeneous values across different Δωoƒ ƒ
1 conditions. However,

localized hyperenhancement is visible in the proximity of adipose tissue
in the knee joint, especially for Δωoƒ ƒ

1 > 0Hz (red arrows in Figure 7.9B).
These regions of hyperenhancement are visibly suppressed with the use
of Dixon fat-water separation. As a result, fat suppression significantly
improves the robustness of TgrRAFF maps to B0 inhomogeneities (Δ|ΔB0
= 6% without fat suppression, Δ|ΔB0 = 0.4% with Dixon fat suppression,
p < 10−8).

In Vivo Reproducibility

Figure 7.8 displays one of the sagittal slices acquired for all 5 healthy
subjects and an example of the 5 sagittal TRAFF and TgrRAFF slices
for a representative subject. The inter-subject analysis across all
field inhomogeneities and slices yields CoVsbjects = 27% for RAFF,
while girRAFF shows improved reproducibility with CoVsbjects = 14%
(p < 10−2). Moreover, TgrRAFF maps yield homogeneous relaxation
times across all slices (CoVsce = 10%), whereas TRAFF are characterized
by higher variability across the 5 slices (CoVsce = 16%, p < 0.01), with
decreased values in lateral and medial extremities. Moderate relaxation
time variations across slices, however, could also be caused by the
intrinsic T(gr)RAFF anisotropy, as shown in previous studies [359, 413],
as well as differences in partial voluming of the thin ROIs.
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Figure 7.8 : Example of in-vivo (A) RAFF and (B) girRAFF maps obtained in the knee
cartilage of 5 healthy subjects. For a representative subject, examples of 5 different
sagittal maps are shown below. Cartilage TgrRAFF values appear more homogeneous
than TRAFF across the 5 subjects (CoVsbjects = 27% for RAFF, 14% for girRAFF, p < 0.01)
and 5 slices (CoVsces = 16% for RAFF, 10% for girRAFF, p < 0.01).

7.4. Discussion

In this work, the resilience of RAFF pulses against field inhomogeneities
was investigated. Both simulations and phantom experiments showed
strong susceptibility to changes in the B+1 field and moderate resilience
against off-resonances for RAFF. A parametric formulation of RAFF was
introduced to explore pulse shapes that yield constant but non-equal
effective and fictitious fields. The resilience of these pulses to B0 and
B+1 inhomogeneities was investigated to find the optimal candidate for
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Figure 7.9 : Example TRAFF (A) and TgrRAFF (B) relaxation maps of the articular
cartilage, acquired in a healthy subject with Dixon fat-water separation (top) and
without fat suppression (bottom), for various artificially induced off-resonance values.
TRAFF maps show strong variability across the off-resonance conditions with and without
fat-suppression. The variability is visually reduced in the TgrRAFF maps. Residual
artifacts are observed in the TgrRAFF maps in areas close to adipose tissue (red arrow).
Dixon fat-water separation successfully alleviates these artifacts leading to visually
homogeneous maps across the off-resonance conditions.

robust rotating frame relaxation mapping. For the optimal parameters,
girRAFF showed 4.77 and 5.27 times increased resilience against B0 and
B+1 inhomogeneities in the human calf, respectively, while maintaining
good tissue contrast and mapping quality in phantom, calf, and knee
cartilage imaging.

RAFF represents an emerging biomarker for tissue characterization
and has already proven sensitivity to proteoglycan concentration in
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articular cartilage, making it a promising candidate for osteoarthritis
detection [414]. Previous RAFF mapping studies focused on ex-vivo
samples or animal models of the knee cartilage and were performed at
pre-clinical systems with ultrahigh field strengths (9.4T) [359, 399, 403,
413–415]. In healthy subjects at 3T, Tourais et al. recently reported an
average of TRAFF=45.2 ± 11.3 ms [408], which is in close agreement
with the values obtained in this study. Optimized girRAFF preparations
yield longer relaxation times compared with RAFF, a trend consistent
with findings by Liimatainen et al. [402]. Specifically, they found a
significant dependence of RAFF relaxation times on the ratio between
the effective and fictitious field components (equivalent to ν in our
study). The lowest TRAFF values were measured when the effective field
strength was almost equal to the fictitious field strength (corresponding
to values of ν just below 1), whereas higher TRAFF when the effective
field was much stronger or much weaker than the fictitious field. This
dependence is confirmed by the phantom and in-vivo results in Figure
7.4C. The variability in the measured TgrRAFF times for different ν
hints at differential sensitivity to underlying physical processes such
as dipole-dipole interactions or chemical exchange when moving from
the sub-adiabatic condition towards an adiabatic regime. Evaluation in
patients is warranted to fully characterize the sensitivity of RAFF and
girRAFF pulses to underlying tissue composition and their pathological
state alterations.

RAFF pulses were originally proposed as an alternative to conventional
continuous-wave T1ρ preparations for robust rotating frame relaxation
quantification with limited SAR burden. As Liimatainen at al. have
shown in their original study, TRAFF relaxation displays a pattern of
sensitivity to molecular motion that is similar to T1ρ,db and T2ρ,db
[401], and related to continuous-wave T1ρ and T2ρ relaxation times.
Thus, RAFF pulses were proposed as an alternative to conventional
continuous-wave rotating frame relaxation techniques with the promise
of comparable clinical sensitivity. Initial studies showed a moderate
increase in off-resonance bandwidth up to ∼ 100 Hz [401, 410].
However, this came at the expense of a loss of resilience against B+1 field
inhomogeneities, with simulated TRAFF times significantly impaired for
η1 < 0.8 [401]. These results are well in line with the results obtained in
this study, where a bandwidth of 74 ± 23 Hz and 10% tolerance to B+1
inhomogeneities were measured in phantom for RAFF. In this study, we
proposed a RAFF optimization, girRAFF, based on the combined study
of both B0 and B+1 inhomogeneities. By relaxing the RAFF condition
(Equation (7.1)), introducing three degrees of freedom, constant yet not
necessarily equal effective and fictitious field components are achieved.
In agreement with previous findings [410], our results show that the
average preparation efficiency improved for higher fictitious field ratios
(ν < 1). However, even better performances were achieved for ν > 1,
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with the optimal value found for ν = 5.53. Increasing ν values yield
an increasingly strong effective field component with respect to the
fictitious field, gradually moving from a sub-adiabatic to an adiabatic
regime. Accordingly, the analysis of contrast sensitivity in the presence
of dipole-dipole interactions showed that girRAFF falls between the
sensitivity profiles or RAFF and T1ρ,db. Notably, optimal girRAFF
performances were observed for configurations where ρ = n

p
2ν. This

parameter combination corresponds to cases where the argument of
girRAFF amplitude and frequency modulation functions ranges from 0
to 180◦ within a single P-packet. Thus, the effective field completes
a full 180◦ inversion, leading to increased robustness against field
inhomogeneities in the optimization.

Higher rank RAFF pulses (RAFFn, with n > 2) were previously proposed
as a solution to improve the pulse resilience to B0 field inhomogeneities
[410]. RAFFn pulses generalize the RAFF conditions of equal and
time-invariant effective and fictitious field components to higher-order
RFRs. Observed in the second RFR, these pulses are characterized by
a higher fictitious field component with respect to the effective field. A
joint optimization of B0 and B+1 inhomogeneity resilience, as proposed in
the current study, can also be applied to RAFFn pulses. The expected
degree of B0 and B+1 inhomogeneities greatly depends on the target
application. For body imaging at 3T, commonly observed off-resonances
and B+1 inhomogeneities are in the range of ±300 Hz, and ±60%,
respectively [82, 416–418]. In the knee cartilage, only a limited number
of studies have investigated B0 and B+1 inhomogeneities. However, a
reduced impact for both B0 (< 150 Hz) and B+1 (> 75%) inhomogeneities
has been reported [412]. These applications may be sufficiently covered
by the design regions chosen for the girRAFF pulses. However, for
imaging at ultra-high fields, a similar optimization of higher-order RAFF
pulses may provide a promising way to further improve off-resonance
tolerances. Thus, the comparison of girRAFF with higher-order RAFF
pulses and their combination with a parametrization approach remain
interesting subjects for future work.

The bandwidth of a single pulse module was studied in the simulation
and phantom experiments (Figure 7.2). Phantom experiments closely
reproduced the results from simulations, with the exception of a lower
resolution and the contribution of relaxation effects during (gir)RAFF
preparations. Relaxation effects caused a minor reduction in preparation
efficiency values in the optimal plateau region for phantom experiments.
This effect is more visible for girRAFF, which has longer preparation
time, than with RAFF. In both cases, however, the difference in
preparation efficiency between simulations and phantom experiments
was < 4% in the plateau region thanks to the use of only a single
(gir)RAFF module and a phantom with long relaxation times (Spectrasyn
T1ρ,db/T2ρ,db = 176.16 ms/98.53 ms [367, 419]). Thus, the



7.4. Discussion

7

165

preparation efficiency variations due to relaxation effects in phantom
did not overshadow those caused by field inhomogeneities targeted by
the study. However, to obtain reliable quantification, multiple repetitions
of the pulse module are required to enable sufficient sampling of the
relaxation curve. The girRAFF module is 7.82 times longer than RAFF
(Figure 7.1C), thus, requiring fewer repetitions to achieve the same
preparation duration. Taking the in-vivo relaxation time (TRAFF = 34 ± 1
ms versus TgrRAFF = 50± 1 ms), effectively 5.32 times fewer repetitions
are needed for comparable relaxation curve sampling. As a result,
the differences in bandwidth between girRAFF and RAFF are further
exacerbated in phantom and in vivo mapping results, leading to an
overall +504.1% bandwidth increase in girRAFF vs. RAFF for phantom
mapping experiments, compared with 66.67% in single module phantom
experiments.

This study has several limitations. The proposed pulse optimization
was only applied to RAFF in the second RFR, as this pulse was available
for reference comparison. Nevertheless, the approach could be applied
to a wide variety of pulses for rotating frame relaxometry, such as
continuous-wave and adiabatic T1ρ and T2ρ preparations, higher order
RAFFn pulses, and more, as resilience to field inhomogeneities remains
a common limiting factor at high field strengths. Furthermore, only a
small number of healthy subjects were included in the evaluation of the
pulses. Ultimately, thoroughly characterizing the sensitivity of novel
relaxation parameters to pathological alterations in tissue composition is
necessary to validate their diagnostic value. The theoretical sensitivity
to molecular motion at different correlation times derived in this and
previous studies [401] for giRAFF and RAFF pulses does not capture the
true complexity of relaxation processes in vivo. The model used was
limited to dipole-dipole interactions and neglected contributions from
other relaxation mechanisms, such as chemical exchange and diffusion,
which are important drivers of in vivo rotating-frame relaxation. Thus,
ultimately only in vivo clinical validation can fully determine the
parameter sensitivity and diagnostic values of the proposed TgrRAFF
relaxation.

Finally, the proposed technique was only tested in vivo on the calf
muscle and the knee cartilage, where both B0 and B+1 inhomogeneities
are limited in normal conditions. Other anatomies, like the heart
or the liver, might present stronger field inhomogeneities and, thus,
benefit more from the use of an optimized girRAFF preparation for
rotating frame relaxation mapping. The scope of this study was kept
on anatomies characterized by rather homogeneous B0 and B+1 fields to
avoid introducing additional confounders in the quantitative analysis of
the pulse performance.
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7.5. Conclusions

Our results show that spin-lock relaxation measurements using RAFF ex-
hibit moderate resilience against off-resonances but strong susceptibility
to B+1 inhomogeneities. A parameterized RAFF (girRAFF) formulation
allowed for the derivation of preparation pulses with improved resilience
against field inhomogeneities in phantom. Quantitative mapping
obtained with girRAFF showed only minor variations across field inhomo-
geneities in vivo. Thus, girRAFF may provide a promising tool for clinical
applications in body imaging at 3T where larger off-resonance resilience
is needed. Further investigation of its sensitivity toward pathological
remodeling is warranted.

Appendix

Relaxation rates were derived for both RAFF and girRAFF methods using
second-order perturbation theory of dipole-dipole interactions [401,
420]. The relaxation rates during amplitude- and frequency-modulated
RF irradiation were previously described for a system of nuclei with spin
 and gyromagnetic ratio γ by Michaeli et al. in Equation 7 and 8 of
[343], as:

R1ρ,db(t) =
1
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and
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where:
1/kdd = 2( + 1)ℏ2γ2r−6τc. (7.10)



7.5. Conclusions

7

167

Here, ℏ is the reduced Planck constant (ℏ = 1.0546 × 10−34 Js), r is
the internuclear distance (r = 1.58 Å, τc is the correlation time and
α(t) = tn−1

�

ω1(t)
Δω(t)

�

).
To compute RAFF and girRAFF relaxation rates for different correlation

times τc, RAFF and girRAFF amplitude and frequency-modulation
functions can be used to extract the (gir)RAFF pulse amplitude ω1(t),
its off-resonance Δω(t) and the effective field amplitude ωeƒ ƒ (t). The
effective field evolution throughout the preparation pulse was obtained
from Bloch simulations and used to derive the resulting R1ρ,db and
R2ρ,db at each time point. Using a quasi-static approximation, the
final relaxation during RAFF or girRAFF irradiation can then be expressed
as:

R(gr)RAFF =
1

2Tp

∫ Tp

0

�

AR1ρ,db(t) + BR2ρ,db(t)
�

dt, (7.11)

where A = cos2(δ(t)) and B = sn2(δ(t)), with δ(t) as the angle between
the magnetization and the effective field.
RRAFF and RgrRAFF relaxation rates were compared with R1ρ, R2ρ,

R1ρ,db and R2ρ,db for different correlation times. Conventional T1ρ
and T2ρ relaxation was obtained for a constant-amplitude on-resonance
RF irradiation, with ω1 = 500 Hz and Tp = 30 ms. Adiabatic spin-lock
preparations were obtained using hyperbolic secant pulses, with ωm

1
= 500 Hz, Tp = 30 ms, β = 6.9, ƒm = 450 Hz, as previously used for in
vivo imaging at 3T [367, 419].

Supporting Information Figure 7.S5 shows the relaxation rates and
relaxation times as a function of the correlation time τc. Relaxation
rates of RAFF and girRAFF fall between R1ρ,db and R2ρ,db and show
similar trends across the range of correlation times. The relaxation
time trend of RAFF and girRAFF show less similarity to conventional
continuous wave R1ρ and R2ρ at a single frequency. Compared with
RRAFF, RgrRAFF falls closer to R1ρ,db. Together with the relaxation
rates observed in phantom and in vivo, these results suggest that
RgrRAFF exhibits intermediate contrast weighting between RRAFF and
R1ρ,db. Thus, girRAFF may be a promising candidate for the depiction
of pathologies, that have been studied with T1ρ,db and TRAFF, including
myocardial and in the liver fibrosis [329, 331, 361, 365, 421–423],
cartilage degeneration and concentration of proteoglycans [424–427],
Alzheimer’s and Parkinson’s diseases [428, 429], breast tissue lesions
[430] and tumors [431–433].
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7.6. Supporting Information

Figure 7.S1 : A) Radiofrequency shapes: amplitude modulation, frequency modulation,
and phase for the changing parametric behavior of θ with respect to RAFF (θ = 0◦, ν = 1
and ρ = 1) as default. B) Corresponding magnetization behavior for all RF shapes in the
first rotating frame. Indicating the magnetization vector (M(t), orange) with its trajectory
and the effective field (Beƒ ƒ (t), blue).
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Figure 7.S2 : A) Radiofrequency shapes: amplitude modulation, frequency modulation,
and phase for the changing parametric behavior of ρ with respect to RAFF (θ = 0◦, ν = 1
and ρ = 1) as default. B) Corresponding magnetization behavior for all RF shapes in the
first rotating frame. Indicating the magnetization vector (M(t), orange) with its trajectory
and the effective field (Beƒ ƒ (t), blue).
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Figure 7.S3 : A) Radiofrequency shapes: amplitude modulation, frequency modulation,
and phase for the changing parametric behavior of ν with respect to RAFF (θ = 0◦, ν = 1
and ρ = 1) as default. B) Corresponding magnetization behavior for all RF shapes in the
first rotating frame. Indicating the magnetization vector (M(t), orange) with its trajectory
and the effective field (Beƒ ƒ (t), blue).
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Figure 7.S4 : A) Radiofrequency shapes: amplitude modulation, frequency modulation,
and phase for the changing parametric behavior of the line ρ = ν

p
2 with respect to

RAFF (θ = 0◦, ν = 1 and ρ = 1) as default. B) Corresponding magnetization behavior
for all RF shapes in the first rotating frame. Indicating the magnetization vector (M(t),
orange) with its trajectory and the effective field (Beƒ ƒ (t), blue).
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Figure 7.S5 : Rotating frame relaxation rates and relaxation times, for conventional
continuous wave T1ρ and T2ρ at 500 Hz, adiabatic T1ρ,db and T2ρ,db, and RAFF
and girRAFF, for various correlation times. The relaxation rates were derived from
second-order perturbation theory for the case of dipole-dipole interaction of like spins.
RAFF and girRAFF show similar relation trends as T1ρ,db and T2ρ,db, where RAFF
falls between T1ρ,db and T2ρ,db and girRAFF falls between T1ρ,db times and RAFF.
Continuous wave T1ρ and T1ρ trends show less similarity with RAFF and girRAFF.

Figure 7.S6 : TRAFF and TgrRAFF relaxation times obtained in various vials of the T1MES
phantom as a function of the T1 (a) and T2 time (b). Linear regression analysis shows
no correlation with T1 times for either TRAFF and TgrRAFF. A linear dependence on T2
times is observed for both RAFF and girRAFF. However, differential behavior remains
visible, especially for short T2 times (b, right plot).
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Figure 7.S7 : Second set of (A-B) phantom and (C-D) in-vivo calf RAFF and girRAFF maps
obtained for each combination of (Δωoƒ ƒ

1 , η1) ∈ {−150,0,150} Hz ×{0.5,0.75,1.0}.
This set of maps was acquired with shorter RAFF preparation durations (Tprep,RAFF =
16.5, 34.0, 67.9 ms), to account for the shorter in vivo TRAFF relaxation times and
achieve comparable relaxation decay sampling between RAFF and girRAFF. Trends are
comparable to those observed in the first set of phantom and calf maps, displayed in
Figure 5. Both phantom and calf TRAFF maps show high variability across inhomogeneity
combinations. TgrRAFF maps, on the other hand, depict improved resilience to system
imperfections.
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Figure 7.S8 : Magnetization trajectory length, computed as the cumulative sum of the
discretised angular distances covered by the magnetization vector on the Bloch sphere
during simulations. The trajectory length is measured in radians and low trajectory
length (< 3.2π rad) cases were discarded to avoid idle parameter configurations yielding
low power pulses with high preparation efficiency but no spin-lock relaxation.
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Abstract

Quantitative MRI measurements with adiabatic T1ρ can provide sensitive
markers to pathological alterations in the presence of system imper-
fections, especially at high field strengths. However, the mechanisms
behind T1ρ,db relaxation during adiabatic RF pulses are complex and
present strong dependence on the pulse design. The aim of this
study is to investigate the resilience of T1ρ,db times measured during
adiabatic RF irradiation to B0 inhomogeneities, considering both T1ρ
dispersion and inversion efficiency. Redfield relaxation theory is used
to study the effect of off-resonance on the efficiency of the underlying
relaxation processes and Bloch simulations are used to investigate
the pulse efficiency. Joint optimization of hyperbolic secant adiabatic
pulses yields optimal off-resonance resilience for β=5.9 and moderate
FM amplitude≈1500 Hz. For this combination the off-resonance-induced
dispersion is seven-fold reduced when compared to pulses obtained
with conventional Bloch simulations only. The proposed optimization
provides promising candidates for robust T1ρ,db preparation pulses for
in vivo applications at 3T.
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8.1. Introduction

Quantitative Magnetic Resonance Imaging (MRI) is increasingly gaining
attention due to its ability to provide inter- and intra-patient comparable
non-invasive tissue characterization. The quantification of relaxation
times, such as T1, T2, or T∗2 , emerged as a promising tool to differentiate
healthy and diseased states across several anatomies [434]. While T1
and T2 relaxation times display sensitivity to molecular interactions near
the Larmor frequency and at 0 Hz, respectively, alternative relaxation
mechanisms can tap into a wider range of molecular sensitivities [343].
Rotating frame relaxation techniques, such as T1ρ mapping, have been
explored for their intrinsic sensitivity to interactions at intermediate
frequencies, in the Hz-kHz range. Clinical application of these techniques
has shown promise in a range of pathologies, including assessment of
cartilage degeneration [435], ischemic and non-ischemic heart diseases
[330, 361, 365], neuro-pathologies [429, 436, 437] and liver fibrosis
[421, 438, 439].

Figure 8.1 : The effective field Beff and the magnetization vector M in the first rotating
frame. In the second rotating frame, Beff is aligned with the z-axis. In this figure,
the magnetization vector evolves from M to M+1, following the effective field. It also
shortens due to T1ρ relaxation.

T1ρ is the time constant that characterizes the longitudinal magnetiza-
tion relaxation in the rotating frame of reference, during radio-frequency
(RF) irradiation. Conventionally, T1ρ relaxation is induced by the
continuous application of an RF pulse, the so-called spin-lock (SL) pulse
[320]. However, continuous-wave SL pulses are highly susceptible to B0
and B+1 inhomogeneities. This hinders robust quantification, particularly
at high field strengths. Adiabatic T1ρ preparations have been proposed
to overcome such limitations and enable robust T1ρ,db mapping
at 3T [72, 73, 367, 440]. Due to the use of frequency-modulated
pulses, T1ρ,db, however, exhibits a different spectrum of sensitivities
compared with conventional T1ρ. Previously, it has been proposed to
use Redfield relaxation theory to characterize the relaxation properties
of T1ρ,db as a function of the adiabatic pulse parameters [343].
Alternatively, Bloch simulations have been used to optimize adiabatic
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pulse shapes for improved performances in the presence of field
inhomogeneities [82, 367].

In this study, we propose a comprehensive optimization of adiabatic
pulse design for T1ρ,db mapping at 3T. Redfield-based relaxation
theory was used to minimize T1ρ,db dispersion in the presence of
B0 inhomogeneities and combined with Bloch simulations to optimize
inversion efficacy of adiabatic pulses for a range of off-resonances.
Optimal pulse shape parameters were identified in a joint optimization
and compared to pulse optimization based on Bloch simulations only.

Figure 8.2 : A) RMS deviation of the T1ρ,db in the presence of off-resonance, B)
inversion efficiency, C) combined objective, as a function of different pulse parameters β
and the FM amplitude for three correlation times, with the optimal parameters obtained
from the joint optimization (black) and Bloch-optimization only (red).

8.2. Methods

8.2.1. Redfield theory

The effect of off-resonance on the relaxation during the frequency-
modulated pulses was studied using Redfield theory. Step-wise
estimation of the rotating frame relaxation in the presence of a field with
variable amplitude- (AM) and frequency-modulation (FM) functions was
performed. Using this instantaneous T1ρ,db(t), the effective T1ρ,db
over the entire pulse was obtained as: 1

T1ρ,db
= 1

Tp

∑


Δt

T1ρ,db(t)
, with

pulse duration Tp, and time discretization Δt.
Relaxation was modeled for the interactions between the spins and
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random, isotropic field fluctuations, as commonly assumed for dipole-
dipole interactions. The power spectrum of the fluctuation was assumed
to be Lorentzian with correlation time τc. A transformation to the second
rotating frame, where the effective field ωeƒ ƒ /γ is aligned with the z-axis,
allows the calculation of the instantaneous relaxation time as:

1

T1ρ,db
(t) =

γ2ω2
1

ω2
eff




B2
�

J(ωeff)

+
γ2

2ω2
eff
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(Ω + ωeff)2J(ωrf + ωeff)

+
γ2

2ω2
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B2
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(Ω − ωeff)2J(ωrf − ωeff) (8.1)

Here Ω = ω0 − ωrf is the off-resonance, ωeff =
Ç

ω2
1 + Ω2 is the frequency

corresponding to the effective field strength, and J() represents the
spectral density function of the fluctuations.

8.2.2. Bloch simulations

Bloch simulations were used to assess the pulse performance in terms
of inversion efficiency. For each time discretization step the effective
field was calculated and used iteratively to derive the magnetization
evolution throughout the pulse, starting from the initial magnetization
along the z-axis.

8.2.3. Optimization

In this study, hyperbolic secant (HS) adiabatic pulses were used for
optimization, with AM and FM given as:

ω1(t) = ωmax
1 sec

�

β

�

2t

Tp
− 1
��

(8.2)

−Ω(t) = A tnh
�

β

�

2t

Tp
− 1
��

. (8.3)

The degrees of freedom in the pulse shape optimization are the B+1
peak amplitude ωmax

1 , the pulse duration Tp, the peak width of the RF
pulse β, and the FM amplitude. For optimal performance ωmax

1 and Tp
were chosen as dependent parameters in the optimization, leaving β
and the FM amplitude as optimization parameters. The optimization
was performed using grid search, with β ∈ {0.1,0.3, ...,20} and the FM
amplitude ∈ {0,50.4, ...,5000} Hz. For each grid point, the optimization
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was performed iteratively. The pulse was initialized with a pulse duration
of Tp = 30 ms and T1ρ,db was calculated. Based on this value, the
pulse duration was rescaled to achieve a total T1ρ,db decay fraction
of 0.970 ± 0.001. The pulse amplitude was then maximized within the
constraints B+1,m ≤ 13.43 μT and B+1,rms ≤ 5.48 μT. The relaxation was
then recalculated. The optimization was truncated after 1.5 iterations,
as heuristically minimal changes in the T1ρ,db are observed during the
rescaling.

Based on the adapted pulse, the T1ρ,db value was calculated for
0,50, ...,200 Hz off-resonance. The relative root-mean-square (RMS)
deviation between the on- and off-resonance values in percent was used
as a measure of the off-resonance resilience. Next, Bloch simulations
were carried out for the same pulse module. The relative deviation of
the average final longitudinal magnetization from perfect inversion in
percent was used as a measure of the inversion efficiency. The product
of the relative off-resonance deviation and the inversion efficiency was
used as the combined objective score. The optimization was repeated for
three different correlation times (τc = 0.01,0.1 and 1 ns, representing
liquids with molecular masses of 20,200 and 2000 Da), each with the
magnitude of the field fluctuations normalized to yield T1 = 1.5 s.

8.3. Results

Figure 8.2A shows the simulated T1ρ,db deviation measured for
different combinations of β and FM amplitude in the presence of
B0 inhomogeneities up to 200 Hz. The different correlation times
display similar patterns of minimal T1ρ,db dispersion for very high
β and FM amplitude values (light green/yellow regions). Significantly
larger T1ρ,db dispersion was observed for pulses with β < 1 or FM
amplitude < 200 Hz. Overall, T1ρ,db deviation in the presence of
B0 inhomogeneities increased with longer correlation times τc for each
combination of β and FM amplitude.

Average pulse inversion efficiency over a range of off-resonances
shows only small differences between different correlation times. The
differences are caused by the rescaling of the adiabatic pulse duration.
For all correlation times, the best preparation efficiency was obtained
for intermediate frequency sweep amplitudes and showed an inversely
proportional relationship with β. The final objective score shows
relatively robust performance over a large parameter space for all three
correlation times. The optimal pulse parameter combination yielding the
highest score was β = 5.9 for all correlation times, FM amplitude = 1472
Hz for τc = 0.1 and 0.01 ns, and 1522 Hz for τc = 1 ns. The optimal
pulse duration was = 44.4 ms for τc = 0.01 and 0.1 ns, and 43.2 ms for
τc = 1 ns. The optimal max B+1 = 13.35 μT for all correlation times.

The pulses obtained across the parameter space are illustrated in
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Figure 8.3 : Different pulse regimes in the parameter space of the hyperbolic secant
pulses (left panel) overlaid on the inversion efficiency at τc = 1 ns. Regime A)
corresponds to the adiabatic region, B) corresponds to block-like pulses, C) chirp-like
pulses and regime, and D) non-adiabatic region. (A-D) Corresponding evolution of the
magnetization over time for representative pulse shape within each of the regimes.

Figure 8.3A. In the regime of intermediate frequency sweep amplitudes
and inversely proportional βs, where optimal pulse performance was
achieved, the pulses operate in an adiabatic regime (Figure 8.3B). HS
pulses with low FM amplitudes approximate chirp pulse shapes and
result in low effective field strengths and fast frequency sweep, yielding
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Figure 8.4 : A) Amplitude and B) Frequency modulation functions of the pulses optimized
with the joint optimization (solid) and Bloch simulations only (dashed) for the three
correlation times. τc = 0.1 and 0.01 ns are nearly identical results and, thus, visually
barely discernable. C) Logarithmic T1ρ,db deviation as a function of the off-resonance
for the optimized pulses.

imperfect inversion (Figure 8.3C). Low β values produce block-like AM
functions, which prevent spin-locking throughout HS pulse irradiation
and result in non-robust inversion mechanisms (Figure 8.3D). Finally,
the combination of high β and very high FM amplitudes leads to pulses
operating in the sub-adiabatic regime, with fast amplitude and frequency
sweep speed preventing robust adiabatic inversion (Figure 8.3E).

The optimal pulses are shown alongside the off-resonance suscepti-
bility of the T1ρ,db time in Figure 8.4. In agreement with results in
Figure 8.2A, longer correlation times lead to larger absolute T1ρ,db
deviations in the presence of B0 inhomogeneities. When compared to
adiabatic pulses chosen based on Bloch simulations only, the optimized
pulse yields 83%, 83%, and 88% improved resilience in relaxation time
in the presence of off-resonance at τc = 0.01,0.1, and 1 ns respectively.

8.4. Discussion

In this study, we proposed a framework to optimize adiabatic HS pulse
design for robust T1ρ,db mapping at 3T. By jointly minimizing T1ρ,db
dispersion in the presence of B0 inhomogeneities and maximizing
inversion efficiency of single HS pulses, optimal performances were
found for intermediate β and FM amplitudes (β = 5.9, FM amplitude =
1472 and 1522 Hz).

Conventional pulse design optimization schemes proposed in previous
studies [82, 367] focused on the effectiveness of the adiabatic inversion
process. However, T1ρ,db relaxation follows complex dynamics
throughout the pulse. Optimization based exclusively on Bloch
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simulations led to intermediate-to-low β and FM amplitude choices.
These pulses, while providing great image quality and robustness to both
B0 and B+1 inhomogeneities, can induce significant T1ρ,db dispersion
in the presence of off-resonances. The proposed optimization includes
the effects of off-resonance on the T1ρ,db relaxation. This allows to
maintain high pulse efficiency while ensuring the effectiveness of the
underlying relaxation processes remains high.

The employed Redfield-based relaxation model has been shown to be
a good approximation for liquids with primarily dipole-dipole interactions
[441]. However, for biological tissue other relaxation mechanisms are
contributing, including chemical exchange, chemical shift anisotropy, or
diffusion. Future work will focus on extending the pulse optimization to
include more extensive relaxation models to better approximate certain
in vivo applications.

The pulse optimization considering relaxation during the adiabatic
pulses is specifically targeted for quantitative T1ρ,db measurements.
However, for other uses of adiabatic pulses, like robust inversion or
refocusing, the relaxation throughout the pulse may be less relevant,
warranting a different objective function. Furthermore, the pulses were
optimized for minimal dispersion of the relaxation mechanism. However,
this may not necessarily yield the largest clinical effect size to a given
pathological alteration. Thus, further studies in animal models or well-
controlled pathologies are warranted to investigate clinical sensitivity
and robustness of the proposed pulse modules for in vivo mapping.

8.5. Conclusions

Using a combination of relaxation theory and Bloch simulations,
optimal parameters for T1ρ,db mappings were found to be in the
intermediate range (β = 5.9, FM amplitude = 1472 and 1522 Hz).
These pulses can provide a promising starting point for use in adiabatic
T1ρ,db measurements with high confounder resilience and minimal
off-resonance dispersion.





9
Functional MRI of

neuro-electro-magnetic

oscillations:

Statistical processing in the

presence of system

imperfections

Chiara Coletti, Sebastian Domsch, Frans M. Vos, Sebastian
Weingärtner

2020 IEEE-EMBS Conference on Biomedical Engineering and Sciences
(IECBES). IEEE, 2021, pp. 172-177, doi:10.1109/IECBES48179.2021.
9398751

185

10.1109/IECBES48179.2021.9398751
10.1109/IECBES48179.2021.9398751


9

186 9. Functional MRI of neuro-electro-magnetic oscillations

Abstract

Direct detection of magnetic fields elicited by neuronal activity using
Magnetic Resonance Imaging (MRI) has been a long-standing research
goal, due to its potential to overcome limitations that are inherent to
BOLD fMRI. The MRI signal can be sensitized to oscillating magnetic
fields using spin-lock preparations. However, the susceptibility of
spin-lock sequences to system imperfections has so far hindered their
translational potential for in vivo experiments. Moreover, the sensitivity
of the neuro-current MRI signal to the phase of neuro-electric oscillations
generates high variance time courses that are not suited for analysis
with traditional fMRI data processing techniques.

In this work, we study the impact of various MRI system imperfections
on neuro-current MRI in simulations. Furthermore, we propose Statistical
Variance Mapping (SVarM) as a new data processing technique for
generating activity maps from neuro-current MRI signal variance. Bloch
simulations demonstrated substantial variations of the signal intensity
for a 400 Hz range of off-resonances and a 360◦ range of neuro-current
oscillating phases. SVarM was tested on synthetic neuro-current data
simulated with various degrees of system imperfections. The proposed
technique was compared to the previously developed NEMO processing,
which is based on the mean analysis of time courses. Simulation
results show improved resilience against B0 inhomogeneities with
SVarM compared with NEMO processing (Dice coefficient of activation
maps: 64.07% SVarM, 57.76% NEMO, p<0.02). Comparable or slightly
improved robustness against B+1 inhomogeneities was observed as well
as higher sensitivity in the absence of B+1 inhomogeneities (Dice score
of activation maps: 58.34% SVarM, 49.70% NEMO, p<0.01). Finally,
SVarM achieved better specificity for low SNR, resulting in activation
maps with fewer false positive voxels (FP rate: 0.53% SVarM, 19.28%
NEMO, p<0.01). These results underscore the importance of dedicated
data processing methods and robust pulse sequences to facilitate the
widespread use of direct neuro-current MRI in the presence of system
imperfections.
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9.1. Introduction

Functional Magnetic Resonance Imaging (fMRI) is one of the leading
tools for the study of brain activation in vivo, due to its ability to
obtain non-invasive functional imaging with high spatial resolution
and whole brain coverage. fMRI is conventionally based on the
Blood-Oxygen-Level-Dependent (BOLD) contrast, which is caused by
local field inhomogeneities related to the neurovasculature and the
local concentration of oxygenated and deoxygenated-hemoglobin [442].
Thus, BOLD fMRI provides only an indirect marker of neuronal activity,
via the hemodynamic response of the brain [443]. Specifically, the
signal is limited by the temporal delay of the hemodynamic response
function.

The direct detection of magnetic fields elicited by neuronal activity
has been a long-standing goal in MRI, due to the potential of overcoming
the mentioned limitations intrinsic to BOLD-fMRI. Direct neuro-current
MRI could enable the investigation of brain activity with high temporal
resolution and specificity. Early attempts focused on imaging the
neuronal current distribution originating from neuronal action potentials
ex vivo. Multiple methods sought to pick up magnitude or phase changes
in the MRI signal as a direct result of neuronal activation [444–446].
However, these approaches were never successfully applied in vivo
because of the temporal and spatial cancellation effects inside single
voxels [447–449]. Over the last decade, studies have demonstrated the
feasibility of sensitizing MRI signals to concerted voltage fluctuations,
so-called Local Field Potentials (LFP) [450], using spin-lock preparations
[451–453]. These techniques, based on the rotary saturation effect
induced by a resonant spin-lock field, overcame the issue of cancellation
in phase and magnitude contrast imaging [451]. Moreover, the
spin-lock field can be tuned to a specific frequency band of oscillating
neuroelectric currents (Figure 9.1). Halpern-Manners et al. have shown
that the frequency selectivity of the contrast mechanism allows to
compensate for experimental non-idealities with specific band-selective
variants of the spin-lock sequence, as demonstrated in a phantom study
[452]. Most recently, promising results were reported, demonstrating
the viability of spin-lock techniques for in vivo experiments in the
human brain [453]. However, direct current imaging requires very high
sensitivities to detect magnetic fields in the order of magnitude of a
few nT [454]. Consequently, system imperfections compromising the
sensitivity in in vivo experiments have so far prevented this technique
from more widespread use in the study of brain activation.

In this work, the effects of system imperfections on the state-of-
the-art spin-lock sequence for direct current imaging are investigated
in simulations. The studied variables include B0 and B+1 field
inhomogeneities, phase differences between the spin-lock and neuro-
current-induced fields, and background noise. Furthermore, to improve
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the robustness of this technique, a new data processing technique,
specifically designed for neuro-current MRI is proposed. This technique
is compared to the existing post-processing pipeline. The resilience
against system imperfections of the two processing techniques is further
evaluated in synthetic neuro-current data.

9.2. Methods

Figure 9.1 depicts the spin-lock-based method for neuronal current
imaging [453], as used in this study. In the spin-lock preparation,
prior to imaging, the magnetization is flipped to the transverse
plane. The application of a spin-lock field BSL achieves, in addition
to regular T1ρ relaxation, sensitization to oscillating currents, such as

Figure 9.1 : Spin-lock sequence diagram (a). Evolution of the net magnetization during
spin-lock preparation with concomitant neuro-current field action (b-e).
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generated by LFPs. Subsequently, the transverse magnetization is
depleted with spoiler gradients. Hence, the effect of neuro-currents
near the resonance frequency is encoded in the residual longitudinal
magnetization. The amplitude of the spin-lock field is tuned to the
frequency ωCURR of the resonant oscillating neuro-magnetic fields BCURR,
with BSL = ωCURR/γ. Here γ is the gyromagnetic ratio. Following the
magnetization preparation, the signal is then read out with spin-echo
Echo-Planar Imaging (EPI).

9.2.1. Bloch simulations

Bloch simulations were performed to assess the sensitivity of spin-lock-
prepared imaging to oscillating neuro-currents in the presence of system
imperfections. Signals were simulated for various B0 inhomogeneities
and varying phase differences between the neuro-current oscillations
and the spin-lock field.

The evolution of the magnetization during the application of a spin-lock
field along the y-axis can be described in a doubly rotating frame of
reference, rotating about the z-axis with ω0 = γB0 and about the y-axis
with ωSL = γBSL. Neglecting T∗2 decay yields the following signal
description:

dM

dt
= γM × [BSL(1 −

ωcrr

γ|BSL|
) + BCURR +

Δω

γ
] − R × (M − Mρ). (9.1)

Here BCURR is the amplitude of the neuro-current oscillating field, ωCURR
is the frequency of these oscillations, Δω = ω0 − ω, with ω0 being the
B0 field frequency and ω being the BSL field frequency. Mρ is the
equilibrium value of the magnetization under the spin-lock condition.
The relaxation matrix R is defined as:

R =





1 0 0
0 1

T1ρ
0

0 0 1



 . (9.2)

According to Equation 9.1, when the oscillating currents are in resonance
with the spin-lock field, the magnetization rotates in the transverse
plane of the doubly rotating frame of reference. The relative phase
between the spin-lock field and neuro-current oscillations determines
the final phase of the magnetization in the rotation about the spin-lock
axis. However, in the presence of B0 inhomogeneities, the spin-lock field
is tipped away from the transverse plane, inducing spurious longitudinal
magnetization even in the absence of neuro-currents.

Bloch simulations were performed for off-resonance Δω values between
-200 Hz and 200 Hz, covering the realistic range of off-resonance values
for brain scans at 3T, and for phases of the neuro-currents varying
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between 0◦ and 360◦. Signals with or without concomitant neuro-
magnetic fields caused by neuro-currents were compared. The remaining
simulation parameters were B0 = 3.0 T, neuro-current field strength
BCURR = 200 nT oscillating at 100 Hz, spin-lock duration = 100 ms and
T1ρ = 78 ms [436].

9.2.2. Synthetic neuro-current MRI data

Based on the results of Bloch simulations, neuro-current MRI time
series were simulated for an entire brain volume (1 x 1 x 3 mm3

resolution). A common experimental design was reproduced from a
previous BOLD fMRI study [455]: A simple block design paradigm was
adopted, consisting of interleaving 10 bilateral fingertapping and 10 rest
periods. Each block had a duration of 13.5 s (total duration = 4 min 30
s).

Synthetic neuro-current MRI datasets were generated using BOLD
response as a rough proxy for LFPs activation [450]. BOLD fMRI data
obtained in a previous study with the same experimental design as the
simulated time series were used [455]. Six healthy subjects (24±3
years old) performed a bilateral finger-tapping task with the paradigm
described above. BOLD fMRI data were processed through Statistical
Parametric Mapping (SPM) [456], with a standard fMRI first-level
analysis, using a General Linear Model (GLM) to model BOLD signal on
a voxel-by-voxel basis. The SPM design matrix X was composed of one
regressor modeling the BOLD response (a boxcar function convolved
with the hemodynamic response), six regressors modeling low-frequency
confounds due to motion, and a final regressor for a constant baseline
shift. Active areas identified with BOLD imaging were used as ground
truth for the generation of neuro-current data.

Neuro-current time courses were modulated to account for off-
resonances and phase differences between the spin-lock field and
the neuro-current field, as well as B+1 inhomogeneities, using Bloch
simulations as described above. ƒSL values were derived by normalizing
a representative B+1 map with the nominal 100 Hz resonant frequency.
The B+1 map was rescaled to simulate different levels of inhomogeneities.
Similarly, the off-resonances were derived from a characteristic B0 map
[456], rescaled to account for different off-resonances intensities, up
to 200 Hz. Each voxel was assumed to have a constant value of
off-resonance and B+1 over the duration of the experiment. The relative
phase values at each repetition time were modeled to account both
for random and deterministic components. At the beginning of each
active period, the phase difference between the spin-lock and the
neuro-current fields was sampled from a uniform distribution, given the
impossibility of exactly synchronizing the spin-lock pulse onset with the
task eventually performed by human subjects. The relative phase values
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for the following TRs are instead determined from the repetition time
TR = 2.7s and the neuro-current frequency ƒCURR. Finally, additive white
Gaussian noise was added with SNR ranging from 0.1 to 2.

Representative simulated time series are shown in Figure 9.2 for
two areas of the brain either with or without brain activation and
corresponding simultaneous neuro-current (off-resonance = 100 Hz, ƒSL
map scaling factor = 1, SNR = 0). Traditional BOLD response for
the proposed experimental design follows a cyclic pattern oscillating
at the task frequency (ƒtsk = 1/27 s ≈ 0.037 Hz), with active and
rest phases presenting different mean values. Neuro-current MRI time
courses, instead, depict a constant mean over the entire duration of
the experiment but with increased variance in the presence of neuronal
activation. The variability is induced by varying phase differences
between the spin-lock and neuro-current fields.

Finally, full synthetic neuro-current datasets YNC were computed, using
the β parameters estimated with the SPM analysis, as:

YNC = XNCβ + ε, (9.3)

where ε is additive white Gaussian noise and XNC is a modified design
matrix that has the simulated neuro-current time series (Figure 9.2) in
place of the boxcar BOLD regressor.

9.2.3. Post-processing

As neuronal activity is encoded in signal variability in the spin-lock
method, standard fMRI processing is not suitable. Instead, the use of a
new data processing pipeline specifically designed for neuro-current MRI
is investigated. This post-processing is compared to the method used
by Truong et al., termed Neuro-Electric Magnetic Oscillations (NEMO)
processing [453].

NEMO processing is based on frequency component analysis of the
time series, to separate BOLD contributions from neuro-current-induced
signal variability. First, region-based normalization was performed
using the Destrieux atlas [457], by subtracting the region-average time
course from each voxel. Destrieux regions were obtained by cortical
parcellation of the anatomical images in FreeSurfer [457], and then
merged across hemispheres. This step reduces residual physiological
and hemodynamic confounds. Second, the signal was high-pass filtered
with a cut-off frequency above the task frequency but below TR (0.1 Hz
for the proposed paradigm), to eliminate mean fluctuations between on
and off blocks as created by BOLD contributions (Figure 9.3B). Finally, a
rectification step was applied, converting the high-variance/low-variance
oscillations to differences in the mean signal between on and off blocks
(Figure 9.3C). These signal components were observed at the task
frequency ƒtsk. Consequently, activation maps were generated from
spectral components of the signal at the task frequency (Figure 9.3D).
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Figure 9.2 : Representative simulated neuro-current MRI time courses, with (a) or without
(b) concomitant neuronal activation.

To specifically exploit the pattern of differences in the signal variance,
in a statistically rigorous way, a new processing pipeline is proposed,
akin to SPM (Figure 9.3E-H). In Statistical Variance Mapping (SVarM),
first, a GLM was used to remove physiological motion confounds and
other low-frequency artifacts from the neuro-current signal. For this
purpose, the GLM design matrix was built using the same regressors
described in Section 9.2.2, except for the regressor modeling the
BOLD response. This yields time course signals as shown in Figure
9.3F. Next, the data in the time series was pooled into two groups,
corresponding to signals acquired during active (Figure 9.3G) and rest
blocks (Figure 9.3H), respectively. Non-paired statistical variance testing
was performed across the two groups to detect significant differences
in variability between on and off periods. Levene’s test with the null
hypothesis of equal variability was used for statistical testing. Levene’s
test was chosen to account for non-Gaussian signal distribution caused
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by the homogeneously distributed phase variations. Activation maps
were generated, akin to SPM, by displaying the statistical significance
on a voxel-by-voxel basis.

The performance of both processing methods was quantified using two

Figure 9.3 : Representative time courses and power spectra after each step of the NEMO
processing (a-d) and SVarM processing (e-h). Darker lines represent the mean, shaded
areas the standard deviation.
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Figure 9.4 : Bloch simulation results for a 400 Hz range of off-resonances (a,c) and a
360◦ range of relative phases between BSL and BCURR (b,d).

different measures to compare the activation maps with the reference:
1) Dice coefficient of the activation area with respect to the ground truth
activation (Dce = 2TP/(2TP + FP + FN); 2) surviving pixels coefficient,
normalized to the number of the active pixels in the reference activation
(SP = TP + FP). The two coefficients were computed by averaging the
results of 10 runs for each experimental condition. The statistical
significance of the results was tested with a two-way ANOVA analysis.

9.3. Results

The Bloch simulation results in Figure 9.4 depict the dependence of
neuro-current MRI signals on different values of off-resonances and
BSL/BCURR relative phase, compared with the reference signal with
no concomitant neuronal activation. Figure 9.4A-C shows substantial
variation of the sensitivity for a range of 400 Hz of off-resonances,
ranging between ±60% of the original signal intensity. The contrast
between active and inactive areas diminishes substantially for absolute
values of off-resonances higher than 100 Hz. Figure 9.4B-D shows that
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the signal dependence on the relative phase between the neuro-current
and spin-lock fields is sinusoidal in active areas, whereas the signal from
inactive areas does not depend on the relative phase at all, as it is not
perturbed by BCURR.

The two post-processing methods, NEMO processing, and SVarM,
were compared using the outcome of synthetic neuro-current fMRI
experiments. Activation maps, shown in Figures 9.5, 9.6 and 9.7,
were obtained by analyzing synthetic neuro-current datasets through
NEMO analysis and the proposed SVarM technique. Thresholded maps
are shown for a representative horizontal slice of a single subject and
compared to the ground truth T-maps obtained by running SPM first-level
analysis on the original BOLD fMRI dataset.

Figure 9.5 shows the performance of the two post-processing
techniques as a function of off-resonance. The different values of
off-resonances were modeled by scaling the B0 maps from the ideal
zero off-resonance case up to a maximum off-resonance value of 200
Hz. Sensitivity shows an approximately linear decrease for increasing
off-resonance values. Mean Dice score values are 64.07% ± 2.35%
for SVarM and 57.76% ± 3.24% for NEMO processing (p < 0.02). The
surviving pixel ratio reached 66.53% ± 4.70% in SVarM and 49.88% ±
4.30% in NEMO processing (p < 0.01).

Figure 9.6 shows the dependence on B+1 inhomogeneities. The trends
in the Dice and surviving pixel coefficients plots indicate that both
methods obtained better results when the level of BSL inhomogeneity
increased. In particular, substantial signal degradation appears on
activation maps when the scaling factor for ωSL maps decreases below
0.5. With SVarM, Dice coefficients drop from values of 63.57% ± 3.38%
to a minimum of 40.05% ± 13.95% and the surviving pixel ratio from
values around 66.59% ± 6.79%to a minimum of 33.17% ± 17.75%. The
sensitivity loss is more severe for NEMO processing (Dice: from 59.41%
± 3.74% to 15.71% ± 24.48%, surviving pixel ratio: from 51.91% ±
5.94% to 12.25% ± 18.63%).

Finally, Figure 9.7 depicts the effect of different noise levels on
both the post-processing techniques. High noise levels (SNR<1) incur
significant sensitivity loss, with less than 10% of the Dice score for
both methods. NEMO activation maps at this noise level depict false
positive voxels scattered randomly. For SVarM at high noise levels,
almost no voxels reach statistical significance, resulting in lower false
positive ratios. This trend is confirmed by the surviving pixel ratio plot
for NEMO: for SNR = 0.1 the surviving pixel ratio reaches 3261.70% ±
5.48%, corresponding to a false positives rate of 98.59% ± 0.17%.
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Figure 9.5 : a) Ground truth activation and normalized B0 map. b) Representative
activation maps for the two processing methods, with different levels of B0
inhomogeneities. c) Plots of corresponding Dice coefficients and surviving pixels ratio
(mean ± std. dev.).

9.4. Discussion

In this work, a study of direct neuro-current MRI signals in the presence
of system imperfections was presented. Sensitivity to neuro-currents
was found to be highly susceptible to B+1 inhomogeneities and SNR.
Variance-based processing, termed SVarM, was found to successfully
alleviate these effects and provide an overall increase in sensitivity.

In the studied neuro-current MRI sequence, brain activity was encoded
as signal variability, rather than variation of the mean signal, as in
BOLD MRI. Thus, corresponding time courses have a constant mean,
but a significant difference in variance between active and rest periods.
As a result, conventional fMRI data processing techniques, such as
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Figure 9.6 : a) Ground truth activation and normalized ωSL map. b) Representative
activation maps for the two processing methods, with different levels of B+1
inhomogeneities. c) Plots of corresponding Dice coefficients and surviving pixels ratio
(mean ± std. dev.).

SPM, based on the assumption of a mean difference, lose validity
when analyzing neuro-current MRI data. In order to enable statistically
rigorous processing SVarM was processed. A pipeline comparable to
SPM was incorporated to normalize and pre-process the data. However,
the final analysis step performed variance testing pooled over the block
design of the experiment. Levene’s test on variance for non-Gaussian
distributions was found to be effective in this step. This way neuronal
activity can be represented by the level of statistical significance similar
to SPM. At present, this approach is limited to on/off designs, as pooling
of the data is required prior to processing. Extension to more complex
study designs will be investigated in future work.
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Figure 9.7 : a) Ground truth activation. b) Representative activation maps for the
two processing methods, with different values of signal-to-noise ratio. c) Plots of
corresponding Dice coefficients and surviving pixels ratio (mean ± std. dev.).

SVarM was compared to an existing data analysis approach, namely
NEMO processing. Overall, the proposed SVarM analysis performs
comparably or better than the NEMO processing for all levels of
off-resonances, B+1 scaling and noise. Using SVarM instead of NEMO
increases detection sensitivity without loss of specificity in the presence
of system imperfections. However, the neuro-current MRI remains
limited by intrinsically lower sensitivity to neuronal activation, compared
with BOLD MRI. Advanced neuro-current MRI pulse sequence design is
warranted to achieve further improved sensitivity and robustness of this
contrast mechanism.

NEMO processing relied on the use of FreeSurfer to perform brain
parcellation. This has the drawback of long execution times (>20 hours
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for every patient). Parcellation was used to reduce the contribution
of slow cyclic physiological or hemodynamic confounds since these
signals have periodic patterns while preserving the non-periodic neuro-
current signal. Relying on a GLM approach to perform the removal
of physiological confounds, as proposed in SVarM, is both faster and
more flexible. The modular structure of the GLM regressor matrix,
in fact, allows to easily tailor the pre-processing step to the adopted
experimental design. For example, BOLD-like artifacts were neglected
for the purpose of this work, focusing on simulated data. Future studies
on neuro-current MRI data acquired in vivo, however, could benefit
from the integration of BOLD confounds removal in the pre-processing
configuration. This approach might even allow for joint assessment of
BOLD and neuro-current-induced functional activation and will be the
subject of future research.

NEMO analysis was less sensitive when the time series were more
homogeneous across the brain volume, because of the effect of the
region-based regression step. This is particularly relevant for the
special case of perfectly homogeneous B+1 . In this case, when the
spin-lock pulse and neuro-current oscillations are perfectly in phase,
the phase-dependent variability can be neglected. As a result, time
courses have constant values during active phases, as well as rest
periods. The resulting time series follows a BOLD-like pattern, with each
active phase assuming different constant values. However, step-shaped
signals were completely suppressed with the first two operations of
the pre-processing procedure in the NEMO analysis, regression, and
high-pass filtering, resulting in almost empty activation maps. SVarM
processing, instead, preserves signals from singular TR cases. However,
this special case is relevant only if neural activation occurs solely at a
single frequency component. Thus, this difference is expected to be of
minor relevance in in vivo experiments.

9.5. Conclusion

Our results indicate that the efficient application of neuro-current MRI
is strongly dependent on the level of system imperfections. Reaching
higher sensitivity in neuro-current MRI is crucial for the detection
of weak magnetic oscillations induced by neural activity. Improved
post-processing based on statistical analysis of signal variability has
demonstrated the potential to improve the robustness of neuro-
current MRI. However, besides the design of tailored data-processing
approaches, more robust neuro-current MRI pulse sequences are
necessary to facilitate the widespread use of neuro-current MRI for the
detection of brain activity.
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Discussion

10.1. Summary of Key Findings

With this dissertation, we introduced novel techniques to achieve robust
spin-lock preparations for quantitative MRI. Specifically, the proposed
adiabatic spin-lock techniques showed improved resilience against field
inhomogeneities and lower SAR burden than conventional continuous-
wave techniques, leading to great image quality in vivo. This can pave
the way for widespread use of rotating-frame relaxation techniques in
clinical settings.

In Chapter 4 we proposed a novel T1ρ,db mapping sequence for
myocardial tissue characterization, based on fully adiabatic spin-lock
preparations to improve the robustness against B0 and B+1 field inho-
mogeneities. With the proposed method, we obtained excellent image
quality in healthy volunteers. Contrary to the reference non-adiabatic
T1ρ mapping technique, no artifacts were visible across the myocardium.
Moreover, T1ρ,db maps yielded a significant improvement in precision,
reproducibility, and inter-subject variability compared with conventional
non-adiabatic T1ρ maps.

In Chapter 5 we built on the proposed T1ρ,db preparations introduced
in Chapter 4, using a combination of slice-selective and non-selective adi-
abatic pulses. This way we obtained an adiabatic spin-lock module with
intrinsic dark-blood contrast. DB-T1ρ,db mapping yielded an unbiased
estimation of myocardial T1ρ,db values, compared with the reference
bright-blood T1ρ,db technique. At the same time, DB-T1ρ,db maps
presented good suppression of the signal from the blood pool, improving
the visual contrast at the myocardium-to-blood interface.

To further explore the gains in mapping quality and robustness achieved
with the proposed T1ρ,db preparations, we set out to explore additional
relaxation mechanisms, potentially providing complementary informa-
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tion to T1ρ,db, through adiabatic spin-locks. In Chapter 6 we introduced
a technique for in vivo myocardial T2ρ,db mapping at 3T. Conventional
T2ρ preparations are highly sensitive to field inhomogeneities. Thus, car-
diac T2ρ mapping applications had been so far been limited to animal
models, and T2ρ contrast remained mostly unexplored. With the pro-
posed T2ρ,db technique we achieved good image quality and T2-like
contrast with improved precision and resilience against inhomogeneities
over conventional maps obtained from adiabatically-refocused T2 prepa-
rations.

While the applications proposed in Chapters 4-6 were based on hyper-
bolic-secant adiabatic pulse shapes, we also sought to investigate rotat-
ing-frame relaxation preparations robustness for different pulse shapes
and non-adiabatic regimes. In Chapter 7 we explored sub-adiabatic ro-
tating-frame relaxation along a fictitious field through RAFF preparations.
We observed that conventional RAFF preparations showed moderate re-
silience against off-resonances, but strong susceptibility to B+1 inhomo-
geneities. Thus, we proposed a parametric formulation of RAFF pulses,
generalized inhomogeneity resilient RAFF (girRAFF), and optimized its re-
silience to both B0 and B+1 inhomogeneities. Our results showed that op-
timized girRAFF pulses, approaching the adiabatic regime, yielded robust
relaxation values in both calf skeletal muscle and knee cartilage, even in
the presence of strong field inhomogeneities. Hence, girRAFF mapping
may provide a promising tool for clinical applications in body imaging at
high field strengths, where large off-resonance resilience is needed.

The techniques introduced in Chapters 4-7 rely on rotating-frame re-
laxation measured during adiabatic RF irradiation. As a result, T1ρ,db,
T2ρ,db and TgrRAFF present sensitivity to a wide range of frequencies,
unlike conventional T1ρ and T2ρ measured through constant-wave spin-
locks. Thus, in Chapter 8 we investigated the relaxation mechanism in-
duced by adiabatic spin-lock pulses. Redfield relaxation theory was used
to minimize T1ρ,db dispersion in the presence of B0 inhomogeneities
and combined with Bloch simulations to optimize inversion efficacy of
adiabatic pulses for a range of off-resonances. The optimized hyper-
bolic-secant pulses could provide a promising starting point for use in
adiabatic T1ρ,db measurements with high confounder resilience and
minimal off-resonance dispersion.

Finally, an alternative application of spin-lock preparations, where ro-
bustness to field inhomogeneities was also crucial, was considered in
Chapter 9. There, we investigated the use of continuous-wave spin-lock
preparation to sensitize the MRI signal to weak oscillating neuronal cur-
rents induced by local field potentials and obtain direct functional brain
MRI imaging. We found a strong dependence of the neuro-current MRI
signal on system imperfections, indicating that more robust spin-lock
preparations are necessary to facilitate its widespread use. In addition,
we proposed a novel post-processing method, based on the statistical
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analysis of the signal variability, which improved the overall robustness
of the final neuro-current activation maps.

10.2. Rotating-frame relaxation mapping: current

challenges and future directions

As MRI researchers, our commitment extends beyond technical advance-
ment, to creating tangible clinical value. In this perspective, quantitative
MRI techniques, with their ability to provide objective and reproducible
measurements, have emerged as indispensable tools in the field of MRI.
The increasing popularity of quantitative MRI can be attributed to its po-
tential to enhance diagnostic precision and therapeutic monitoring by
quantifying physiological and pathological tissue properties. Specifically,
rotating-frame relaxation techniques, such as T1ρ mapping, are gaining
attention for their ability to offer quantitative insights into tissue charac-
teristics without the need for external contrast agents. Rotating frame
relaxation can potentially capture subtle alterations in the micro-environ-
ment of tissues, thanks to their intrinsic sensitivity to slow molecular mo-
tional processes [11]. These techniques, when compared to traditional
contrast-agent-based qualitative methods, present advantages such as
reduced risk of contrast agent retention, cost-effectiveness, and the pos-
sibility of repeated assessments over time. Based on those advantages
an increasing number of technical and clinical studies has been published
on rotating frame relaxometry in recent years.

However, unlike conventional parametric mapping techniques, such as
T1, T2 and T∗2 , rotating-frame relaxation techniques are still in the early
development stage and are not part of standard clinical diagnostic pro-
tocols yet. In my view, there are two main issues to address in order to
achieve diagnostic value with rotating-frame relaxation techniques. On
the one hand, efforts must be directed at ensuring that rotating-frame
relaxation techniques yield robust results across different system con-
ditions, field strengths, and levels of patient compliance. On the other
hand, in-depth theoretical and clinical studies are necessary to charac-
terize the sensitivity profile of emerging relaxation parameters and de-
rive reference normal and pathological values. Recent developments
and future opportunities in both directions will be discussed in the next
sections.

10.2.1. Enhancing robustness across experimental conditions

Rotating-frame relaxation methods critically depend on signal prepara-
tion modules. These pose challenges due to their high SAR demands and
strong sensitivity to both B0 and B+1 inhomogeneities [337, 338]. This
concern becomes particularly pronounced in cardiac MRI due to strong
inhomogeneities at the lung air interface. Both field inhomogeneities and
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SAR exacerbate with increasing field strength. Low field systems, such as
0.5 T scanners, present a potentially viable alternative for their improved
RF field homogeneity [458]. However, in addition to the inherently lower
SNR, rotating-frame relaxation at low fields is often challenged by the
limited capabilities of RF amplifiers present on lower field scanners [459,
460].

Consequently, most successful cardiac applications of conventional
continuous-wave rotating-frame relaxation mapping have been limited
to intermediate field strength (1.5 T) [87, 131, 330, 331, 333, 361, 365].
At higher field strengths, conventional continuous-wave spin-lock prepa-
rations have so far been limited by hardware and SAR constraints to
around 300-400 Hz amplitude for total durations of 35 to 45 ms, de-
pending on the specific system [334–336]. This is in agreement with our
experience on a 3T Philips Ingenia scanner, where the maximum am-
plitude and duration combination that we could use was SL = 350 Hz
and τSL = 35 ms. Reduced spin-lock amplitudes cause a decrease in T1ρ
times, and, thus, reduced dynamic range. It also leads to less resilience
against B0 field inhomogeneities [338]. While moderate amplitude spin-
lock pulses may still yield satisfactory image quality in animal models
or human anatomies where B0 and B+1 field inhomogeneities are less
significant [461], the T1ρ mapping quality in the human myocardium is
severely compromised [334–336]. Recent non-cardiac T1ρ mapping stud-
ies performed on clinical 3T scanners have reported the use of more SAR-
intensive continuous-wave spin-lock preparations, with amplitudes up to
575 Hz and durations up to 60 ms [422, 423, 462]. This was possible
thanks to the choice of very long TRs. However, such TRs are often
incompatible with the temporal constraints of ECG-triggered and breath-
held cardiac sequences. A method to reduce SAR in conventional T1ρ
was proposed by Wheaton et al., based on a partial k-space acquisition
approach in which the full power spin-lock is applied to only the central
lines of the k-space [389]. This method, however, introduces errors in
T1ρ quantification and has found limited adoption in subsequent stud-
ies. Alternatively, off-resonance spin-lock pulses have been proposed
to increase the strength of the locking effective field (ωeƒ ƒ ) without an
increase in SAR [463, 464]. Nonetheless, high SAR of spin-lock prepara-
tions still constitutes a limiting factor for in vivo application of rotating-
frame relaxation techniques, especially at high field strengths.

In addition to SAR limitations, rotating-frame relaxation mapping at
high field strengths is also compromised by the strong susceptibility to
system inhomogeneities. A common approach to mitigate artifacts in-
duced by B0 and B+1 inhomogeneities is the use of composite RF pulses
with alternating phase and/or the use of interleaved refocusing pulses
[71, 327, 337, 391, 465]. More recently, adiabatic pulses have been
used to replace 90◦ and 180◦ pulses in spin-lock preparations and im-
prove resilience against B0 and B+1 inhomogeneities [131, 293, 466,
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467]. However, despite the use of compensated preparation schemes
or adiabatic excitation and refocusing, the cardiac maps achieved with
continuous-wave preparations at 3T still display visible artifacts due to
off-resonances and B+1 inhomogeneities [334–336]. Moreover, the use
of hybrid continuous-wave/adiabatic preparations includes contributions
from T1ρ,db relaxation, which follows a distinct mechanism from con-
ventional T1ρ relaxation and may introduce sensitivity to different relax-
ation pathways. T1ρ,db contributions are usually neglected in hybrid
spin-lock studies, but careful consideration may be warranted in light of
the long duration of adiabatic excitation and refocusing pulses, neces-
sary to operate in the adiabatic regime [468].

A noteworthy approach to overcome both these challenges lies in the
design of spin-lock preparations consisting exclusively of subadiabatic
or adiabatic pulses. This can mitigate the SAR requirements and sig-
nificantly reduce the sensitivity to inhomogeneities. Studies propos-
ing trains of adiabatic amplitude- and frequency-modulated RF pulses
as spin-lock preparations have been emerging in the last years [72,
73, 345, 413, 440, 469, 470]. A few studies also suggested using RF
pulses operating in the sub-adiabatic regime for increased SAR gains
[401, 408, 409, 413, 469]. However, no application has been proposed
yet for myocardial rotating-frame relaxation mapping. In our group,
we worked on designing and optimizing amplitude- and frequency-mod-
ulated RF pulses for cardiac MRI, operating both in the sub-adiabatic
[119, 471] and in the adiabatic regime (as described in Chapters 4-6
of this dissertation). We found that optimized adiabatic spin-lock prepa-
rations consisting of hyperbolic-secant pulses yield significantly more ro-
bust T1ρ,db and T2ρ,db quantification, with improved precision and
reproducibility with respect to conventional continuous-wave RF pulses,
and with the possibility to achieve intrinsic dark-blood contrast without
additional preparation modules. With the work presented in Chapter
7, we also investigated amplitude- and frequency-modulated RF pulse
in the sub-adiabatic to adiabatic regime transition and compared their
performances. We concluded that the additional gain in SAR achieved
through sub-adiabatic RAFF pulses comes at the expense of resilience to
system inhomogeneities.

When presenting our proposed adiabatic rotating-frame relaxation map-
ping methods, several recurrent observations emerge that warrant dis-
cussion. Firstly, a common misconception often arises regarding possibly
increased SAR levels with adiabatic pulses, since many continuous-wave
T1ρ studies mention increased SAR as a limitation to their use as ex-
citation or refocusing pulses in hybrid spin-lock preparations [12]. It is
important to clarify that adiabatic pulses do entail higher SAR when used
to replace very short 90◦ or 180◦ block pulses (≤ 1 ms duration) as they
typically require longer duration to achieve adiabaticity (5-10 ms dura-
tion). However, when adiabatic pulses, such as hyperbolic secants, are
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used to completely replace continuous-wave spin-lock pulses, the SAR is
significantly reduced because of the amplitude-modulation function. For
equal preparation duration, the integral under the curve of a constant-
amplitude spin-lock at 500 Hz is much higher than a train of hyperbolic
secant-modulated pulses which only reach 500 Hz as a peak amplitude.
Secondly, discrepancies in T1ρ,db or T2ρ,db relaxation values com-
pared to conventional T1ρ or T2ρ may raise questions. T1ρ,db values
of the healthy myocardium can be up to 3 or 4 times larger than ref-
erence T1ρ values and show dependence on the pulse amplitude- and
frequency-modulation function shape. The differences stem from the
fact that adiabatic spin-locks methods induce a distinctly different re-
laxation mechanism, as described in Chapter 8. This may lead, on the
one hand, to increased variability and the need for thorough character-
ization of adiabatic rotating-frame relaxation methods, but on the other
end, to potentially increased contrast-to-noise ratio. Another potential
confusion pertains to the characteristic spin-lock (SL) frequency. Con-
trary to conventional constant-amplitude spin-lock pulses, which can be
characterized by a single frequency ω1, adiabatic preparations involve
an amplitude and frequency sweep, introducing sensitivity to a wider
range of frequencies. In amplitude- and frequency-modulated pulses,
the locking field is the effective field. Hence, the spin-lock strength is
ωeƒ ƒ (t), which is given by the vectorial sum of the amplitude (ω1(t)) and
frequency components. This characteristic can be viewed as advanta-
geous, as it allows to reach higher spectral density frequencies through
larger frequency sweeps without an associated increase in SAR.

Despite the additional pulse design efforts required to implement adi-
abatic spin-lock preparations to quantify rotating-frame relaxation, the
significant improvements in resilience to field inhomogeneities and SAR
reduction make them prime candidates for in vivo applications at high
field strengths. The method for myocardial adiabatic T1ρ,db mapping
proposed in Chapter 4 has already been adopted in several other works
[472–474]. Specifically, Chow et al. have integrated our proposed adi-
abatic T1ρ,db preparations in a multi-parametric saturation-recovery
single-shot acquisition (mSASHA) for contrast-free simultaneous T1, T2,
and adiabatic T1ρ,db mapping in a single breath-hold [472]. Pearce
et al. have proposed a clinical evaluation of this novel T1, T2, and adi-
abatic T1ρ,db mSASHA sequence on patients with a broad range of
cardiomyopathies at 3T [473]. They found that myocardial lesions had
larger changes compared to remote myocardium for T1ρ,db than T2
and T1 (35 ± 44%, 24 ± 29% and 10 ± 10% respectively) and that sep-
tal foci were more visible on T1ρ,db maps and T2 maps than T1 maps.
Finally, Tyler et al. proposed an accelerated version of our myocardial
T1ρ,db mapping sequence by rendering all the T1ρ,db preparations
slice selective to reduce the necessary T1 recovery time between multi-
ple acquisitions [474].
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10.2.2. Standardization and reference values

Once robust preparations inducing rotating-frame relaxation are avail-
able, in-depth investigation into the relaxation mechanisms contributing
to the measured T1ρ, T2ρ, T1ρ,db, T2ρ,db or T(gr)RAFF is warranted.
MRI physics most commonly adopts a macroscopic interpretation of the
relaxation phenomenon and assumes reference T1 and T2 values, for
example, as axiomatic tissue properties. This approach can be suffi-
cient for most applications of MRI physics pertaining to clinical imaging.
However, its limitations start to emerge when investigating the mech-
anism behind biological tissue relaxation. Several comprehensive the-
ories have been elaborated to describe both conventional and rotating-
frame relaxation in simple environments, such as water or homogeneous
solids [11, 21, 223, 475, 476]. These can provide useful insight into the
relaxation trends to expect in vivo, as we have shown in Chapter 8. How-
ever, biological tissues are composed of complex compartments of non-
homogeneous mixtures of substrates, such as water or macro-molecules.
As of present, there is no rigorous and comprehensive theory linking spe-
cific tissues to their corresponding normal relaxation values. This holds
true for both conventional T1 or T2 relaxation and for rotating-frame re-
laxation values. In the case of T1ρ, for instance, we know that the con-
stituent mechanisms are manifold. In liquids, T1ρ relaxation is caused
primarily by dipole-dipole interactions. However, this phenomenon only
explains part of the T1ρ relaxation mechanisms in vivo. T1ρ relaxation
due to dipole-dipole interactions, in fact, cannot account for relaxation
dispersion at varying spin-lock amplitudes, as shown by Michaeli et al.
[73]. In vivo, on the other hand, T1ρ dispersion is evident in a number of
studies [119, 397, 477, 478]. T1ρ dispersion could be explained by con-
sidering the contributions of chemical exchange and diffusion factors to
T1ρ relaxation [478]. Specifically, recent studies have shown that chem-
ical exchange may dominate in vivo relaxation at high field strengths,
especially for moderately high spin-lock strengths [479, 480]. On the
other hand, diffusing spins exposed to relatively large variations of mag-
netic fields may be an important contributor to T1ρ dispersion at lower
spin-lock amplitudes (<200 Hz) [478, 481].

In addition, adiabatic and sub-adiabatic rotating-frame relaxation prepa-
rations introduce an extra layer of complexity, as relaxation times gain
additional time dependence. Thus, we currently have no tools to de-
termine universal reference rotating-frame relaxation values in vivo and
their sensitivity to normal or pathological tissue compositions.

In parallel with the continued work on theoretical relaxation modelling,
further clinical studies are necessary to characterize rotating -frame re-
laxation sensitivity to different pathologies. There is strong evidence
that rotating-relaxation is sensitive to fibrosis both in the myocardium
and in the liver [329, 331, 361, 365, 421–423], to edema [365], to car-
tilage degeneration and concentration of proteoglycans [424–427], to
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Alzheimer’s and Parkinson’s diseases [428, 429], to breast tissue lesions
[430], to several kinds of tumors [431–433] and tumor degeneration in
response to radiation therapy [482]. However, these studies are still lim-
ited in number and size, and additional variability is introduced by the
lack of standardized spin-locking methods. Further research on larger
cohorts of patients is required in order to include rotating-frame relax-
ation techniques in the clinical point-of-care standards [3].

In this context, developing MRI sequences that yield a reduction of
total scan time and enable multi-slice or 3D acquisition is essential to
enable larger clinical studies. In cardiac and abdominal MRI, motion cor-
rection or compensation techniques warrant additional care. This also
includes alternatives to breath-holding and ECG triggering to facilitate
patient compliance. Examples of these approaches have recently started
to emerge and will hopefully continue to expand in the near future. MR
fingerprinting has been proposed to achieve simultaneous T1, T2, T∗2 ,
T1ρ and fat fraction quantification at various field strengths in the liver
[364] and in the heart [366, 459, 483, 484]. Other frameworks, such
as MR multitasking [251] or the free-running 5D whole-heart CMR [485],
could also be adapted to include rotating-frame relaxation as an addi-
tional parameter.

10.3. Towards direct detection of neuronal currents

through MRI

Spin-lock preparations have also been proposed as a tool to directly sen-
sitize the MRI signal to weak oscillating magnetic fields induced by syn-
chronized neural activity. This has been a long-standing research goal in
MRI as it may provide direct insight into functional brain mechanisms at
fast time scales. Currently, the gold standard for functional brain MRI is
the BOLD contrast, which offers only indirect measurement of neuronal
activity, mediated by the hemodynamic response. This greatly limits the
effective temporal-resolution of BOLD-fMRI [442, 443]. Very recently, a
novel method for direct imaging of mice neuronal activity with millisec-
ond precision at 9.4T garnered much interest within the scientific com-
munity [486]. However, concerns around its reproducibility were rapidly
raised as other scientists were unable to replicate the findings [487].

The problem of optimizing spin-lock preparations for the direct detec-
tion of neuronal activity has a lot of similarities to the topic of optimiz-
ing rotating-frame relaxation preparation for tissue characterization dis-
cussed in Chapters 4-8. In both cases, improving resilience to field in-
homogeneities is a priority to ensure artifact-free quantification of the
underlying phenomenon and a critical factor to enable in vivo applicabil-
ity. The difference lies in the fact that in direct neuro-current fMRI the
contrast is not generated by T1ρ relaxation but comes from resonant in-
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teractions between the spin-lock field and the neuronal current-induced
field, which effectively excites the magnetization away from the spin-lock
field axis during the preparation [451–453].

Research has been focused on developing signal preparations that en-
able the direct detection of neuro-current oscillations with good sensitiv-
ity and resilience to confounding artifacts, such as B0 and B+1 inhomo-
geneities. After our work presented in Chapter 9 was published, other
studies have emerged aiming to characterize in simulations and in phan-
tom experiments the sensitivity of proposed spin-lock preparation for di-
rect neuro-currents detection and the robustness in the presence of B0
and B+1 inhomogeneities [488–491]. In the studies by Capiglioni et al.,
Gram et al. and Albertova et al., our method for the statistical analysis
of neuro-currents MRI time-series, based on the analysis of the signal
variance, was adopted for signal processing. Moreover, Gram et al. pro-
posed a method to validate neuro-currents fMRI measurements in vivo
by controlled induction of oscillating magnetic fields in the human brain
through weak oscillating gradient fields [490]. This approach, however,
does not capture the true complexity of in vivo neuro-currents detection
through spin-lock-prepared MRI. The induced oscillating magnetic fields
are in fact homogeneous in the imaging slice, and only oriented along
the z axis. Finally, the fluctuations are perfectly sinusoidal and do not re-
flect the spatial and spectral complexity of the weak oscillations induced
by local field potentials.

Major limitations still need to be addressed to allow the robust in vivo
quantification of neuronal activity directly with spin-lock-prepared MRI.
First, the sensitivity of proposed techniques needs to be characterized
through simulation and phantom experiments. Efforts should be directed
at designing spin-lock preparations with improved sensitivity to neuronal
activation, higher contrast between active and non-active regions, and
better resilience against field inhomogeneities. In light of this, the use
of adiabatic RF pulses for spin-lock preparations could potentially result
in a gain in terms of robustness to B0 and B+1 imperfections, similar to
what has been observed for rotating-frame relaxation mapping. Whether
adiabatic pulses also yield a change in sensitivity remains the subject of
further investigations.

Another major challenge lies in untangling of the neuro-current fMRI
signal from other confounds, especially from the BOLD effects. Sen-
sitivity to residual physiological motion or BOLD effects has been ad-
dressed so far by combining novel contrast mechanisms, based on spin-
lock preparations retaining the longitudinal component of the magnetiza-
tion, and post-processing strategies, targeted at removing low-frequency
variations from the measured neuro-currents fMRI signal [453]. This
approach appears to successfully suppress BOLD signals from in vivo
neuro-currents maps, but further validation in controlled phantom envi-
ronments is warranted.
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Ultimately, adequate sensitivity for the detection of very weak neuro-
currents oscillation in the order of a few nT requires further research. The
development of acquisition and post-processing strategies to isolate the
neuro-currents effect from signal confounds is much needed to enable
the robust use of neuro-current fMRI for neuroscience research. When
these objectives are met, however, the ability to directly detect neural
activity through fMRI may allow insights into the functional brain mech-
anisms in humans with whole brain coverage at an unprecedented time
scale.

10.4. Conclusion

In this dissertation, we have proposed alternative RF pulse design ap-
proaches to optimize spin-lock preparations for applications in quan-
titative MRI. Specifically, we aimed at improving the resilience of RF
preparations in the presence of system inhomogeneities with the ulti-
mate goal of pushing the boundaries of their in vivo applicability at high
field strengths. Our results showed that careful RF pulse design can
have a significant impact on the robustness of quantitative MRI meth-
ods. The developments are particularly important where B0 and B+1 field
inhomogeneities constitute limiting factors. Here the proposed tech-
niques can yield greatly improved precision and reproducibility. These
improvements could facilitate clinical translation of rotating-frame relax-
ation techniques and provide MRI scientists and clinicians with powerful
tools for non-invasive assessment of a variety of pathologies.
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Propositions
accompanying the dissertation

Radiofrequency Pulse Design for
Robust Quantitative Spin-Lock MRI

by

Chiara COLETTI

1. There is no universally agreed formal definition of rotating-frame
relaxation values. (This dissertation)

2. MRI physicists must always consider replacing standard RF pulses
with adiabatic pulses. (This dissertation)

3. Solely relying on the choices made in previously published work for
the selection of RF pulse design parameters is shortsighted. (This
dissertation)

4. The lack of sequence standardization and comprehensive reference
values for healthy and diseased tissues hinders the clinical applica-
tion of quantitative MRI methods.

5. An academic system basing promotions exclusively on scholar merit
is biased in favor of people with higher economical status.

6. Colleagues making remarks on the composition of an all-female lab,
but not all-male labs, are sexists.

7. Stating a skirt or dress needs to be of "knee-length minimum" in the
Doctoral Defence Regulations is sexist.

8. The introduction of a C2 proficiency level requirement in Dutch lan-
guage for promotion of TU Delft professors will negatively affect the
quality of teaching and research in the university.

9. A crucial skill one should possess as a PhD candidate in a foreign
university is the ability to recommend restaurants in their country
of origin.

10. The most effective way to rebut skeptics arguing that someone does
not have a heart is to undergo cardiac MRI.

These propositions are regarded as opposable and defendable, and have been
approved as such by the promotor Dr. F. M. Vos.
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