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Abstract: The energy transition poses a challenge for the electricity distribution network design
as new energy technologies cause increasing and uncertain network loads. Traditional static
load models cannot cope with the stochastic nature of this new technology adoption.
Furthermore, traditional nonlinear power methods have difficulty evaluating very large networks
with millions of cables, because they are computationally expensive. This paper proposes a
method which uses copulas for modeling the uncertainty of technology adoption and load profiles,
and combines it with a fast linear load flow model. The copulas are able to accurately model the
stochastic behavior of solar irradiance, load measurements, and mobility data, converting them into
electricity load profiles. The linear load flow model has better scalability and stability compared to
traditional load flow models. The models are applied to a case study which uses a real-world dataset
consisting of a realistic technology adoption scenario and a low-voltage network with millions of
cables, which considers both voltage and current problems. Results show that risk profiles can be
generated for all cables in the network, resulting in a valuable map for the district network operator
as to where to focus their efforts.

Keywords: energy transition; copula stochastic modeling; low voltage distribution network

1. Introduction

The energy transition poses a challenge for electricity distribution network design as new energy
technologies cause increasing and uncertain network loads. Distributed energy generation becomes
more common as Photovoltaics (PV) get cheaper, shifting electricity production from predictable large
plants to consumers [1]. Additionally, consumers are electrifying their transportation and heating
needs with electric vehicles (EV) and heat pumps (HP). Each of these techniques has a significant
impact on the residential electricity consumption [2].

Distribution network operators (DNO), which are responsible for maintaining the medium and
low-voltage (LV) networks, are trying to determine the exact impact of these technologies. This is
especially challenging on a low voltage level, given that the technology adoption of individual
customers is hard to predict. Furthermore, because of their vast size, the impact on urban low voltage
networks is hard to simulate.
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For predicting the increasing and uncertain loads, this paper proposes a method which uses
copulas for modeling the uncertainty of technology adoption and load profiles. For determining
the impact on the low-voltage network, a fast linear load flow model is described. The copulas and
load flow models are combined in a case study considering a large real-world low-voltage network.
Results show that risk profiles can be generated for all cables in the network, resulting in a valuable
map for the district network operator as to where to focus their efforts.

1.1. Related Work

Traditionally, the impact of load on low-voltage networks is determined by evaluating a single
deterministic peak load. This peak load is determined via a Velander approximation [3] which accounts
for peak load covariance between consumers. While this approach is straightforward and requires
relatively little data, it cannot cope with the uncertain and irregular load profiles caused by the
adoption of new energy technologies [2]. In more recent literature, probabilistic approaches are the
norm for assessing low-voltage networks. With a probabilistic peak load, it becomes possible to
make risk-based decisions and consider multiple planning alternatives [4]. Considering residential
load, many probabilistic load models are designed from the bottom up [5–7], starting at individual
appliance level and their operational states, and combining these into a specific model for each house.
While accurate, the bottom-up design requires information on a household level, which is generally not
available by DNOs. Furthermore these models have a high modeling intensity, i.e., they require many
individual variables and parameters to be modeled correctly. This necessitates the use of additional
assumptions and renders them impractical for application [8]. Conversely, spatial load forecasting
methods based on historical growth data can be employed such as in [9]. However, this approach
lacks the possibility to evaluate different future scenarios, due the absence of modeling the underlying
drivers for changes in load.

Other work focuses on probabilistic simulation through random sampling from measured datasets,
e.g., in [4,10,11]. Either electric load profiles are sampled directly or profiles of different variables
(e.g., heat demand or solar irradiance) are sampled and converted to electric load. While these
approaches allow for ease of use and low modeling intensity is required, they are very dependent on
the actual values that occurred by chance in the used datasets.

The statistical modeling of measurement data related to electricity networks and energy
technologies such as PV, EV, and HP has been discussed in, for example, [12–17], using various
distribution functions. However, all these models show applicability only to one specific set and no
mention is made of generalizability to other data.

Another major point in the statistical modeling of load profiles is dealing with the inherent
correlation between time steps. This effect can be accounted for by copulas [18], which are the basis of
this paper. Copulas can be used to model the correlation structure between different random variables,
allowing for separate modeling of the correlation and the marginal distributions. Copulas have been
successfully applied to modeling loads in power system studies [19–23], most often focusing on
modeling wind power generation.

1.2. Contributions

This works adds to the existing research on load and generation modeling by extending and
implementing a flexible modeling method that is able to model the statistical behavior of load profiles
and is applicable to a variety of data. Existing methods to model stochastic load profiles are often
specifically tailored to a single application, requiring information and data on a very low level to
accurately model the behavior. In low-voltage network planning, such low level information is
usually not available, making the models infeasible for use without relying on additional assumptions.
Moreover they are difficult or impossible to adapt to different technologies, limiting their efficient use
in large scale network planning which needs to include many different load components. Our method
allows for an accurate and standardized way to model the electric load behavior of different connections
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and technologies, and can therefore be incorporated in existing network planning processes with
relative ease.

Furthermore, stochastic load models are created for residential load, PV, EV, and HP,
yielding insight into their electrical behavior and the uncertainties herein. The profiles are generated
by first modeling the statistical behavior present in different measurement datasets and subsequently
modeling the electric load based on the statistical representation of the data. Additionally, we show
that these profiles are accurately modeled using the proposed methodology. The models also
include different correlations which are, specifically, temporal correlations for residential load and
PV generation, correlations between travel distance and arrival and departure times for EV charging,
and the combined correlation with time and temperature for HP load. We also show that the use of a
single combination of probability distribution functions (Gaussian mixture models with t-copulas) can
effectively model many different datasets.

The stochastic nature of the load models puts a higher computational burden on simulations
using these models. To effectively apply the models in large-scale network simulations, a fast network
analysis methodology is therefore discussed and applied in the final sections of this paper. This analysis
methodology allows for fast and detailed analysis of large network areas (e.g., two to three million
connections). We demonstrate that by using this analysis methodology it becomes feasible to apply
more detailed load models also for large scale network evaluations, which might previously have been
limited by unacceptable computation times.

1.3. Paper Outline

In the next section, first the general profile modeling methodology will be discussed. Then, we show
the application, fitting, and output of an application of the methodology to different sets of measurement
data. The methodology is applied to create individual profile models for current residential load, PV, EV,
and HP. In the subsequent section, the models are applied in a large scale network analysis using a fast
and efficient loadflow algorithm. Here the uncertain impacts of an energy transition scenario are shown on
the real-world LV network area of a distribution grid operator. Finally, the paper concludes with several
conclusions and recommendations regarding the proposed models and their application.

2. Stochastic Profile Modeling

2.1. Methodology

The modeling of the load and generation profiles is based on a method proposed by the authors
in [24]. In this work, the original method is extended with several modifications to allow the generation
of load profiles based on measurements of different variables.

The core of the methodology is a two-stage approach to the modeling of stochastic correlated
variables. First, the marginal distributions of the data variables are modeled using Gaussian mixture
models (GMMs), while the correlation structure of the variables is modeled separately using copula
functions. This detachment of the marginals and the correlation allows for a flexible modeling method,
which can be effectively applied to a variety of data.

The different steps in the modeling methodology are detailed in Figure 1. In the first step,
the measurement data are structured and preprocessed to remove missing values. Then, the data are
clustered by quarter hour of the day, per day type (week or weekend), and per month. Consequently,
GMMs are fit to model the marginal distribution of each quarter hour. The data are then transformed to
uniform distributions using the CDF transform as in [25], and a copula is fit to the multivariate uniform
distribution. To generate profiles first samples are generated from the copula functions, which are then
converted back to the original scale of the marginal distributions using the inverse CDF transform.
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Figure 1. Diagram of the steps for generating the correlated load models.

Accuracy of the stochastic models is evaluated by the Continuous Rank Probability Score (CRPS),
which is an often used score in ensemble forecasts [26]. It compares the difference between a forecast
CDF and the empirical CDF. Additionally, the Root Mean Square Percentage Error (RMSPE) [27] is
used to evaluate average output profiles to the measured average to quantify the level forecast error in
the output model. A relative measure is used to judge the fit to the shape of the profile, as the absolute
values between (15-min) clusters may vary significantly.

More details about the modeling technique can be found in [24]. In the next paragraphs, the individual
steps will be explained more in-depth by applying the method to several datasets. The used datasets
contain electric residential load profiles, solar irradiance measurements, mobility data, and heat pump
electric load measurements.

2.2. Residential Load

First, we consider the modeling of the base residential load, which is the current load of households
without any PV, EV, and/or HP system installed. The dataset used for this is an open data set of smart
meter data of residential loads in 2013 [28]. This dataset contains recorded 15-min average energy
consumption values for 80 households for a whole year. The households in this dataset vary from
apartments to detached houses, with a gas connection for heating and cooking, and a wide range in
yearly electricity consumption varying from 1000 to over 6500 kWh. Moreover, the households also do
not have any energy transition technologies already installed.

2.2.1. Data and Preprocessing

To analyze and model the statistical behavior the measurements are first clustered into groups,
based on time of day, day type (week or weekend day) and month of the year. This partitioning is based
on the seasonality of the load and time of use behavior of residential consumers [7,29]. Each cluster
now consists of all measurements for all households for all week or weekend days in a specific month
at a specific 15-min time interval (e.g., the time interval of 12:00–12:15 h for all weekend days in June).
This results in 12 months × 2 day types × 96 quarters = 2304 clusters with each around 1700 and
700 measurements for week and weekend days, respectively. Figure 2 illustrates the behavior of the
residential load over time and the stochastic variation at specific time instants. The mean profiles
in Figure 2a show a clear daily cycle, with a peak at 18:00 h of approximately 0.9 kW in the winter
and 0.5 kW in summer. The wide confidence interval around the mean indicates a large spread in
individual load values, which is displayed in more detail in Figure 2b,c, which shows the distribution
of the load at two chosen 15-min intervals.

2.2.2. Model Fitting

First, GMMs are fit to the measurement data to obtain the marginal distributions of each individual
quarter of an hour. The optimal number of components of each GMM is selected by evaluating at what
number the Bayesian Information Criterion (BIC) is minimal. Figure 3a shows the evaluation of the BIC
for GMMs with an increasing number of components, for several quarter of an hours in January. For all
clusters, the optimal number of components varies between 3 and 7 components. Figure 3b show the
fit of four of the mixture models to their respective data by comparing the probability density function
(PDF) of the GMM to the measured data, indicating a good fit and showing no signs of overfitting.
CRPS values of the different clusters are also low, 0.01 kW on average, ranging from 0.002 to 0.02 kW.
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Figure 2. Load behavior in winter and summer. (a) Mean profiles and 90% confidence interval around
the mean. (b,c) Stochastic behavior of load at specific time intervals.
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(b)
Figure 3. Fitting of mixture models to measurement data at four time intervals. (a) The Bayesian
Information Criterion (BIC) values of the Gaussian mixture models (GMMs) for an increasing number
of components. (b) PDFsof data and model fit using the optimal number of components.

Next, a transformation is applied to transform the data to (approximate) uniform distributions
with a range between [0, 1] by using the probability integral transform [18]. Copulas are fitted
for modeling the dependence structure for all points in time for a each day-month date-type
(e.g., a weekday in January). Different families of copulas [18,30] were considered and their “goodness
of fit” was tested based on the log-likelihood of the transformed data points. For all studied cases,
the t-copula produced the best overall results. Subsequently, these copula functions can be used to
generate daily load profiles.
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2.2.3. Profile Generation and Evaluation

By using the copulas, correlated samples are generated. The samples are obtained from day
profile with a 15-min interval resulting in 96 correlated time steps per day. The generated samples are
normalized on a [0, 1] range and to transform the samples back to their original scale (representing their
actual power values present in the data) an inverse CDF transformation with the marginal distributions
was applied. Given that the CDF of mixture distributions cannot be obtained analytically, we opted
for a two-step numerical method. First, the marginal CDFs were generated with small discrete steps.
Subsequently, a line search was performed resulting in the correctly scaled power values.

Profiles can be now generated which represent the statistical behavior and correlations present
in the original dataset. Figure 4 shows a comparison of measured and generated profiles for 30 and
300 random household profiles for four days in January. By visual inspection, the model appears to
represent the time behavior and peak load well. The probability density distribution of the load for
a full year is shown in Figure 5, indicating a proper capture of the stochastic yearly behavior by the
model. Further, the correlation factors between quarters of an hour of the measured and modeled
profiles are compared in Figure 6, again demonstrating a good representation of these correlations by
the model with a root mean squared error (RMSE) of 0.05.
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Figure 4. Comparison of measured and generated profiles for two week and weekend days in January
for 30 (top) and 300 (bottom) households.
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Figure 6. Plot showing the correlation between the actual measured values and the simulated values.

Due to the flexibility of the GMMs and copulas, profiles can be generated for PV, EV, and HP
technologies in a similar fashion. However, for each of these cases some technology specific adaptations
are required to achieve proper load or generation profiles. The next sections will focus on these
extensions of the proposed method for each technology.

2.3. Photovoltaics

The power output of a PV system depends on the effective solar irradiance on the surface of the
panels. This is affected by several factors such as the actual irradiance levels, the changing angle of the
sun over the day (and year), and the orientation and inclination angle of the panels [31]. To model the
PV output, we first model the irradiance profiles and subsequently convert the irradiance values to an
instantaneous power output.

2.3.1. Data and Model Fit

The modeling of the irradiance profiles is based on measurements of the solar irradiance for a
period of 10 years from four weather stations in the Netherlands, obtained from the openly available
meteorological data of the Dutch Royal Meteorological Institute (KNMI) [32]. The data is clustered
per 15-min interval of the day for each specific month (the distinction between week and weekend
days is obviously not made), resulting in 12 months × 96 quarters = 1152 clusters with each around
1300 measurements. Figure 7 shows the fit of six mixture models to their respective data clusters for
morning, noon, and evening clusters in January and June.

2.3.2. Model Fitting

Next, we again first model the marginal distributions of each individual quarter of an hour.
Because there is no or negligible irradiance during night we only fit models on quarters between
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(nautical) dawn and dusk (Nautical dawn and dusk are the moments when the sun is 12 degrees
below the horizon, around this time the irradiance may become large enough for PV installations to
start producing.). Evaluation of the optimal number of components showed the optimal performance
for 2 to 4 components, depending on the time of day and year. Figure 7 shows the fit of six mixture
models to their respective data clusters for morning, noon, and evening clusters in January and June.
The densities of the fitted mixture models show to track the stochastic behavior of varying levels of
irradiance well, with an average CRPS of 0.011 kW/m2 for summer days and 0.050 for winter days.
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Figure 7. PDFs of data and fitted mixture models for irradiance measurements at three time intervals
in summer and winter.

To model the correlation between solar irradiance at different time intervals of the same day,
copula functions are then fit to the transformed distributions of the data. The correlation matrices of
the solar irradiance are constructed for the quarters between dawn and dusk for each month and the
remaining correlation values are fixed at 0. Analyzing different model copula function fits showed the
t-copula to also provide the best fit for solar irradiance data.

2.3.3. Profile Generation and Evaluation

By sampling values from the copula functions and transforming these back using the GMMs,
stochastic irradiance profiles can be generated. Figure 8 shows a comparison of averaged measured
and generated profiles of 30 and 300 random two day profiles in summer and winter, indicating the
model closely represents the measured profiles. The respective RMSPE values of the summer and
winter profiles are 2.9% and 5.3%.

To obtain profiles of the power output of a PV system the global irradiance profiles are converted
to the irradiance on an inclined surface using the calculation methods from [31,33,34].
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Figure 8. Comparison of measured and generated profiles of 30 (top) and 300 (bottom) random two
day profiles in summer and winter.

2.4. Electric Vehicles

To model electric vehicle’s charging profiles a modified approach is used, as rather than fitting the
marginal distributions directly to measured charging profiles, we model arrival times and trip distances
and convert to electric load profiles afterwards. This has several reasons: First, because data on
mobility is openly available for many countries, this way of building up the models is more generically
applicable than those that rely only on measured charging profiles which might not be available or
not representative enough. Second, in absence of some smart charging scheme, the charging profiles
of electric vehicles usually take the form of block shaped curves with an event-based character, i.e.,
either charging at full power or not charging. A stochastic representation of these profiles would
look like a combination of Dirac (delta) functions at zero and full charging power, which are not well
representable by a Gaussian mixture with non-zero variances. Third, the charging profiles would
change with varying charging rates or when implementing smart charging to shift charging time and
alter power consumption levels, this can more easily be integrated in this way.

2.4.1. Data and Model Fit

The load profiles of electric vehicles are based on surveyed mobility data from a Dutch Mobility
research [35]. The dataset contains over 30.000 journeys by car, made by over 11,000 individual persons.
From this dataset, the arrival and departure times, and distances traveled are extracted and modeled.
To implement a (from a network perspective) worst-case situation, we order the data such that all
persons are assumed to charge their car battery after the last homebound trip and the total energy
needed is based on their cumulative distance traveled that day. Hereby it is assumed that the battery
capacity in each car is sufficient for the total distance driven that day. The surveyed and modeled
distributions of the departure and arrival times, and the distance traveled are shown in Figure 9.

2.4.2. Model Fitting

The surveyed and modeled distributions of the departure and arrival times, and the distance
traveled are shown in Figure 9. The plots again show a good tracking of the marginal stochastic
behavior of the different variables, which is further supported by the low Continuous Ranked
Probability Score (CRPS) values of 0.11 and 0.08 min, and 10.2 meters for, respectively, departure time,
arrival time, and distance traveled.
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Figure 9. PDFs of data and fitted mixture models for first departure time, last home arrival time,
and cumulative distance traveled.

2.4.3. Profile Generation and Evaluation

By sampling from the fitted copula functions and applying the previously described transformation,
combinations of departure time, arrival time, and travel distance are generated. Using the average
efficiency of currently available electric vehicles, the power consumption while driving is assumed to
be 6 km/kWh [36]. Given the available information on traveled distance, the total required energy
each trip is calculated. These energies are then converted in profiles by assuming a charge rate of
3.6 kW, which corresponds to the single phase residential charge power. With the final assumption
that people start charging their car at full power at the time they arrive at home, representative
charging profiles have been be generated. Figure 10 shows individual and aggregated profiles for
residential EV charging. The average charging duration is roughly 2.5 h, which aligns with the average
travel distance of 54 km. The bottom graph shows a comparison of the average simulated charging
profiles to the average of measured profiles from a dataset provided by ElaadNL. This dataset contains
measurements EV charging at 428 (semi-)public charging stations in the Netherlands for a full year in
2017. From this dataset, the charging stations which are located in residential areas and that did not
show charging peak in the morning (to exclude charging when arriving at work) were selected for
comparison; furthermore, the set was filtered to include only day profiles with at least one charging
session. Overall, the general shape of the profiles is similar; however, the simulated profile has a lower
peak, which also occurs a bit earlier in the day compared to the measured profile. The differences may
be related to the fact that the measured profiles are from (semi-)public charging stations, and not from
actual residential consumer connections, this might cause a different charging behavior at individual
stations. For instance, as the charging stations are in the public space multiple cars may connect on a
single day, for usually shorter charging duration, and some stations are less regularly used than would
be expected for a private residential charging station. Moreover, the driving behavior of the average
EV driver in the recent past would not necessarily resemble the the average overall driving behavior
of the current Dutch car fleet, e.g., the difference in peak suggests that on average current EV drivers
arrive at home a bit later than the overall average driver.

2.5. Heat Pumps

For modeling the electrical loads of heat pumps, measurements from the Your Energy Moment
project [37] was used. Because the heating demand is also strongly influenced by the outside
temperature, the interdependency between electric load, time of day, and temperature will be modeled
to obtain realistic profiles.
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Figure 10. Individual and aggregated profiles for charging of electric vehicles at a charging rate of
3.6 kW.

2.5.1. Data and Preprocessing

The used measurements consist of 15-min intervals of the electric load of 37 heat pumps during
one year, along with the temperature at each time interval. The heat pumps used in the pilot project
had a two-step compressor with two power levels: 1 kW for regular heating needs and 1.8 kW for tap
water. For households with higher or lower heating demand, we assume the installed power of the
heat pump will be sized accordingly, thus the overall usage profile remains identical only the actual
power consumption changes. The data are again clustered per month, day type, and quarter of an
hour of the day.

2.5.2. Model Fitting

In Figure 11, the PDF of the electric load of a heat pump is shown for evening time in winter.
Three distinct peaks can be discerned, signifying the three general states of operation of the heat pump:
off, room heating/cooling, and tap water heating. During the off-state, a small amount of power is
still being used to keep the water flowing through the system. The other two peaks occur around the
compressor steps of the heat pump, the variance being caused by the change of operation state during
the measured 15-min intervals.

Power distribution winter evening
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Figure 11. Measured and fitted PDF of heat pump electric load during winter evening, showing three
peaks at the levels of power usage for the different operating states.
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Once again, copula functions are used to model the correlations present in the dataset. For the
heat pump case, besides the autocorrelations of the load itself, also the correlation between load
and outside temperature will be taken into account. Figure 12 shows the correlation matrices of the
load vs. load (Figure 12a) and the temperature vs. load (Figure 12b). The autocorrelation of the
load is characterized by high correlation factors for subsequent time intervals, degrading for time
intervals further away. The correlation between load and temperature is negative (higher temperature
equals lower load), with the largest correlations in late night and early morning, and late evening
time intervals, indicated by the darker shading in the figure. Notably, the correlation of the load with
the temperature during the afternoon is much lower, and for time intervals further apart virtually
nonexistent. The correlation factors between load and temperature appear relatively low. This is mainly
caused by two reasons. First, the fact that only for relatively low temperatures (<5 degrees Celsius) the
correlation is decidedly higher. For moderate and high temperatures, the correlation quickly drops.
As the correlation plot shows the average correlations over the entire year, the moderate temperatures
make up a large portion of the dataset, resulting in a low overall correlation. Second, The electric
power use of the heat pumps is partially used for tap water heating. This type of heat demand has a
much lower correlation with outdoor temperature and is much more dependent on the time of day.
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Figure 12. Correlation of power consumption at different time intervals, with darker shading indicating
a larger magnitude of the correlation factor. (a) Autocorrelation of electric load and (b) correlation of
load with temperature.

2.5.3. Profile Generation and Evaluation

By sampling from the copula functions random load–temperature profiles can be generated.
Figure 13 shows the average load and temperature profiles generated with the models compared to the
measured averages. The model shows to provide a good representation of the measurements, with an
RMSPE of 2.7% for the winter load profile and 5.1% for the summer profile. The average aggregated
peak load occurs in the early morning and is approximately 0.65 kW.

To apply these stochastic models for large scale network evaluations, they will be incorporated in
a linear network model as described in the next section.
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Figure 13. (a) Average heat pump load profile during winter and summer. (b) corresponding average
temperature profiles.

3. Evaluating a Large Low Voltage Electricity Network

This section introduces a linear network model which is suitable to evaluate very large low
voltage distribution networks [38,39]. Contrary to the models presented in the previous section,
the proposed load flow approach is deterministic. Therefore, a Monte Carlo approach is applied to
simulate the impact of the stochastic peak loads. The general load flow modeling approach is displayed
in Figure 14 and is described more thoroughly in [38,39], where also its accuracy is assessed on a test
bed. Additionally, high-efficiency solvers for this load flow formulation are considered in [40,41].

Figure 14. Diagram of the steps for solving the linear load flow problem.

In calculating power flows in distribution networks, it is sufficient to use a steady state electrical model.
The most common way to calculate these properties is by using a load flow model [42,43]. The consumer
load is traditionally modeled by combining constant power, constant current, and constant impedance load
models [43]. The constant power model (i.e., the network power load is independent from the network
state) is most commonly used. However, while using a constant power load the load flow model is
nonlinear, which makes simulating large networks challenging due to increasing computational time and
convergence problems [41].

To create a load flow model which is capable of modeling very large networks, we only use a
constant impedance model. This results in a fast linear model, which is still sufficiently accurate [38,40]
and over 8 times faster than a nonlinear approach [40].

An example constant impedance network is displayed in Figure 15. This network consists of two
impedances which represent the consumer loads and a swing bus which represents the connection to
the medium voltage grid. The customers are modeled as an impedance which is directly connected
to the ground. No current enters/leaves the network at the cable joints and the influence of the
transformer is neglected.

To create the constant impedance model as in Figure 15, all load is converted to an
equivalent impedance:
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Zeq = U2
n,ref/Puser ∀n ∈ N (1)

Figure 15. An example low=voltage distribution network (left) and its corresponding A and ZE
matrices (right).

In the formula above, Zeq is the equivalent impedance representing the load, Puser is the consumer
load, n is an index which corresponds to the bus to which the consumer is connected, and Un,ref is
a reference voltage at the location of the consumer. Given that the actual voltage at the consumer’s
location is not exactly known, the reference voltage is set to the nominal voltage. This assumption
introduces a small but acceptable error [38,40]. The consumer load was assumed to have a power
factor of 1.

The grid is described by a graph. The graph G is defined as G = (N , E). Here, N represent the
network buses and E are the network edges/lines. The modeling objective is to calculate the nodal
voltages UN and the cable currents IE .

The starting point is Ohm’s law, with which the nodal voltages and bus currents can be determined:

IN = ȲUN (2)

IN is the bus current, i.e., the current that enters/leaves the network and Ȳ is the “admittance
matrix”, which can be obtained by [44]

Ȳ = AZ−1
E A′ (3)

A is the network directional connection matrix. Here, a matrix row represents a network bus and
a column represents a network line. Each line has no more and no less than one starting and one end
point. These points are denoted by “1” and −1, respectively. Because of the quadratic nature of (3),
the interchanging the minus sign between buses will result in the same admittance matrix Ȳ. ZE is a
diagonal matrix with a diagonal containing the inverse of the impedance of each line (E ).

As neither IE and UN are completely known, solving (2) requires some extra steps. One way to
efficiently solve this problem is to segment the matrices and solving two separate subproblems. If one
sorts IN , Ȳ, and UN so that all swing and ground buses are ∈ U1, then the problem can be written as

IN =

[
I1

I2

]
, Ȳ =

[
K L
L′ M

]
, UN =

[
U1

U2

]
(4)
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At regular network buses, I2 is equal to 0̄ as no currents enter/leave the network. U1, which contains
all the voltages at the swing/ground buses, is completely known. This results in the following load
flow problem, [

I1

0̄

]
=

[
K L
L′ M

] [
U1

U2

]
(5)

A practical way to obtain U2 is

MU2 = −L′U1 (6)

This equation can be defined as the standard matrix equation Ax = B, which can be solved by
many of-the-shelf solvers. This formulation is efficient enough to be solve networks with millions
of cables as will be demonstrated in Section 4. It is possible to increase the load flow speed with the
numerical techniques described in [40].

Once all voltages are known, the cable currents can be obtained using

IE = ZE A′UN (7)

A major advantage of the described linear approach is that it is susceptible to convergence
problems which can occur by using nonlinear models [43,45]. These unfeasible solutions tend to
happen more often in large networks with high loads. Given that network matrices with over 22 million
cables always contain some errors, and loads increase due to the energy transition, applying a linear
model is a logical choice.

4. Case Study: Congestion in a Large Real-World Low-Voltage Power Grid

The objective of this case study is to find the number of overloaded cables and voltage problems
in a large LV grid, using the stochastic peak loads generated from the copula models. An diagram
giving an overview of the case study is presented in Figure 16. An overload problem is defined as
a peak load current which is higher than the rated capacity of the corresponding cable. A voltage
problem is defined as a voltage drop of more than 4.5% of the nominal voltage on the LV network,
as in accordance with DNO policy.

For simulating the impact of new energy technologies on the distribution network, the network of
the Dutch DNO Alliander was studied. Alliander DNO is the largest DNO of the Netherlands serving
three million consumers. It is responsible for maintaining the Medium Voltage and Low-Voltage
distribution network. The LV network which is considered in this paper has more than 80,000 km
of cables and over 38,000 MV/LV transformers. The network spans roughly one-third of the Dutch
distribution network and is described with 22 million cable segments. The low-voltage network
operates on 400 V/230 V and is modeled as a single-phase balanced network.

Figure 16. Diagram giving an overview of the steps performed in the case study.
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The Dutch power grid is very similar to many other European/US grids, but has a few
distinguishing properties, which make this work more relevant. In contrast to most other countries,
almost all electricity cables in the Netherlands are underground. This is mainly motivated by the fact
that the Netherlands generally has a soft, non-rocky soil. While it greatly increases the network’s
resistance to stormy weather, it has as downside that it is very expensive to replace cables, making the
planning methods of this paper indispensable.

Furthermore, as the Netherlands is very densely populated, the low-voltage part of the power
grid is very large. An average MV/LV transformer has over 100 consumer connections, a 120–630 kVA
power rating, and over 2.5 km over cable. This is a major difference to, for example, a rural US network,
where a MV/LV transformer often serves less than five consumers has a power rating of less than
50 kVA and a few hundreds of meter cable. Because of the vast size of the studied LV grid, this case
study is of great value for DNOs which operate in densely populated areas.

4.1. General Approach and Scenario Description

The scenario used in this study is the one provided by the Climate and Energy Agreement (CEA) [46],
which is widely accepted as very plausible and is basis for the energy policy of the Dutch government.

The year of 2030 was selected for which the CEA provides adoption numbers for the PV, EV,
and HP technologies. According to the CEA scenario, in 2030 the Alliander area contains 4.9 GW
of extra solar power generation, 1.2 million extra EVs, and 2.8 million HPs compared to the current
situation. This means that 40% of all low voltage electricity demand will be produced by local solar
power, 39% of all cars will be an EV and 37% of the consumers will have a HP. The current adaptation
of PV, EV, and HP is 10%, 3%, and below 3%, respectively.

In accordance to the diagram in Figure 16, the numbers of the CEA scenario are applied to
the copula models described in Section 2 resulting in stochastic load profiles for every consumer.
These load profiles were sampled using a Monte Carlo approach, resulting in a set of customer
peak loads. Each set of peak loads was evaluated using the linear load flow model from Section 4,
following the diagram presented in Figure 14.

4.2. Simulation Results

The copula model was implemented Matlab and the load flow model was implemented in
the R programming language. By using sparse matrices and a QR decomposition method calling
BLAS/LAPACK routines, the equations of the LV grid with 22 million cables were solved within 30 s
using a single processor core of an Intel i7-6820HQ processor.

A thousand Monte Carlo iterations have been performed on the stochastic consumer peak loads
resulting from the models from Section 2. For every iteration, all the currents and voltages in the low
voltage network have been calculated. The cable currents were compared to the rated power of each
cable and the voltages were compared to the allowed voltage range. This resulted in a thousand sets
with voltage and current problems and their location.

The total number of overloaded cables and voltage problems did not differ much between
scenarios. The number of overloaded cables was found to be 3–4% of the total number of LV cables.
This may seem like a low percentage, but as the LV of Alliander network spans over 80,000 km of
underground cable, the cost implications are significant.

The number of voltage problems was calculated to be 10–12%. This is a large number and voltage
problems are generally cost-intensive to solve. However, while this predicts a large future problem
from a policy view (i.e., the voltages are outside the allowed design specifications), it will likely not
be noticed by most consumers. Most household appliances work well within a larger voltage range
than the specified 4.5% difference from the nominal voltage, with PV inverters being the exception.
It remains to be seen how much cable replacement will be driven by voltage problems.

Figure 17 shows the geographical distribution of the load and the voltage and current problems.
It can be observed that some areas in the Netherlands are expected to have much more voltage
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problems than others. The west of the Netherlands has the oldest network and is the most densely
populated. It is not surprising that most voltage problems are expected in this area. Because Monte
Carlo methods can produce outliers, the top and bottom 5% of the voltages have been filtered from the
results, creating a confidence interval of 90%.

In an attempt to show the local uncertainty between Monte Carlo scenarios, Figure 18 shows the
difference between the highest and lowest voltage within the 90% confidence interval. Darker areas
have more variability in the end voltage of the consumers on average. While this is an imperfect
measure of the variability between voltages, because not every area has the same number of consumers,
it gives an indication in which areas the effect of the new technologies is less certain. This can be used
by the DNO to focus their data collection.

Figure 17. Geographic distribution of voltage problems in 2030 within 90% confidence. The gray area
is The Netherlands in which Alliander operates the colored area. The total number of consumers with
voltage problems in this figure is 11%.
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Figure 18. The difference between the highest and lowest voltage within the 90% confidence interval.
It is a measure for the local variability between scenarios.

5. Conclusions

This paper presented a general framework for modeling the effects of energy transition on the
distribution network. Its potential is demonstrated by applying it to a real-world network.

The proposed modeling approach using Gaussian mixture models and copula functions is shown
to be both accurate and flexible, and is therefore an effective method to represent the stochastic behavior
and correlations of a variety of variables.

The advantages of this methodology over existing methods are that multiple different technologies
or datasets can be modeled using the same approach with minor variations, and a low modeling
intensity is required given an adequate dataset. This also allows the methodology to be automated,
for ease of use in practical network planning situations. Furthermore, due to the parametric nature
of the used models, they can be scaled and altered to be adapted to local variations if required. Last,
the separate stochastic representation of individual technologies allows for a risk based analysis of the
change in electric load under various future scenarios. A limitation of the load modeling approach is
the heavy reliance on available (measurement) data and that the relatively smooth copula functions
are limited in describing very volatile correlation structures with.

A linear approach to modeling large low voltage networks has been described and applied to
a very large network of Alliander DNO. The model was sufficiently fast to evaluate a the network
and provided valuable insights in the impact of the new technology on the grid. Due to the higher
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electricity demand, 3–4% of the cable segments were overloaded and 10–12% consumers are expected
to have voltage problems based on the current grid.

Given the size of the studied LV network, the number of problems is expected to pose a serious
challenge for the DNO in the near future. However, using the geographical overviews from this paper,
the DNO has a valuable tool as to where to focus their efforts.

It is the authors’ ambition to expand the modeled network to other network voltage levels
(medium and high voltage) and create an integral model for the entire Dutch electricity network.
The theory presented in this paper makes it possible to predict problems in the distribution network,
which help in maintaining and securing the distribution grid for the next decades.
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