
Decision-Making Strategy for
Hospitals to Implement AI
Applications

Master Thesis
S. Sturkenboom



Decision-Making Strategy for
Hospitals to Implement AI

Applications
by

S. Sturkenboom
to obtain the degree of Master of Science in Biomedical Engineering

at the Delft University of Technology,
to be defended publicly on Friday November 29, 2024

Student number: 5642302
Project duration: February 5, 2024 – November 29, 2024
Thesis committee: Prof. dr. J. J. van den Dobbelsteen, TU Delft, supervisor

Dr. ir. R. M. Oosting TU Delft
A. Guédon, NWZ, supervisor

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/


Preface

One of the most valuable lessons I’ve learned as a Biomedical Engineering student is how to bridge the gap
between the medical and technical worlds. This graduation project has been the perfect embodiment of this
role, a unique opportunity to blend my engineering skills with real-world healthcare challenges, and to apply
the theoretical knowledge I have gained throughout my studies in a practical and impactful way.

Throughout this project, I have grown both personally and professionally. I have learned how to manage
my own research, gained insight into the inner workings of a large hospital, and had the privilege of col-
laborating with a diverse range of professionals within the medical field. This experience has deepened my
passion for integrating technology with healthcare to improve patient outcomes and advance the healthcare
sector as a whole.

I would like to thank everyone who contributed to this project. I wish to express my sincere gratitude to
Annetje Guédon for giving me the chance to conduct my graduation project at Noordwest Ziekenhuis and
for providing guidance and motivation throughout the process. Furthermore, I would like to thank John van
den Dobbelsteen for helping me stay focused and providing a broad perspective that helped guide my work,
and to Hester Scheffer for her invaluable assistance with the case study. Finally, I want to thank all the other
stakeholders involved in my project for their enthusiasm and for making me feel so welcome every step of the
way.

This project has been an incredible journey, and I am truly grateful for all the knowledge, experience, and
support I have received along the way.

S.Sturkenboom
Delft, November 2024

i



Abstract

INTRODUCTION Artificial intelligence (AI) has great potential to optimise patient care and reduce the bur-
den on healthcare. Despite numerous AI solutions being developed for hospitals, the clinical adoption rate
remains low, largely due to challenges in evaluating their practical usefulness before implementation. This
research addresses the gap by developing a decision-making strategy that hospitals can use to assess whether
specific AI applications should be implemented. The strategy aims to ensure that AI solutions are effec-
tively integrated, address genuine problems, and meet stakeholder needs, thereby facilitating better decision-
making and more successful AI adoption in clinical settings.

METHODS The methodology involved three key phases: development, testing, and evaluation of the decision-
making strategy. The strategy was initially developed through an analysis of existing guidelines, specifically
the "Stappenplan Healthy AI (HAI)" document, and corresponding literature. Stakeholder evaluations, in-
cluding input from hospital AI teams, medical officers, and clinical specialists, were used to refine the strategy.
A practical case study was conducted in the Radiology department of the Noordwest Ziekenhuisgroep (NWZ)
hospital to test the strategy’s applicability, followed by stakeholder feedback through a structured question-
naire to evaluate its effectiveness and usability.

RESULTS The results showed that the iterative development process, involving multiple rounds of stake-
holder feedback, substantially improved the decision-making strategy’s comprehensiveness and relevance.
Stakeholders highlighted that the strategy effectively captured critical aspects of AI integration, such as tech-
nical requirements, stakeholder needs, and workflow implications. Testing in the Radiology department re-
vealed challenges in identifying responsible individuals for data collection, which initially delayed the pro-
cess, but also underscored the need for well-defined roles. The feedback from stakeholders was largely pos-
itive, indicating that the strategy was clear and practical for evaluating AI solutions, though some improve-
ments were suggested for addressing technical integration and detailing follow-up actions. Stakeholders ap-
preciated the structured format, which facilitated effective communication and collaboration among differ-
ent departments. Overall, the decision-making strategy succeeded in creating a robust framework for evalu-
ating AI applications, helping ensure that such technologies are implemented thoughtfully and effectively.

CONCLUSION The aim of this study was to develop a decision-making strategy for hospitals to determine
whether AI applications should be implemented, as well as to test and evaluate the strategy. The iterative
process proved effective in creating a practical and efficient tool that helps identify potential bottlenecks and
clarifies resource needs for implementation. The involvement of ICT stakeholders was crucial, highlighting
the importance of technical evaluation as a key factor in decision-making. Overall, the strategy provides a
focused and manageable framework that allows hospitals to evaluate AI applications effectively, supporting
informed decisions to improve healthcare efficiency and patient care quality.
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Term Definition

CT Imaging method that uses X-rays to produce detailed pictures of
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FDA’s 510(k) premarket notifications
documents

A premarket submission made to FDA to demonstrate that the
device to be marketed is as safe and effective, that is,
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IAT IAT is the standard treatment for patients with a cerebral
infarction due to a large vessel occlusion.

ICH Type of haemorrhagic stroke that occurs within the brain tissue
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that facilitate communication, data management, and
information sharing across different platforms.

IR A radiologist who specialises in performing radiological
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IVT Treatment that uses a powerful blood thinner that dissolves the
blood clot, administered through an intravenous infusion.
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1
Introduction

Artificial intelligence (AI) is increasingly becoming a key element of modern society, finding applications in
industries such as marketing, gaming, e-commerce, and education [1]. AI can be defined as the capability
of a system to model human intelligence to accurately interpret external data, learn from it, and apply these
insights to accomplish specific goals and tasks through adaptive flexibility [2][3]. With the endless opportuni-
ties it provides, AI has undoubtedly found its place in the healthcare sector as well (see Figure 1.1). To identify
consistent patterns in the growing volume of data from various sources, these amounts of data need to be
structured. Using these patterns can help to, for instance, a) enhance and optimise patient care and treat-
ment, and b) support healthcare professionals in their work. These challenges involving huge amounts of
data could be addressed by using AI [4][5]. Furthermore, the pressure on healthcare and the requirement for
additional healthcare workers is already increasing [6][7]. To reduce this burden on the healthcare sector, AI
could be helpful [8]. It is expected that by adopting AI into healthcare, this will assist and improve healthcare
professionals in their work, rather than replace them [6][7].

Figure 1.1: Applications of AI in healthcare. Adopted from: He et al. (2019) [9]

1.1. Problem Statement
Although many AI applications for the healthcare domain are being developed or have already been devel-
oped, few are actually used clinically within the hospital [5][10][11]. Ideally, a hospital would first explore
where specific problems arise, and only then consider possible AI solutions, both commercially available
and/or self-developed AI solutions. This recommendation is included in several recent guidelines on AI in
healthcare, such as guidelines in the Netherlands [12], across Europe [13], and internationally [14]. These
guidelines support the implementation of AI in hospitals.

In practice, however, it is often unclear what specific problem the AI application is intended to solve [15].
For example, most of the time AI vendors are the ones offering various types of AI applications to the hospital
for many different solutions. Or, as another possibility, medical specialists independently conduct research
via their network and introduce AI applications to their medical department. Moreover, most hospitals do
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not have the ability to develop AI applications themselves and therefore rely on commercially available AI
applications. These hospitals are experiencing an AI technology push from vendors. As a consequence, some
AI applications are not properly evaluated before the actual implementation and thus implementation is
carried out without sufficient consideration. Accordingly, certain aspects may be unknown in advance:

a) Problem
Is there actually a problem within the healthcare process, and will the AI application solve it?

b) Integration
Will the AI application be able to integrate into the healthcare process?

c) Impact
What will the impact of the AI application be on the healthcare process?

d) Requirements
What are the requirements of the stakeholders involved for the AI application?

One of the consequences of not properly evaluating these aspects, is that the AI application may not function
as expected. Additionally, the application could require extra actions in the current process [15], or healthcare
personnel may lack sufficient knowledge to use the application effectively [11]. This could lead to dissatisfied
end-users and even complete discontinuation of using the AI application, which could further contribute to
its persistently low adoption in clinical practice.

First, hospitals should investigate the impact of an AI application in order to make a suitable decision on
the usefulness and necessity of the relevant AI solution, before it is being implemented [16]. Making a suit-
able decision will hopefully result in the effective use of AI applications and a prudent financial investment,
reducing the burden on healthcare and optimising the quality of care for patients.

1.2. Research Question and Purpose
Following the problem statement, the research question is therefore:
What is a suitable decision-making strategy for a hospital to decide whether AI applications should be imple-
mented?

The three main purposes of this research are:

1. Development of a decision-making strategy based on existing literature and evaluation by relevant
stakeholders.

2. Testing of the developed decision-making strategy using a case study.

3. Evaluation of the developed decision-making strategy.



2
Methods

In this section, the methods for achieving the three main research purposes will be explained. In the first
paragraph, the development of the decision-making strategy itself will be described. The second paragraph
will outline how the decision-making strategy will be tested in practice. Lastly, the third paragraph will clarify
how the decision-making strategy will be evaluated.

2.1. Development of Decision-Making Strategy
To examine the impact of an AI application and to achieve a suitable decision, preliminary research should be
performed by following a decision-making strategy. First, literature research is done on how this preliminary
research should be executed. To achieve this, an analysis of the guidance document "Stappenplan Healthy
AI (HAI)"[17] and corresponding literature is performed. The decision to use this guidance document as
the primary basis for analysis was informed by prior literature research, which indicated that "Stappenplan
HAI" effectively consolidates existing guidance documents on healthcare technology. Moreover, this guid-
ance document is specifically focused on AI applications. "Stappenplan HAI" is developed for hospitals and
healthcare institutions to guide them through the actual implementation of AI applications within the hospi-
tal or institution. This guidance document consists of eight main steps, each with several subtopics, which are
recommended to follow when implementing AI applications within a hospital. However, "Stappenplan HAI"
is considerably lengthy for use solely with commercially available AI applications, making it less practical for
hospitals. In addition, it specifically focuses on implementing AI applications, while the decision-making
strategy will focus on making a suitable decision whether AI applications should be implemented.

To ensure comprehensive coverage, the corresponding literature related to "Stappenplan HAI" was also
reviewed, allowing for the analysis of any (sub)topics not included in the guidance document and minimising
the risk of missing relevant information.

The analysis of both "Stappenplan HAI" and corresponding literature will decide which relevant topics
and subtopics will be incorporated into the decision-making strategy. In order to identify these relevant
(sub)topics, inclusion and exclusion criteria were established for the analysis. The criteria can be seen in
Table 2.1.
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Table 2.1: Inclusion and exclusion criteria for identifying relevant (sub)topics in guidance document "Stappenplan HAI" and corre-
sponding literature.

Inclusion Exclusion

• (Sub)topics focused on commercial AI applications • (Sub)topics focused on self-developed AI
applications

• (Sub)topics focused on preparatory steps prior to
implementation

• (Sub)topics specifically focused on performing the
actual implementation

• (Sub)topics that are overly detailed for the scope of
this preliminary research

After establishing the first concept design of the decision-making strategy, stakeholders involved in AI
within the hospital will be identified. These stakeholders will evaluate the (sub)topics outlined in the decision-
making strategy and they may provide additional input and suggestions. Evaluation will be done one-to-one
or in the form of a panel. Input of various stakeholders is crucial, since they may provide different insights
on the same topics, such as on a technical or practical level. Potential stakeholders who could be included
can be seen in Table 2.2. Following each evaluation, adjustments will be incorporated to develop a finalised
decision-making strategy presented as a questionnaire, which will then be converted into a checklist or deci-
sion matrix.
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Table 2.2: Potential stakeholders for providing input in developing the decision-making strategy.

Function Description

AI team Supporting individuals and teams in developing and implementing AI
projects. They provide expert guidance, from advising on initial ideas to
assisting with project initiation and execution, ensuring comprehensive
support for AI initiatives.

Chief Medical Information
Officer (CMIO)

Chairman of the medical expert group, which focuses on co-directing the
strategic plan for information provision in relation to patient care, research,
education, patient involvement, outcomes, e-health, and innovation, from
a medical perspective.

Chief Nursing Information
Officer (CNIO)

Chairman of the nursing expert group, which focuses on process
improvement and optimisation within the nursing domain, specifically in
electronic health dossiers, innovation, data exchange, and data-driven
practices.

Clinical physicist Responsible for thoroughly understanding the operation of each medical
device, they support medical specialists in the effective and safe use of
medical technology and advise on the necessary safety and quality
standards for this equipment.

Data innovation manager Responsible for leading and managing the hospital’s innovation in the field
of data.

ICT adviser An ICT adviser in a hospital ensures that the technology systems supporting
patient care and hospital operations function smoothly and securely. They
manage and optimise healthcare ICT solutions, troubleshoot issues, and
implement new digital tools to improve workflows and data management
within the hospital setting.

Information manager Responsible for aligning information systems, ICT technology, and data as
closely as possible with the needs of various healthcare processes.

Medical specialist Doctors with the specialised knowledge and expertise needed to practise a
particular specialty.

Nurse Provides medical care, support, and education to patients, helping them
manage illness, recover from injury, and maintain health. They work closely
with doctors and other healthcare professionals to monitor patients’
conditions, administer treatments, and offer compassionate care.

2.2. Testing of Decision-Making Strategy: Case Study
The developed decision-making strategy will be tested in practice through a case study to identify any missing
information and evaluate the strategy’s usability. Testing will be performed by collecting all relevant informa-
tion and data on an AI application as requested in the decision-making strategy. Throughout the collecting
process, possible bottlenecks or difficulties can be identified. Additionally, the collecting process will help de-
termine the appropriate individuals or sources that are responsible for providing this necessary information.
The case study will be performed in the Radiology department of the Noordwest Ziekenhuisgroep (NWZ)
hospital. There are several reasons the Radiology department provides opportunities to use this case study
for testing the developed decision-making strategy.

First, since the decision-making strategy is focused only on AI applications commercially available, NWZ
is a suitable hospital to test it, because NWZ does not have the ability to develop AI applications itself.

Second, the Radiology department has experienced ’rapid’ implementation of certain AI applications in
recent years. As a result, the department gained considerable experience and knowledge on AI. Nevertheless,
some AI applications were implemented without adequate consideration beforehand. Consequently, end-
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users were not sufficiently satisfied, performance was less than expected or adoption across healthcare staff
was inconsistent. For certain AI applications, this led to their discontinuation after just a few months of use.
Therefore, these past experiences, with both successes and setbacks in AI implementation, will provide an
opportunity to closely examine where the decision-making strategy might enhance preparation and adop-
tion.

Third, the Radiology department is currently considering a specific AI vendor, which is named Aidoc. This
vendor came to notice by radiologists who had attended a radiology convention. Aidoc has developed many
AI modules with clinical solutions for the Cardiovascular, Neuro and Radiology domains. One of the AI mod-
ules that the Radiology department is interested in, is the Stroke module. Aidoc states, among others, that the
Stroke module optimises the analysis of Computed Tomography (CT) and Computed Tomography Angiogra-
phy (CTA) scans, leading to faster detection (or exclusion) of stroke, resulting in a quicker start of treatment. A
CT scan is an imaging method that uses X-rays to produce detailed pictures of the inside of the body [18]. CTA
"uses an injection of contrast material into your blood vessels and CT scanning to help diagnose and evaluate
blood vessel disease or related conditions" [19]. Moreover, the stroke module is accessible via a mobile appli-
cation, enabling image review remotely, outside the hospital setting. The mobile application also facilitates
direct communication with any member of the care team. In addition, NWZ hospital receives approximately
2,500 patients with suspected stroke in the emergency department annually, which is another reason they are
keen on adopting the Stroke module.

Cerebro Vasculair Accident (CVA), which is the medical term for stroke, is a collective term for a transient
ischaemic attack (TIA), ischaemic stroke and haemorrhagic stroke. The terms CVA and stroke are used in-
terchangeably in this text. Around 80% of patients with stroke have a TIA or ischaemic stroke and around
20% a haemorrhagic stroke, which is divided into 15% intracranial haemorrhage (ICH) and 5% subarachnoid
haemorrhage (SAH) [20]. In a stroke, part of the brain is deprived of blood and oxygen, which causes the
brain cells to die and the brain may lose some of its function. In ischaemic stroke, the cause is a blood clot
blocking the blood vessel. If this arterial blockage is of short-term (several minutes or hours), it is called a TIA.
In haemorrhagic stroke, the blood vessel is ruptured, causing a haematoma and oedema formation [21]. In
ICH, this occurs within the brain tissue, while in SAH this occurs in the space between "the brain and the sur-
rounding membrane (subarachnoid space)" [22]. For CVA patients "Time is brain", which refers to the rapid
loss of nervous tissue as stroke progresses. Therefore, time is crucial and therapeutic interventions should be
started as quickly as possible [23]. Thus, the Stroke module from Aidoc appears promising for optimising the
care of CVA patients at NWZ.

The Radiology department’s interest in this AI application provides a supportive environment for testing
the decision-making strategy. Moreover, this ensures that the testing process is a realistic, real-world case
study.

Lastly, the type of software (i.e., the detection of stroke) is new to the Radiology department and the AI
vendor itself is new to NWZ. Hence, this new setting is suitable to test the decision-making strategy.

Background on Aidoc Stroke module

The AI application Stroke module of Aidoc consists of the following:

• Aidoc platform aiOS

• Intracranial haemorrhage detection (Aidoc algorithm)

• All vessel occlusion detection (Aidoc algorithm)

• Aidoc Mobile Application (with secure chat and call function allowing for virtual consultation)

The application is "a radiological computer aided triage and notification software indicated for use in the
analysis" [24][25] of head CT and CTA images. The analysis ensures that cases with suspected positive find-
ings of ICH and/or vessel occlusion are flagged and communicated to the designated stroke team members.
In this way, the application assists hospital networks and stroke team members in workflow triage. The com-
munication of the flagged cases is performed via pop up notifications. Since the Stroke application is con-
nected to the Aidoc desktop application (i.e., the Aidoc platform that runs on the Windows computer) as well
as to the Aidoc Mobile app, stroke notifications will be received on both applications.
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The process for the desktop application is as follows: The radiologist receives an orange pop-up notifi-
cation indicating a suspected positive finding (Figure 2.1a). By hovering over the notification, the radiologist
can view the specific image contributing to the positive finding and directly open the case in PACS with a sin-
gle click on "view in PACS" (Figure 2.1b). Additionally, the application can triage and prioritise cases based
on suspected positive findings, creating a "Prioritization" column within the native radiology worklist (Figure
2.1c).

(a) Visual representation of receiving an orange pop up notification notifying
of a suspected positive finding on Aidoc’s desktop application.

(b) Visual representation of hovering over notification to see image which con-
tributes to positive finding on Aidoc’s desktop application.

(c) Visual representation of "Prioritization" column in the native Radiology
worklist on Aidoc’s desktop application.

Figure 2.1: Visual mock-up representation of the communicating process of flagged cases on an Aidoc desktop application. These screen
captures are from a virtual demonstration software provided by Aidoc. The images were obtained through direct contact with Aidoc itself.

For the mobile application, the process is as follows: The radiologist receives an orange pop-up notifi-
cation indicating a suspected positive finding. The user will have access to the AI results and the analysed
image series. Moreover, electronic health records (EHR) of patients are also available. The user can have di-
rect contact with the care team in a secure chat and call window. A visual representation of using the mobile
application is pictured in Figure 2.2.
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Figure 2.2: Visual mock-up representation of the communicating process of flagged cases on an Aidoc mobile application. The images
were obtained through direct contact with Aidoc itself.

2.3. Evaluation of Decision-Making Strategy
The developed decision-making strategy will be evaluated by the potential involved stakeholders (see Table
2.2) through the completion of a questionnaire. This questionnaire will help provide more insight into the use
of the decision-making strategy, thereby considering various aspects such as end-user satisfaction, deficien-
cies in the strategy and time investment per stakeholder. Eventually, this evaluation ensures that it is clear
whether the decision-making strategy has been helpful in gaining a better understanding of AI applications
before actual implementation. The evaluation questionnaire is presented in Figure 2.3 and 2.4.

The evaluation will include of a semi-structured questionnaire, which consists of closed and open-ended
questions for the stakeholders. The closed questions are formulated based on Likert questions and state-
ments, providing a 5-point scale with response options. The Likert 5-point scale was selected to enable
quantitative analysis of the data afterward. Moreover, the combination of using questions and statements
ensures that participants remain interested and alert during the questionnaire. In addition, both positive
and negative formulated statements and questions were used. This can help reduce the risk of response bias,
where participants tend to agree with statements or give the same answer to all questions [26]. The open
questions primarily aim to allow participants to explain the answers they provided earlier.

To provide a clear structure in the evaluation questionnaire, the first part of questions and statements are
focused on the main headings regarding the structure of the decision-making strategy. The last part of the
questionnaire is more focused on general questions and statements regarding the overall decision-making
strategy.
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1 
 

Evaluation Questionnaire "Decision Strategy" 
 
1. The decision strategy provides su5icient information about the application and e5ectiveness of 

the AI application. 
 
☐ Strongly 

disagree 
☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 

2. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Purpose of the AI application 
 

☐ Clinical 

applicability 

 

 

☐ Time investment 

 

☐ Ethical 

aspect 

 

☐ Performance of the AI 

application 

☐ Adaptability ☐ Market 

research 

 

☐ Level of 

innovation 
☐ Other, 
namely: 

Explanation of insufficient information: 
 
 
 
3. Does the decision strategy provide insu5icient information about the technical aspects of the AI 

application? 
 
☐ Strongly 

disagree 
☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 

4. I am missing information in the area of: (multiple options possible) 
 
☐ User-friendliness ☐ Technical 

integration 
☐ Data 
storage 

☐ Software 
connection 

☐ External 
integration 

☐ Other, 
namely: 

Explanation of insufficient information: 
 
 
 
5. The decision strategy provides sufficient information about the costs of the AI application. 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
6. If more information is desired, in which area(s)? (multiple options possible) 
 
☐ Purchase of  AI 
application 

☐ Licence AI application ☐ Other costs? ☐ Other, namely:: 

Explanation of insufficient information: 
 
 
 
7. Does the decision strategy provide su5icient information about the benefits of the AI application? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
8. If information is missing, in which area(s)? (multiple options possible) 

 
☐ Savings ☐ Benefits ☐  Other, namely: 
Explanation of insufficient information: 
 
 
 

Figure 2.3: Questionnaire regarding evaluation of the developed decision-making strategy (page one).
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2 
 

9. The decision strategy contains insufficient information about the sustainability aspects of the AI 
application. 
 

☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
10. I am missing information in the area of: (multiple options possible) 

 
☐ Energy ☐ Sustainability ☐  Other, namely: 
Explanation of insufficient information: 
 
 
 
11. The decision strategy provides su5icient information about the internal validation of the AI 

application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
12. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Performance own dataset ☐ User-acceptance test ☐  Other, namely: 
Explanation of insufficient information: 
 
 
 
13. Were the questions in the decision strategy clear and easy to understand? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
14. If unclear and/or not easy to understand, in which area(s)? (multiple options possible) 

 
☐ Application and 

effectiveness 

 

☐ Technical aspects 

 
☐ Costs ☐ Benefits 

☐ Sustainability ☐ Internal validation ☐ Other, namely: 
Explanation of insufficient information: 
 

 

 
15. How much time did it take to complete your contribution to the decision strategy? 
 
☐ 0 – 4 hours ☐ 4 – 8 hours ☐ 8 – 12 hours ☐ 12 – 16 hours 
16. Has the decision strategy helped you gain better insight into the respective AI application? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
17. Has the decision strategy stimulated input and communication among the various stakeholders? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
18. After using the decision strategy, is it clear what next steps should be taken? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
19. Do you have any other feedback/comments about the decision strategy? 
 
☐ No ☐ Yes 
Explanation: 
 
 
 

Figure 2.4: Questionnaire regarding evaluation of the developed decision-making strategy (page two).



3
Results

In this section, the first paragraph will address the results of developing the decision-making strategy. In
the second paragraph, the results of testing the strategy in a case study will be presented. Lastly, the third
paragraph outlines the results of the evaluation questionnaire on the use of the decision-making strategy.

3.1. Development of Decision-Making Strategy
The development process of the decision-making strategy started first with creating a concept design based
on an analysis of literature. Thereafter, an iterative process began, in which two stages followed one an-
other repeatedly, namely the evaluation stage and the adjustment stage. The evaluation stage consisted
of presenting the decision-making strategy to the stakeholders followed by discussions and receiving feed-
back. This was one-to-one or in the form of a panel. The adjusting stage consisted mainly of process-
ing feedback from the evaluation sessions and adding additional questions/(sub)topics or adjusting ques-
tions/(sub)topics. This iterative process was repeated several times with different stakeholders, until the final
concept of the decision-making strategy was developed. The final concept of the decision-making strategy is
presented in Appendix A.

For the first concept design of the decision-making strategy, guidance document "Stappenplan HAI"[17]
provided the basis for collecting relevant information of an AI application. This guidance document con-
sists of eight main steps, each with several subtopics, which are recommended to follow when implementing
AI applications within a hospital. This document was analysed to adopt relevant (sub)topics by the author
based on the predetermined criteria (see Table 2.1). The (sub)topics which were included or excluded from
"Stappenplan HAI" are presented in Table 3.1.

Furthermore, the corresponding literature of Stappenplan Healthy AI was consulted [12][16][27][28][29][30],
which resulted in additional questions/(sub)topics or adjustments of questions/(sub)topics. The additional
input or adjustments on certain (sub)topics from the corresponding literature is presented in Table 3.2. The
’X’ indicates that the input was provided by the corresponding literature.

Thereafter, the iterative process of evaluating and adjusting started, and this process was repeated several
times. Evaluation was performed by various stakeholders. The included stakeholders and the main additions
and adjustments made through their input during the iterations can be seen in Table 3.3.

11
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Table 3.1: Inclusion and exclusion criteria of (sub)topics based on "Stappenplan Healthy AI".

Inclusion Exclusion
(Sub)topics related to: (Sub)topics related to:
• AI software features • AI Act
• CE classification • Assessment frameworks
• Clinical problem • Business Impact Assessment
• Data protection • Classification of availability, integrity

and confidentiality
• Economical validation • Design
• Education • Evaluating outcomes
• Effectiveness model • Field standards
• Expected effects • Implementation management agree-

ments
• Human-machine interaction • Implementation plan
• Innovation funnel • Liability
• Local validation • Model development process
• Market research • Product recalls
• Product safety • Prospective risk assessment
• Purpose • Safe incident reporting
• Purchasing • Self-built
• Statistical validation • Set of requirements
• User acceptance test

Table 3.2: (Sub)topics from corresponding literature included into first concept design of the decision-making strategy. The ’X’ indicates
that the input was provided by the corresponding literature.

(Sub)Topic Literature

[12] [29] [27] [16] [28] [30]

Added value of application use X

Application costs X

Characteristics and requirements of ICT functionality,
architecture and infrastructure

X X X

Comprehensibility of the application X

Characteristics and size of datasets X X

Identifying end users X

Effort required from the end user X

Integration of the application within external healthcare
institutions

X

Integration of the application in the current process X X

Outcome measures of clinical added value X

Level of application automation X

Manual or automatic execution of the application X

Medical conditions targeted by the application X

Provision of new information through the application X

Requirements for ICT architecture and infrastructure X

Threshold determination for optimal application usage X X

Data accessibility X

Applicability of the application in new clinical setting X

Type of application function X
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Table 3.3: Main input from the included stakeholders during the iterations which resulting in adjustments of the decision-making strat-
egy.

Stakeholder Input

Clinical physicist - Rephrasing of questions

- Assessing the relevance of questions

- Adding questions on ethical aspects

- Evaluation of the overall questionnaire

Information manager Adding questions on:

- Time commitment

- Intelligence of the application

- Existing or new software

- Storage and processing of patient data

- Software integration

- Effort required to operate the software

AI team - Evaluation of the overall questionnaire

Adding questions on:

- Medical device

- Costs

- Sustainability

ICT adviser - Rephrasing of questions

- Assessing the relevance of questions on technical aspects

- Adding questions on costs

CMIO - Evaluation of the overall questionnaire

- Adding questions on collaboration with other hospitals

3.2. Testing of Decision-Making Strategy: Case Study
This section outlines the results identifying who or what source was responsible for providing the necessary
information as requested in the decision-making strategy. The information is presented according to the
format established in the decision-making strategy. The results of the decision-making strategy used for the
case study (i.e., the information on the questions) is presented in Appendix B and contains the necessary
information on the Stroke module of Aidoc. Throughout the project, many people were involved in providing
the information, which was one of the reasons that the project was time-consuming. Another reason was
that it was often unclear who was supposed to be responsible for providing the information. Therefore, part
of the project time was spent determining the necessary information sources and identifying the responsible
individuals. For each topic, a brief summary table is provided of the information source used and the person
responsible for gathering the information. An explanation and details of the process regarding data and/or
information collection is provided for each subtopic. Overall, the interventional radiologist (IR), ICT adviser,
ICT architect and the author provided and gathered the most information needed.

Header 1. General information
General information (names of initiators of the project, name of the department, stakeholders of the project,
name of the AI application, name of the vendor) was provided by the initiators. The initiators were an inter-
ventional radiologist, a clinical physicist and the author. The interventional radiologist contributed expertise
knowledge in stroke and healthcare processes, while the clinical physicist provided experience from regular
involvement in similar projects and healthcare processes. The author’s role was specifically associated with
conducting a graduation research project. Hence, these are the persons who were responsible for this project.
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Header 2. Application and Effectiveness

Table 3.4: Summary of information sources used and the responsible persons for gathering the information regarding the topic Applica-
tion and effectiveness of the decision-making strategy.

Information source Information gathered by
- Aidoc’s website[31] - Author
- Additional information from Aidoc itself - IR
- Expert knowledge of IRs
- FDA 510(k) premarket notifications documents[24] [25]
- Internal clinical protocols
- Published clinical research studies
- www.HealthAIregister.com[32][33]

Purpose AI Application
Information on, among others, the function, the purpose and the intended use of the AI application was
mainly collected through the analysis of 510(k) premarket notifications documents on the website of the U.S.
Food and Drug Administration (FDA) and Aidoc’s own website. "A 510(k) is a premarket submission made to
FDA to demonstrate that the device to be marketed is as safe and effective, that is, substantially equivalent,
to a legally marketed device" [34]. The FDA is a part of the Department of Health and Human Services and
regulates certain products to ensure the safety and effectiveness of those products [35]. Information was
acquired by the IR and the author.

Clinical applicability
Regarding the clinical applicability of the application, information was mainly requested on the healthcare
process within NWZ and the benefits of the AI application. NWZ consists of two locations that a patient with
suspected CVA can visit (location Alkmaar and Den Helder). Furthermore, if a patient at location Den Helder
is considered a candidate for intra-arterial thrombectomy (IAT) treatment, the patient must be transferred to
location Alkmaar, as IAT treatment is exclusively provided there. IAT is the standard treatment for patients
with a cerebral infarction due to a large vessel occlusion, during which doctors use a special tool to remove
the blockage [36]. As a consequence, the healthcare process in NWZ regarding a suspected CVA patient is
complex. Therefore, to provide a clear and concise overview of this process, it was beneficial to outline the
process within a flowchart. The flowchart is presented in Appendix B of the decision-making strategy used in
the case study, where it is listed in Appendix I. Additionally, in this way, the bottlenecks could be identified
and illustrated. Outlining the process in a flowchart was done by using internal documents and through ex-
pert knowledge of two interventional radiologists. These internal documents were clinical protocols related
to the diagnostics of CT scans regarding a suspected CVA patient who may be eligible for intravenous throm-
bolysis (IVT) and/or IAT treatment. IVT is a treatment using a powerful blood thinner that dissolves the blood
clot, administered through an intravenous infusion [37]. The clinical protocols describe, for example, which
actions are to be performed and with whom to communicate. The IRs explained provided more details on
these actions and the communication process, and, in addition, offered information about the bottlenecks.
In the flowchart, the process of inpatients, outpatients and emergency patients of suspected stroke can be
seen, thereby presenting the steps necessary to diagnose the patient with suspected CVA. Information on the
benefits of the AI application was gathered through a review of the FDAs 510(k) pre-market notification doc-
uments, Aidoc’s website, and insights provided by the IR. The IR and the author provided all the requested
information.

Time commitment
Information on time commitment of the Radiology department for possible implementation (regarding which
persons have time and the amount of time) was provided by the IR, since the IR is the contact person of the
Radiology department.

Ethical aspect
As the IR will be one of the end-users, if the application is implemented, the IR explained how disagreements
between the AI application and the end-user would be managed and how the end-user would conduct an
audit.
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Performance AI application
Regarding the performance of an AI application, the main focus in the decision-making strategy was on the
performance of certain metrics, prove of effectiveness of the AI application and setting minimal performance
limits of the AI application.

For evaluating the performance of an alternative diagnostic test compared to the gold standard, the per-
formance metrics sensitivity and specificity are the most frequently used. In this case, the alternative di-
agnostic test is the Stroke module and the gold standard is the medical specialist. Furthermore, time-to-
notification is a process metric specifically for this AI application, since time is an important factor within the
process of a suspected CVA patient. Therefore, data on the performance metrics and process metric (sensitiv-
ity, specificity, time-to-notification) was extracted from the FDA’s 510(k) premarket notifications documents.
Sensitivity "measures the proportion of subjects with an actual positive outcome . . . who are correctly given
a positive assignment" [38]. On the other hand, specificity "measures the proportion of subjects with an ac-
tual negative outcome . . . who are correctly given a negative assignment" [38]. Time-to-notification is the
time to retrieve the medical imaging exam, de-identify it, upload it to the cloud, analyse the exam and, when
needed, send a notification if a suspected positive case is detected back to the desktop application [24][25].
Data gathering was done by the author.

To gather evidence of the effectiveness of the AI application, all published clinical studies that used one
of the two algorithms (ICH and vessel occlusion (VO)) of Aidoc were analysed. First, Aidoc’s website was con-
sulted for published clinical studies. However, for the VO algorithm only two clinical studies were published
on Aidoc’s website. One of these studies was a published study which didn’t contain relevant data (i.e., not
related to performance or process metrics), the other study was not a published study but rather an abstract
which was unavailable. Therefore, none of these clinical studies provided on Aidoc’s website could be used
as evidence. For the ICH algorithm, several of the clinical studies on Aidoc’s website were also not published
works but rather abstracts, therefore lacking relevant data. Furthermore, several published studies did not
provide any data on performance or process metrics. This resulted in a total of 8 published studies with
relevant data. Moreover, a PRISMA analysis was performed to find additional published studies that used
one of the two algorithms of Aidoc. Studies already provided by Aidoc’s website were excluded. For the VO
algorithm, no published studies were found. For the ICH algorithm, the analysis resulted in 4 additional pub-
lished studies with relevant data. A total of 12 studies were analysed and data on performance metrics and
process metrics were structured into two tables (see Appendix B Table 1 and Table 2). Data collection was
performed by the author.

Establishing the minimal values and/or limits that at least have to be achieved by the AI application, have
to be determined by the IR or another medical specialist involved within the stroke process, since they will be
the end-users and are experts in the field. However, no final conclusion has yet been reached on establishing
a minimum value or limit.

Adaptability of AI application
Information on the intelligence of the application and the adaptability of the application to local data could
not be retrieved from previously used documents or Aidoc’s website. Therefore, this information was re-
quested from the vendor itself and this was provided to the author, who retrieved the information.

Market research
Information was gathered by the IR on the existence of other potential AI vendors with similar AI applica-
tions. However, it has yet to be determined whether this potential vendor is also being considered and who
is responsible for providing this information. Moreover, user experience with previous AI applications in the
Radiology department was also collected. This information was provided by two IR’s. Furthermore, it remains
to be determined who is responsible for providing information on whether AI is the appropriate solution, or
if simpler alternatives might be viable.

Level of innovation
To assess the level of innovation, information was required on whether the AI application qualifies as a med-
ical device, whether it is CE-marked and whether it is intended for use in research or within healthcare. This
information was retrieved from FDA’s 510(k) premarket notifications documents and from www.HealthAIregister.com.
This website offers an overview of AI-powered software options for use in clinical radiology. Retrieving of the
information was done by the author.
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Header 3. Technical Aspects

Table 3.5: Summary of information sources used and the responsible persons for gathering the information regarding the topic Technical
aspects of the decision-making strategy.

Information source Information gathered by
- Additional information from Aidoc itself - Author
- Expert knowledge of IRs - ICT adviser
- FDA 510(k) premarket notifications documents[24] [25] - ICT architect
- Expert knowledge of ICT adviser - IR
- Expert knowledge of ICT architect

Usability of AI application
To provide insight in the usability of the application, information was needed to determine whether the inter-
action with the application was manual or automatic. The FDA’s 510(k) premarket notifications documents
provided this information and this was gathered by the author.

Technical integration
The ICT adviser and architect contributed details regarding the potential integration of the application within
the hospital’s ICT architecture. This included information on whether the hospital has the necessary ICT ar-
chitecture and infrastructure and whether the AI application is new or existing software within the hospital.
Both the ICT adviser and architect provided this information through expert knowledge and reviewing the
FDA’s 510(k) premarket notifications documents. Nevertheless, information from the FDA’s 510(k) premar-
ket notifications documents were found to be limited and provided not all answers. Therefore, additional
information was requested from the vendor itself and this information was used to provide more details.

Data storage
Regarding data storage for the AI application, the query primarily focused on how and where data, including
patient data, is stored and processed, as well as whether any adjustments are needed to ensure secure storage.
The FDA’s 510(k) premarket notifications documents did not contain enough information for the ICT adviser
and architect. As a result, further information was requested directly from the vendor, who subsequently
provided it. Hereafter, the ICT adviser and architect could provide the necessary information. However,
additional details regarding Aidoc’s mobile application are still needed and should be requested directly from
Aidoc. Moreover, information on whether a data processing agreement was needed, was provided by the ICT
adviser.

Software connection
The FDA’s 510(k) premarket notifications documents were reviewed by the ICT adviser and architect for in-
formation whether software connections and/or additional software are needed to run the AI application.
However, these documents lacked sufficient information for the ICT adviser and architect, prompting a di-
rect request to the vendor for additional details. This new information provided further answers; however,
additional details about Aidoc’s mobile application are still required.

External integration
Information on whether the AI application was already being used by other healthcare institutions was first
provided by the IR, through network connections. In addition, the vendor was approached to inquire whether
other healthcare facilities are already using the stroke module and whether the application will be immedi-
ately applicable in the new clinical setting. This proceeded through communication with the vendor and
author. Moreover, the ICT adviser made an estimation on what the required effort will be to run the software.
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Header 4. Costs

Table 3.6: Summary of information sources used and the responsible persons for gathering the information regarding the topic Costs of
the decision-making strategy.

Information source Information gathered by
- Additional information from Aidoc itself - Author
- FDA 510(k) premarket notifications documents [24] [25] - IR
- Expert knowledge of ICT adviser
- Expert knowledge of ICT architect
- Expert knowledge of IR
- Procurement

Purchase AI application
Procurement of NWZ had contact with the vendor to gather information on the purchasing costs and to dis-
cuss the possibilities regarding the costs, such as a reduction. This information was communicated to the IR
and therefore the IR could provide this information. The ICT adviser and architect provided the information
on the costs of additional hardware.

Licence AI application
For licence costs of the application, the same applies: procurement of NWZ contacted the vendor and there-
after communicated the information to the IR. The ICT adviser and architect provided the information on the
costs of additional hardware.

Other costs
Regarding the other costs, information on management costs of ICT and integration costs was requested from
the ICT adviser and ICT finance. However, information on this still has to be received. For information on the
costs of this project, i.e. project staff deployment, and costs on training/education, it is yet to be discussed
where this information could be obtained from or who could provide it.

Header 5. Benefits

Table 3.7: Summary of information sources used and the responsible persons for gathering the information regarding the topic Benefits
of the decision-making strategy.

Information source Information gathered by
- IR - IR

Savings
How the provision of information on this issue will be addressed remains to be discussed.

Benefits
Explanation of the benefits of the AI application was provided by the IR.
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Header 6. Sustainability

Table 3.8: Summary of information sources used and the responsible persons for gathering the information regarding the topic Sustain-
ability of the decision-making strategy.

Information source Information gathered by
- Additional information from Aidoc itself - Author
- Expert knowledge of sustainability programme manager

Energy
No information was found regarding the sustainability of energy on Aidoc’s website. Therefore a query was
made to the vendor regarding what type of energy is being consumed, which was provided. The sustainability
programme manager briefly reviewed this information and recommended involving the procurement team
to assess it further. This also applies to information on the consequences of energy consumption for NWZ for
using this AI application. This information has yet to be discussed with procurement.

Vendor
To gain insight into the sustainability of the vendor itself and the working/labour conditions of the employees
of the company, Aidoc was contacted to gather this information, which they provided. For this subtopic the
sustainability programme manager also briefly reviewed this information and recommended involving the
procurement team to assess it further. This also applies to information on whether NWZ agrees with the
sustainability and conditions. This information has yet to be discussed with procurement.

Header 7. Internal Validation

Table 3.9: Summary of information sources used and the responsible persons for gathering the information regarding the topic Internal
validation of the decision-making strategy.

Information source Information gathered by
- Published clinical research studies - Author
- RStudio (version AGPL v3)
- CTCue (version v4.11.1)

Performance own data
To locally validate the performance of the AI application on data of NWZ and to determine whether this per-
formance is sufficient enough, the application should be implemented. However, without starting an actual
pilot period, this was not possible according to the vendor.

Performance metrics
Therefore, to obtain a form of local validation for performance metrics, a request was made to send the ven-
dor a small dataset of pseudonymised, CT/CTA head images, enabling the vendor to run the AI application
on the dataset. However, this was not possible according to the vendor.

Hence, to still obtain an initial impression of the potential performance metrics, a meta-analysis was con-
ducted with published studies using algorithms of the Stroke module. As mentioned above, only published
studies using the ICH algorithm were available. Study characteristics of the included studies is presented in
Table 2 in the completed decision-making strategy for the case study (Appendix B). The meta-analysis was
performed by using the statistical programme RStudio. To examine the heterogeneity of the included studies,
a graphical presentation of the distributions of sensitivity and specificity from the included studies was dis-
played in a forest plot (Figure 3.1). Figure 3.1a shows a forest plot for sensitivity and figure 3.1b shows a forest
plot for specificity. The grey box represents the point estimate of the sensitivity or specificity, and it illustrates
the size of the study. A larger box indicates a greater number of participants in the study. The horizontal
line represents the 95% confidence intervals of the included studies, where each end marks the limits of the
confidence interval. As can be seen from the forest plots and the statistical measurements (p<0.01 for both
sensitivity and specificity, and I 2 is 95% and 96% for sensitivity and specificity, respectively), heterogeneity
exists [39]. A threshold effect was assumed to be absent, as all included studies used the same AI application
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to classify cases as either positive or negative, meaning a consistent threshold was applied across all studies.
Therefore, it was chosen to perform a Bivariate random effects model analysis to get the pooled estimate of
sensitivity and specificity [40]. These results are presented in Table 3 in the completed decision-making strat-
egy for the case study (Appendix B. The meta-analysis was performed by the author.

(a) Sensitivity (b) Specificity

Figure 3.1: Forest plots of included studies for the ICH algorithm.

Process metrics
Additionally, to gain an impression of the potential process metrics, particularly the time savings in the pro-
cess, it was decided to collect relevant data on key time points in the process for suspected CVA patients
within the hospital. This data could then be analysed and used to compare with the process metrics from
published studies, providing an estimate of how the AI application might perform in the NWZ setting. More-
over, the data could offer an overview of the number of suspected CVA patients at NWZ and how many re-
ceived treatment. The data extraction of suspected CVA patients was performed by using CTcue (version
v4.11.1). This is a medical search platform designed to help healthcare professionals retrieve relevant patient
data from electronic health records. After retrieving the data, calculating the key time points and data analy-
sis were performed using Microsoft Excel (version 16.89.1). These results are presented in Table 4 in Appendix
B. The calculations and analysis of the process metrics was executed by the author. It is yet to be determined
by the IR whether these results may be sufficient enough.

User-acceptance test
For the testing of the decision-making strategy, the testing of user-acceptance was not possible, since the AI
application could not be tested by end-users.

3.3. Evaluation of Developed Decision-Making Strategy
The decision-making strategy was evaluated by the clinical physicist and three members of the AI team. The
results of the evaluation on whether the decision-making strategy included sufficient information on cer-
tain (sub)topics, and the time commitment required to provide information for the decision-making strategy
are presented in Figure 3.2. Findings regarding which (sub)topics lacked specific information and which
(sub)topics were unclear or difficult to understand are presented in Figure C.1 in Appendix C.

As can be seen in the results (Subfigure A), all the respondents generally agreed that the decision-making
strategy provided sufficient information about the application and effectiveness of the AI application. How-
ever, one respondent indicated a need for further details on the ICT components, while another suggested
placing more emphasis on a time-efficient plan to ensure the department’s optimal use of the application,
particularly concerning time commitment.

On the contrary, the responses were diverged regarding the question whether the technical aspects of
the AI application contained insufficient information (Subfigure B), where the respondents either agreed or
disagreed. One of the respondents noted the need for more detailed information on technical integration
and data storage, emphasizing the importance of involving the ICT department’s expertise to address these
aspects.

For the question regarding the costs of the AI application (Subfigure C), the majority of respondents
agreed that sufficient information was provided. Nonetheless, one respondent suggested that it might be
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useful to specify, within this topic, the types of staff or functions required other than the initiators, and their
estimated hours needed for the process.

Most of the respondents agreed that the decision-making strategy included adequate details regarding
the benefits of an AI application, with one respondent being neutral (Subfigure D). An additional comment
on this subtopic was that the benefits should be written in one’s own words, rather than simply copying text
from sources such as the vendor’s website.

All but one respondent felt that the decision-making strategy included sufficient information on sustain-
ability aspects (Subfigure E). The remaining respondent was neutral, noting that further input from the sus-
tainability programme manager is still needed.

Figure 3.2: Evaluation results of respondents’ ratings on the sufficiency of information provided in various aspects of the AI application
decision-making strategy.

The results regarding whether the topic of internal validation provided sufficient information are more
mixed, with responses ranging from strongly agree to neutral (Subfigure F). One respondent commented that
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the decision-making strategy appears complete but suggested that it may still need to address the subtopic
of the retraining of the AI application over time. Another respondent noted the shortage of a clear method or
standard measure for internal validation.

Furthermore, all respondents agreed that the questions in the decision-making strategy were clear and
easy to understand (Subfigure G). In addition, the decision-making strategy was found to improve under-
standing of the AI application among all respondents, as they collectively acknowledged this benefit (Sub-
figure H). Respondents also mutually agreed that using the decision-making strategy encouraged the input
from and communication between various stakeholders (Subfigure I).

Nevertheless, even after using the decision-making strategy, it remained unclear to the majority of re-
spondents which steps needed to be taken, as most expressed a neutral stance (Subfigure J). One respondent
noted, however, that the subsequent steps to be taken after using the decision-making strategy will be out-
lined in a separate document. In the respondent’s view, it is therefore unnecessary to include these steps
within the decision-making strategy itself. Another suggestion was that the next step should involve trying
to make the decision-making strategy even more user-friendly to complete. Furthermore, another comment
was made with suggestions which subsequent steps could be taken after the use of the decision-making strat-
egy.

Lastly, with regard to the time commitment from respondents for using the decision-making strategy, the
majority dedicated between 0 to 4 hours.



4
Discussion

This section will discuss the process of the decision-making strategy, consisting of the development, testing
by using a case study and the evaluation. Furthermore, the limitations of the study will be addressed and
future research will be recommended.

4.1. Process of the Decision-Making Strategy
To achieve the finalised decision-making strategy, the iterative process ensured that stakeholders provided
substantial input, as illustrated in Table 3.3. The stakeholders who provided input during this process are typ-
ically involved in implementing AI applications within the hospital. Therefore, their insights were highly valu-
able, as they identified bottlenecks they frequently encounter. They also suggested ways the decision-making
strategy could address these challenges in advance. These suggestions were included into the decision-
making strategy, with the expectation that they will help avoid these bottlenecks in the future and ensure
a more streamlined process for deciding whether an AI application should be implemented.

Identifying the most relevant (sub)topics at the preliminary stage of evaluating an AI application can be
challenging. This is because the decision-making strategy needs to remain straightforward and user-friendly,
avoiding excessive complexity or the depth of a full business case. Such complexity would require substan-
tial time and resources and could potentially demotivate initiators from using the decision-making strategy.
Therefore, the decision-making strategy is designed to be both manageable and focused, ensuring it remains
practical and directly applicable in real-world settings. Besides that, most guidance documents, such as Stap-
penplan HAI and other literature ([12], [13][14]), are often considerably lengthy documents and therefore less
practical and appealing to use from the outset. However, the developed decision-making strategy only com-
prises a concise two and a half pages and is clear and easy to understand, as evidenced by the results of the
evaluation (Figure 3.2, Subfigure G).

Furthermore, as Table 3.2 shows, Stappenplan HAI didn’t include several (sub)topics from their corre-
sponding literature, mostly regarding ICT and technical aspects. Nevertheless, this decision-making strategy
did incorporate those (sub)topics, since the ICT adviser and information manager confirmed the importance
of including these (sub)topics. In addition, they both contributed a great amount of input in providing ad-
ditional (sub)topics for the decision-making strategy (see Table 3.3). This also shows that Stappenplan HAI
lacks of sufficient ICT and/or technical aspects related (sub)topics. By including these (sub)topics, ICT com-
ponents are considered from the outset, ensuring the department’s involvement from the beginning. Thus,
the required commitment from the ICT department is clearly defined in advance, which is beneficial given
that ICT department is often in high demand, potentially causing bottlenecks in the process. As a result,
potential challenges can be identified earlier, and opportunities can be explored more promptly, enabling a
well-informed decision on potential implementation. Moreover, the case study (see Results section 3.2) con-
firmed the crucial role of ICT in the planning and preparation stages in order to make a suitable decision.
This is in line with several studies ([5][10][11][16]) that underline the necessity of ICT and technical factors as
key evaluation components to guide decision-making for AI deployment.

However, while the decision-making strategy is tested with a case study, the AI application itself is not
implemented, whether successfully or not. Therefore, it is not possible to determine whether the decision-
making strategy is complete or if its use has been successful. Besides, the results showed that the subsequent

22



4.2. Limitations and Future Research 23

steps to be taken after using the decision-making strategy were not entirely clear for the respondents. Expos-
ing issues and identifying required information may not be sufficient, therefore the decision-making strategy
still requires action.

The decision-making strategy provides overall insight into the process regarding an AI application. It en-
sures a better understanding of the AI application itself and it encourages input from and communication
between various stakeholders, both demonstrated by the results. Furthermore, the decision-making strategy
helps to identify potential bottlenecks and clarifies the time and resources required to reach a suitable de-
cision and support potential implementation. This was especially seen in the case study, where the clinical
physicist and the author collaborated with the interventional radiologist to take on the role as initiator of this
specific AI application project. However, it is important to consider that, under normal circumstances (i.e.,
in which the clinical physicist and the author are not co-initiators), other individuals would need to allocate
time and resources to take on that contribution and complete this information-gathering process. Therefore,
this insight into available capacity and necessary support by using the decision-making strategy provides a
solid foundation for making well-informed decisions.

4.2. Limitations and Future Research
The decision-making strategy does not establish a prioritisation of the questions and information essential
for making a well-substantiated decision. This makes it challenging to clearly and consistently explain why
certain applications may be suitable for implementation in the hospital, while others may not be. There-
fore, future research should convert the decision-making strategy into a decision-making matrix, allowing for
prioritising.

Furthermore, the questions within the decision-making strategy currently focuses primarily on medical
AI applications and commercially available applications. Future research could broaden its scope to en-
compass a wider range of AI applications, such as those related to logistics, to create a more versatile tool
applicable across various domains. Moreover, an increasing number of hospitals are starting to develop their
own AI applications, and therefore, future research could also include self-developed AI applications into the
decision-making strategy.

In addition, the developed decision-making strategy was tested using only a single case study within the
Radiology department. Future research should aim to test the strategy with multiple case studies, ideally
involving other departments, to ensure a more diverse and comprehensive evaluation. Besides, this will allow
for a comparison of the case studies in their decision-making processes and help identify the subsequent
steps that need to be taken after using the strategy. In addition, the AI application used in the case study
is not yet ready for a decision on its implementation. Once an AI application is implemented − whether
successfully or not − it will be possible to evaluate the effectiveness of the decision-making strategy. This
could be determined through retrospective research.

Lastly, the decision-making strategy was not reviewed by a privacy expert to identify information that
might require special attention in relation to privacy. Furthermore, the sustainability programme manager
advised to include procurement to review information related to sustainability. Future research should in-
volve a privacy expert and procurement. Their expertise would help ensure that relevant considerations are
addressed and that no essential information related to privacy and sustainability aspects is overlooked.



5
Conclusion

The aim of this study was to develop a suitable decision-making strategy for hospitals to decide whether AI
applications should be implemented, as well as to test and evaluate the strategy. This study highlighted the
usefulness of the iterative process to develop a decision-making strategy that is both efficient and practical
applicable. Moreover, by testing the strategy through a case study, the strategy helped to identify potential
bottlenecks and clarified the time and resources required to reach a suitable decision and support potential
implementation. The contribution of ICT in developing the strategy and providing the required information
on ICT components and technical aspects was of great importance. This emphasises the need for ICT as a
key evaluation factor to guide decision-making for AI deployment. Overall, the decision-making strategy pro-
vides insight into the process regarding an AI application, while the strategy itself remains both manageable
and focused. This allows medical professionals to properly evaluate AI applications before potential imple-
mentation in the future. Furthermore, despite the numerous new AI applications being commercially offered
to hospitals, the decision-making strategy helps them in making a suitable decision on the usefulness and
necessity of these AI applications. This, in turn, facilitates the efficient use of AI applications, reduces the
burden on healthcare, and enhances the quality of patient care.
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Decision-Making Strategy AI  
 
 

Page 1 from 3 
 

 
1. General information        Registration number:    …  
Initiator(s) Hester Scheffer, Annetje Guédon, Sophie Sturkenboom 
Team/Department Radiology  
Stakeholders SEH, Neuro 
AI application Stroke module (consisting of ICH & VO algorithm) 
Vendor Aidoc 

Eleonore Parsley 
mProve Is the AI application already known within mProve? 

Yes 
: Is it the intention to carry out a joint and/or independent pilot? 
Still to be discussed 

 
To complete the form, please contact the AI team. The initiator can already provide block 2 with information 
(with the exception of 'Market research' and 'Adaptability'). 
 

2. Application and Effectiveness 

Purpose AI application What is the function?  
What is the purpose?  
What is the intended use? 
What information does the AI application offer that was previously 
unavailable? 
Is the AI application used in patient care? 

Clinical applicability Is there a clear picture of the current care process and its bottlenecks? 
Where in the clinical process is the AI application applied? 
Does this fit within the intended use of the supplier? 
What does the AI application improve? 
Who does this apply to (patients, caregivers, hospital)? 
Who can access the new information? 
How many employees will use the application? 

Time commitment Who will be deployed from your department for this project/implementation of 
the AI application?  
How many hours per week can you dedicate to the implementation of the AI 
application?  

Ethical aspect If the AI application gives a result that the end user does not agree with, how 
will this be resolved? 
Is a check on the AI application carried out from the end users? If so, how? 

Performance AI 

application 

How well does the AI application perform according to the vendor? 
What kind of patient data is the AI application developed on and is it 
representative of the hospital? 
What evidence is there that shows the effectiveness of the application? 
Has thought been given to which value/limit is good enough so that the 
application can be used optimally clinically?  
Does it still need to be validated within NWZ?  

Adaptability Will the application become more intelligent?  
Does the application adapt to the local data over time or through updates?  

Market research Are there any potential other vendors that offer a similar AI application?  
Are these being considered? 
What are the experiences of end users with previously used AI applications?  
Is AI the best solution to this problem, or is a simpler solution possible? 

Level of innovation Medical device? Yes/No 
CE-markering? Yes/No 
Is it used in science or 
healthcare? 

Yes/No 
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3. Technical aspects  

User-friendliness Is manual interaction necessary, or automatic running in the background?  
Technical integration Does the desired AI application fit within the ICT architecture?  

Does the hospital have the necessary ICT architecture and infrastructure?   
Is the AI application a plug-in to existing software? Or is it completely new 
software?  

Data storage How is data stored (e.g. Cloud or local server) and do adjustments need to be 
made?  
Is patient data stored and where is it processed?  
When data is stored in the Cloud: is it inside or outside Europe?  
Is a GDPR data processing agreement required?  
How is the data secured?  
Will our data be used to train the model outside NWZ?  

Software connection Which connection/additional software is needed to run the software?  
External Integration Is the AI application already being used in other hospitals or healthcare 

institutions?  
Is the application immediately applicable in new clinical settings?  
(Or the application can be retuned or recalibrated using local data to account 
for differences in population characteristics, type or reporting format of 
imaging equipment, or care protocols.) 
What kind of effort do you have to put in to get the software running?  

 
 

4. Costs 

Purchase of AI application    What are the costs for purchasing the AI application/hardware?  
  

License AI application What are the license costs per year for the AI application? 
Other costs?  - ICT management costs. (Expansion of management capacity may be 

required)  
- Integration costs 
- Project costs 

(Project deployment of employees) 
- Training/education costs 

(How will the training on the application be provided after 
implementation?)  

 
 

5. Benefits 

Savings Does it save costs?  
Benefits What are the benefits? 

 

 
6. Sustainability 

Energy What kind of energy is used (e.g. solar energy)?  
What are the energy consumption implications of NWZ? 

Vendor How sustainable is the supplier?  
What are the working conditions of the employees like? 

 
 

7. Internal validation 

Performance own dataset Is the performance of the AI application locally validated? 
Is performance AI application good enough such that end-users are satisfied?  
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User Acceptance Test Has the integration into the workflow been tested (both technically and 
clinically)? Have the functionalities of the AI software been tested? Also with 
extreme or deviating cases? 

 
 

6. Final verdict (to be completed by AI team) 
Final Verdict Click or tap to enter text. 
Signature  
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Decision-Making Strategy AI  
 
 

Page 1 from 11 
 

 
1. General information        Registration number:    …  
Initiator(s) Hester Scheffer, Annetje Guédon, Sophie Sturkenboom 
Team/Department Radiology  
Stakeholders SEH, Neuro 
AI application Stroke module (consisting of ICH & VO algorithm) 
Vendor Aidoc 

Eleonore Parsley 
mProve Is the AI application already known within mProve? 

Yes 
: Is it the intention to carry out a joint and/or independent pilot? 
Still to be discussed 

 
To complete the form, please contact the AI team. The initiator can already provide block 2 with information 
(with the exception of 'Market research' and 'Adaptability'). 
 

2. Application and Effectiveness 

Purpose AI application Function:  
Analyse CT and CTA head cervical vessels and immediately notify treatment 
team (medical specialists) in case of suspected findings of Intracranial 
Occlusion (ICH), Large Vessel Occlusion (LVO) and Medium Vessel Occlusion 
(MeVO) for triage by sending pop up notifications.  
This is done by sending pop-up notifications via both the desktop application 
and the mobile application. In the case of the desktop application: a 
compressed preview image can be shown by means of notification and the 
suspicious case can be opened directly in PACS via the preview image.  
In the case of the mobile application: images can be viewed in a remote image 
viewer and direct communication between the entire treatment team is 
possible via the mobile application. 
 
Purpose:  
To make images of patients with a possible LVO or MeVO who may be eligible 
for IAT available more quickly and direct communication options between 
practitioners, for the purpose of shortening door-to-needle time. 
 
Intended use algorithms: 
The AI ICH algorithm is a triage tool for analysing non-enhanced head CT 
images to assist in identifying potential ICH.  
The AI vessel occlusion (VO) algorithm is a triage tool for analysing head CTA 
images to assist in identifying potential Large Vessel Occlusion (MCA-M1, PCA-
P1, ACA-A1, ICA, Basilar) and Medium Vessel Occlusion (MCA-M2, MCA-
proximal M3, PCA-P2, PCA-proximal P3, ACA-A2, ACA-proximal A3, and 
Vertebral-V4).  
 
Both algorithms provide notifications for suspected cases for healthcare 
professionals, presenting them with preview images for informational 
purposes, allowing them to prioritize cases without altering the standard 
diagnostic process. While both algorithms aid in prioritizing workflow, it is not 
intended to replace diagnostic interpretation or alter the original medical 
images. 
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What information does the AI application offer that was previously 
unavailable? 
The new information offered by the AI application: sending a notification in 
case of suspicion or a finding; the possibility to view images directly via your 
phone and have direct contact with the treatment team for the next steps 
(immediate treatment).  
 
Is the AI application used in patient care? 
Yes 

Clinical applicability Is there a clear picture of the current care process and its bottlenecks? 
The current process surrounding a patient with suspected stroke has been 
mapped out by means of a flowchart (see Appendix I). The red box indicates 
where the bottlenecks are in the process. This mainly concerns the delay due 
to communication within the treatment team, in particular the back and forth 
calls (interventional radiologist on duty, radiology resident, neurology resident 
and neurologist) and waiting for a call to consult. When IR is on duty during the 
weekend (Friday evening to Monday morning) the IR is not always located near 
a PC, which makes viewing images longer and causes delays. In addition, it 
takes at least 10 minutes to start up the home office to view the images, which 
leads to further delay in the decision whether or not to start treatment.    
 
Where in the clinical process is the AI application applied? 
The application is applied to all CT cerebrum (blank/non-contrast) and CTA 
head and neck vessels with suspected bleeding (ICH)/LVO and MeVO. This is 
about 2500 patients per year.   
 
Does this fit within the intended use of the supplier? 
Yes. 
 
What does the AI application improve? 
The application ensures that in the case of patients with a possible finding, the 
images are viewed more quickly, regardless of the location of the resident or 
person on duty (especially during the shifts). Communication between the 
treatment team is also improved, because it is possible to communicate 
directly via the communication system with all specialists involved. As a result, 
patients are treated faster and staff workflow is improved.  
 
Who does this apply to (patients, caregivers, hospital)? 
Patients and caregivers. 
 
Who can access the new information? 
The new information is accessible to all doctors in the patient's treatment 
team (Radiology and Neuro). 
 
How many employees will use the application? 

Time commitment Who will be deployed from your department for this project/implementation of 
the AI application? 
IR (Hester Scheffer), AI team and a technical physician (starts from the new 
year).  
 
How many hours per week can you dedicate to the implementation of the AI 
application?  
No fixed number of hours 

Ethical aspect If the AI application gives a result that the end user does not agree with, how 
will this be resolved? 
The AIOS/(possibly)IR still has to check all images and always gives the final 
result. 
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In the event that the application gives a positive result, and this is false 
positive:  
Then only an incorrect notification has been sent and the patient does not 
need to be treated. 
In the event that the application gives a negative result, and this is a false 
negative: because AIOS/(possibly)IR always checks the images, just like with 
any other AI application, there is little chance that he/she will miss the finding. 
So if a positive finding is found, the patient can be treated if necessary.   
 
Is a check on the AI application carried out from the end users? If so, how? 
A check is carried out from the end users, by the resident and (possibly) by IR. 

Performance AI 

application 

ICH algorithm  
 
Sensitivity = 93.6%   
Specificity = 92.3%  
Time-to-notification of application for true positive cases = 4.5 minutes  
 
What kind of patient data is the AI application developed on and is it 
representative of the hospital? 
Blank CT head images with ICH positive. This is representative of the hospital. 
 
What evidence is there that shows the effectiveness of the application? 
Tables 1 and 2 show the published studies that have done research with the 
ICH algorithm. As can be seen in Table 1, the algorithm reduces the length of 
stay. In addition, the algorithm can also reduce the other process metrics, but 
these are difficult to measure time points, so the results are different. The 
question is how representative these results are. Table 2 shows that the 
algorithm is performing well. Also, some studies have compared the algorithm 
with the performance of a medical specialist or the performance of a medical 
specialist who uses the algorithm. These results show that in those cases, 
performance is better than the algorithm alone.  
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Has thought been given to which value/limit is good enough so that the 
application can be used optimally clinically? 
To be determined... 
 
 

Table 1 Proof effectiveness of process metrics ICH algorithm (Aidoc stroke module). For each 
'Metric' it is about the difference between 'before use AI' and 'with use AI', unless otherwise 
stated. NR: not reported 
* Statistically significant 

Table 2 Proof of effectiveness of performance metrics ICH algorithm (Aidoc stroke module).  
NR: not reported 
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VO algorithm 
Sensitivity = 91.3%   
Specificity = 85.6% 
Time-to-notification of application for true positive cases = 2.23 minutes 
 
What kind of patient data is the AI application developed on and is it 
representative of the hospital? 
CTA head images with full brain VO. This is representative of the hospital. 
 
What evidence is there that shows the effectiveness of the application? 
There are no published studies for this algorithm yet.  
 
Has thought been given to which value/limit is good enough so that the 
application can be used optimally clinically? 
To be determined... 
 
Does it still need to be validated within NWZ?  
Application still needs to be validated in its entirety within NWZ.  

Adaptability Will the application become more intelligent?  
No. Algorithms are regulated and static from the moment they are approved. 
They don't actively learn from patient data or feedback.  
 
Does the application adapt to the local data over time or through updates? 
No. Aidoc does retrain the algorithms (usually once every 18-24 months), 
which then have to be resubmitted for regulatory approval.  

Market research Are there any potential other vendors that offer a similar AI application?  
Stroke viewer (NicoLab).  
 
Are these being considered? 
To be determined... 
 
What are the experiences of end users with previously used AI applications? 
Previously used AI applications performed less well or as well as the 
radiologist. When performing as well as the radiologist, the question was 
raised whether the AI application was worth the money.  
Not everyone used the AI application.   
 
Is AI the best solution to this problem, or is a simpler solution possible? 
To be determined... 

Level of innovation Medical device? Yes 
CE-markering? Yes, FDA (Class II) and CE (Class I) 
Is it used in science or 
healthcare? 

Healthcare 

 
 

3. Technical aspects  

User-friendliness Is manual interaction necessary, or automatic running in the background? 
The analysis of the blank CT and CTA images is done automatically.  

Technical integration Does the desired AI application fit within the ICT architecture?  
Purchase of Microsoft Windows server 2022 64bit is required.  
Aidoc Desktop App can be installed on PC with Windows 10 and above, which 
NWZ already has.  
 
Does the hospital have the necessary ICT architecture and infrastructure?   
Yes 
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Is the AI application a plug-in to existing software? Or is it completely new 
software?  
New software 

Data storage How is data stored (e.g. Cloud or local server) and do adjustments need to be 
made?  
Is patient data stored and where is it processed?  
All data is temporarily stored and processed on the server in NWZ running 
Aidoc OS and in the Aidoc Cloud environment, after which it is deleted.  
 
If you are also going to work with the mobile application, you can ask Aidoc 
about it: 

- How does security work? 
- How does the mobile application know which radiologist is working? 
- How long is data temporarily stored for mobile application? 
- How long can the mobile application be used to view images etc? 

 
When data is stored in the Cloud: is it inside or outside Europe?  
Within Europe.  
 
Is a GDPR data processing agreement required?  
Yes, it has to be closed because of working with patient data.  
 
How is the data secured? 
Data is fully encrypted.  
 
Will our data be used to train the model outside NWZ? 
No, Aidoc does not use patient data to train their algorithms.  

Software connection Which connection/additional software is needed to run the software?  
A link with DICOM is required, this only needs to be checked and approved. If 
use of mobile application is desired and to access the EPD from mobile 
application: link HL7/FHIR is required. For this, more information will have to 
be requested from Aidoc. 

- How far back does retrieving data from the EHR go (same day/10 
years?)? 

External Integration Is the AI application already being used in other hospitals or healthcare 
institutions?  
The application is used in UMC Utrecht, Isala, OLVG and Bravis.    
 
Is the application immediately applicable in new clinical settings?  
(Or the application can be retuned or recalibrated using local data to account 
for differences in population characteristics, type or reporting format of 
imaging equipment, or care protocols.) 
Yes, can be applied equally.  
 
 
What kind of effort do you have to put in to get the software running? 
A week of ICT effort. In addition, requesting the server takes 1 – 2 weeks.  

 
 

4. Costs 

Purchase of AI application    What are the costs for purchasing the AI application/hardware?  
There are only license costs associated with the AI application and the 
Windows server.  

License AI application What are the license costs per year for the AI application? 
License costs for only Stroke module are approximately €45,000 per year. 
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License costs for the Windows server are about €363 per month (incl. 21% 
VAT), so about €4356 per year. 

Other costs?  - ICT management costs. (Expansion of management capacity may be 
required) 
To be determined... 
A license must be purchased for the Windows server. 

- Integration costs 
To be determined... 

- Project costs 
(Project deployment of employees) 
To be determined... 

- Training/education costs 
(How will the training on the application be provided after 
implementation?)  
To be determined...  

 
 

5. Benefits 

Savings Does it save costs? 
To be determined... 

Benefits What are the benefits? 
 
Faster diagnosis in patient during shifts, resulting in better outcome for the 
patient through shorter door-to-needle time. 
 
More pleasant service structure for IR with already high service load. 

 
6. Sustainability 

Energy What kind of energy is used (e.g. solar energy)?  
Reactie Aidoc: 
“Our SaaS platform operates predominantly on AWS infrastructure. We run on 
several AWS regions including London and Ireland attributable to 100% 
renewable energy (See AWS sustainability initiatives and regions list). This also 
saves the need to deploy and operate 
hardware on our customer’s premises and avoids the CO2 emissions from our 
customers’ data centers. Running on AWS saves some 30 MTCO2e per month 
in scope 1 and 2 emissions as per AWS calculations.” 
 
Procurement has yet to assess this. 
 
 
What are the energy consumption implications of NWZ? 
Procurement has yet to assess this. 

Vendor How sustainable is the supplier?  
Procurement still has to assess this on the basis of Aidoc documents. 
 
What are the working conditions of the employees like? 
Procurement still has to assess this on the basis of Aidoc documents. 

 
 

7. Internal validation 

Performance own dataset The performance of the application cannot be validated by the supplier in 
advance. In order to get an indication of the performance metrics and what 
this application could mean for NWZ, it was decided to conduct a meta-
analysis with published studies that use the application. In addition, different 
time moments of the process have been mapped out, in order to get an 
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indication of where time could possibly be saved.  
 
Table 2 Pooled performance metrics 

 
IR response: 
 These values are pretty good, especially since there are few false positives.  
 
Table 3 Process metrics emergency department (general, location Alkmaar, 
location Den Helder) 

 
This is a total number of patients who received a CT scan via the ED (where 
discharge date/time was also known).  
Comparison with studies from Table 1 that have done research in the 
emergency department, this could mean for IAT NWZ patients when using the 
Stroke module: 
- Reduction of LOS of 36 min, or; 
- Reduction of LOS by 3.7 min 
 
It remains to be determined whether these values meet the requirements. 
 

User Acceptance Test Has the integration into the workflow been tested (both technically and 
clinically)? Have the functionalities of the AI software been tested? Also with 
extreme or deviating cases? 
This is not possible for testing. 

 
 

6. Final verdict (to be completed by AI team) 
Final Verdict Click or tap to enter text. 
Signature  
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Annex I 
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Figure C.1: Additional evaluation results of respondents’ from the questionnaire.
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Evaluation Questionnaire "Decision Strategy" 
 
1. The decision strategy provides su5icient information about the application and e5ectiveness of 

the AI application. 
 
☐ Strongly 

disagree 
☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 

2. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Purpose of the AI application 
 

☐ Clinical 

applicability 

 

 

☐ Time investment 

 

☐ Ethical 

aspect 

 

☐ Performance of the AI 

application 

☐ Adaptability ☐ Market 

research 

 

☐ Level of 

innovation 
☐ Other, 
namely: 

Explanation of insufficient information: 
 
 
 
3. Does the decision strategy provide insu5icient information about the technical aspects of the AI 

application? 
 
☐ Strongly 

disagree 
☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 

4. I am missing information in the area of: (multiple options possible) 
 
☐ User-friendliness ☐ Technical 

integration 
☐ Data 
storage 

☐ Software 
connection 

☐ External 
integration 

☐ Other, 
namely: 

Explanation of insufficient information: 
It seems complete, but I am less able to judge this. 
 
5. The decision strategy provides sufficient information about the costs of the AI application. 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
6. If more information is desired, in which area(s)? (multiple options possible) 
 
☐ Purchase of  AI 
application 

☐ Licence AI application ☒ Other costs? ☐ Other, namely:: 

Explanation of insufficient information: 
Perhaps it could already be addressed here what type of staff/roles and how many hours are needed in the 
process. 
 
7. Does the decision strategy provide su5icient information about the benefits of the AI application? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
8. If information is missing, in which area(s)? (multiple options possible) 

 
☐ Savings ☐ Benefits ☐  Other, namely: 
Explanation of insufficient information: 
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9. The decision strategy contains insufficient information about the sustainability aspects of the AI 
application. 
 

☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
10. I am missing information in the area of: (multiple options possible) 

 
☐ Energy ☐ Sustainability ☐  Other, namely: 
Explanation of insufficient information: 
I find it difficult to assess, as I have too little knowledge about this. 
 
 
11. The decision strategy provides su5icient information about the internal validation of the AI 

application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
12. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Performance own dataset ☐ User-acceptance test ☐  Other, namely: 
Explanation of insufficient information: 
 
 
 
13. Were the questions in the decision strategy clear and easy to understand? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
14. If unclear and/or not easy to understand, in which area(s)? (multiple options possible) 

 
☐ Application and 

effectiveness 

 

☐ Technical aspects 

 
☐ Costs ☐ Benefits 

☐ Sustainability ☐ Internal validation ☐ Other, namely: 
Explanation of insufficient information: 
 

 

 
15. How much time did it take to complete your contribution to the decision strategy? 
 
☐ 0 – 4 hours ☒ 4 – 8 hours ☐ 8 – 12 hours ☐ 12 – 16 hours 
16. Has the decision strategy helped you gain better insight into the respective AI application? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
17. Has the decision strategy stimulated input and communication among the various stakeholders? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
18. After using the decision strategy, is it clear what next steps should be taken? 
 
☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
19. Do you have any other feedback/comments about the decision strategy? 
 
☐ No ☐ Yes 
Explanation: 
Question 18 made me think. It does include the final assessment by the AI team, but it might be useful to 
write it down. If yes: draft and submit a business case; plan implementation with ICT and other staff, etc. 
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Evaluation Questionnaire "Decision Strategy" 
 
1. The decision strategy provides su;icient information about the application and e;ectiveness of 

the AI application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
2. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Purpose of the AI application 
 

☐ Clinical applicability 
 
 

☒ Time investment 
 

☐ Ethical 
aspect 
 

☐ Performance of the AI 
application 

☐ Adaptability ☐ Market research 
 

☐ Level of 
innovation 

☐ Other, 
namely: 

Explanation of insufficient information: 
The implementation among staff is an important aspect. How does the stakeholder ensure that the team 
makes optimal use of the application? It is very important to request a plan for this, even if it is brief. 
 
 
3. Does the decision strategy provide insu;icient information about the technical aspects of the AI 

application? 
 
☐ Strongly disagree ☒ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
4. I am missing information in the area of: (multiple options possible) 
 
☐ User-friendliness ☐ Technical 

integration 
☐ Data 
storage 

☐ Software 
connection 

☐ External 
integration 

☐ Other, 
namely: 

Explanation of insufficient information: 
In my opinion, everything has been considered. 
 
5. The decision strategy provides sufficient information about the costs of the AI application. 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
6. If more information is desired, in which area(s)? (multiple options possible) 
 
☐ Purchase of  AI 
application 

☐ Licence AI application ☒ Other costs? ☐ Other, namely:: 

Explanation of insufficient information: 
No explanation provided. 
 
7. Does the decision strategy provide su;icient information about the benefits of the AI application? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
8. If information is missing, in which area(s)? (multiple options possible) 

 
☐ Savings ☒ Benefits ☐  Other, namely: 
Explanation of insufficient information: 
Have the benefits described in their own words rather than copied text from the provider's website. 
9. The decision strategy contains insufficient information about the sustainability aspects of the AI 

application. 
 

☐ Strongly disagree ☒ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
10. I am missing information in the area of: (multiple options possible) 

 
☐ Energy ☐ Sustainability ☐  Other, namely: 
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Explanation of insufficient information: 
In my view, sufficient attention is given to sustainability. 
 
 
11. The decision strategy provides su;icient information about the internal validation of the AI 

application. 
 
☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
12. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Performance own dataset ☒ User-acceptance test ☐  Other, namely: 
Explanation of insufficient information: 
Validation is crucial, requiring clarity on testing methods, stakeholder responsibilities, and metrics, 
alongside the development of a standardised checklist to ensure alignment and integration into the broader 
decision-making strategy. 
 
 
13. Were the questions in the decision strategy clear and easy to understand? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
14. If unclear and/or not easy to understand, in which area(s)? (multiple options possible) 

 
☐ Application and 
effectiveness 
 

☐ Technical aspects 
 

☐ Costs ☐ Benefits 

☐ Sustainability ☐ Internal validation ☐ Other, namely: 
Explanation of insufficient information: 
No explanation. 
 
 
15. How much time did it take to complete your contribution to the decision strategy? 
 
☒ 0 – 4 hours ☐ 4 – 8 hours ☐ 8 – 12 hours ☐ 12 – 16 hours 
16. Has the decision strategy helped you gain better insight into the respective AI application? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
17. Has the decision strategy stimulated input and communication among the various stakeholders? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
18. After using the decision strategy, is it clear what next steps should be taken? 
 
☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
19. Do you have any other feedback/comments about the decision strategy? 
 
☒ No ☐ Yes 
Explanation: 
There are many questions, which require a significant amount of time for meetings with stakeholders and 
independent research. However, it is important to understand what is needed to achieve this, so I support it. 
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Evaluation Questionnaire "Decision Strategy" 
 
1. The decision strategy provides su;icient information about the application and e;ectiveness of 

the AI application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
2. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Purpose of the AI application 
 

☐ Clinical applicability 

 

 

☐ Time investment 

 

☐ Ethical 

aspect 

 

☐ Performance of the AI 

application 

☐ Adaptability ☐ Market research 

 

☐ Level of 

innovation 

☒ Other, 

namely: 

Explanation of insufficient information: 
The ICT components need to be further enhanced. 
 
 
3. Does the decision strategy provide insu;icient information about the technical aspects of the AI 

application? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
4. I am missing information in the area of: (multiple options possible) 
 
☐ User-friendliness ☒ Technical 

integration 

☒ Data 

storage 

☐ Software 

connection 

☐ External 

integration 

☐ Other, 

namely: 

Explanation of insufficient information: 
We still require some input from our ICT department to complete this. 
 
5. The decision strategy provides sufficient information about the costs of the AI application. 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
6. If more information is desired, in which area(s)? (multiple options possible) 
 
☐ Purchase of  AI 

application 

☐ Licence AI application ☒ Other costs? ☐ Other, namely:: 

Explanation of insufficient information: 
Sufficient 
 
7. Does the decision strategy provide su;icient information about the benefits of the AI application? 

 
☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
8. If information is missing, in which area(s)? (multiple options possible) 

 
☐ Savings ☒ Benefits ☐  Other, namely: 
Explanation of insufficient information: 
Benefits are always challenging, but as AI team we need to help to make a proper assessment. 

 

 
9. The decision strategy contains insufficient information about the sustainability aspects of the AI 

application. 
 

☐ Strongly disagree ☒ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
10. I am missing information in the area of: (multiple options possible) 

 
☐ Energy ☒ Sustainability ☐  Other, namely: 
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Explanation of insufficient information: 
It's included, but we need to supplement it further with input from the sustainability programme manager. 
 
 
11. The decision strategy provides su;icient information about the internal validation of the AI 

application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 

12. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Performance own dataset ☐ User-acceptance test ☐  Other, namely: 

Explanation of insufficient information: 
Sufficient 

 
 
13. Were the questions in the decision strategy clear and easy to understand? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
14. If unclear and/or not easy to understand, in which area(s)? (multiple options possible) 

 
☐ Application and 

effectiveness 

 

☐ Technical aspects 

 
☐ Costs ☐ Benefits 

☐ Sustainability ☐ Internal validation ☐ Other, namely: 
Explanation of insufficient information: 
Questions are clear 

 

 
15. How much time did it take to complete your contribution to the decision strategy? 
 
☒ 0 – 4 hours ☐ 4 – 8 hours ☐ 8 – 12 hours ☐ 12 – 16 hours 
16. Has the decision strategy helped you gain better insight into the respective AI application? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
17. Has the decision strategy stimulated input and communication among the various stakeholders? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☐ Agree ☒ Strongly agree 
18. After using the decision strategy, is it clear what next steps should be taken? 
 
☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
19. Do you have any other feedback/comments about the decision strategy? 
 
☐ No ☒ Yes 

Explanation: 
Interesting to take another step to make it more user-friendly to complete, though the content is beautifully 

presented. 
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Evaluation Questionnaire "Decision Strategy" 
 
1. The decision strategy provides su;icient information about the application and e;ectiveness of 

the AI application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☒ Strongly agree 
2. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Purpose of the AI application 
 

☐ Clinical applicability 

 

 

☐ Time investment 

 

☐ Ethical 

aspect 

 

☐ Performance of the AI 

application 

☐ Adaptability ☐ Market research 

 

☐ Level of 

innovation 
☒ Other, 

namely: 

Explanation of insufficient information: 
It seems to me to be a fairly complete document. 
 
 
 
3. Does the decision strategy provide insu;icient information about the technical aspects of the AI 

application? 
 
☐ Strongly disagree ☒ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
4. I am missing information in the area of: (multiple options possible) 
 
☐ User-friendliness ☐ Technical 

integration 

☐ Data 

storage 

☐ Software 

connection 

☐ External 

integration 
☒ Other, 

namely: 

Explanation of insufficient information: 
No 
 
5. The decision strategy provides sufficient information about the costs of the AI application. 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
6. If more information is desired, in which area(s)? (multiple options possible) 
 
☐ Purchase of  AI 

application 

☐ Licence AI application ☒ Other costs? ☒ Other, namely:: 

Explanation of insufficient information: 
Potential costs have been detailed. 
 
7. Does the decision strategy provide su;icient information about the benefits of the AI application? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
8. If information is missing, in which area(s)? (multiple options possible) 

 
☐ Savings ☐ Benefits ☒  Other, namely: 
Explanation of insufficient information: 
Saving and benefits are described. 

9. The decision strategy contains insufficient information about the sustainability aspects of the AI 
application. 
 

☐ Strongly disagree ☒ Disagree ☐ Neutral ☐ Agree ☐ Strongly agree 
10. I am missing information in the area of: (multiple options possible) 

 
☐ Energy ☐ Sustainability ☐  Other, namely: 
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Explanation of insufficient information: 
It’s powerful that, in addition to energy, employee working conditions are also considered. 
 
 
11. The decision strategy provides su;icient information about the internal validation of the AI 

application. 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 

12. If information is missing, in which area(s)? (multiple options possible) 
 
☐ Performance own dataset ☐ User-acceptance test ☒  Other, namely: 

Explanation of insufficient information: 
It looks comprehensive, though perhaps some mention of retraining over time could be included? 
 
 
 
13. Were the questions in the decision strategy clear and easy to understand? 

 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
14. If unclear and/or not easy to understand, in which area(s)? (multiple options possible) 

 
☐ Application and 

effectiveness 

 

☐ Technical aspects 

 
☐ Costs ☐ Benefits 

☐ Sustainability ☐ Internal validation ☒ Other, namely: 
Explanation of insufficient information: 
The descriptions are clear and easy to understand. 
 

 

 
15. How much time did it take to complete your contribution to the decision strategy? 
 
☒ 0 – 4 hours ☐ 4 – 8 hours ☐ 8 – 12 hours ☐ 12 – 16 hours 
16. Has the decision strategy helped you gain better insight into the respective AI application? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
17. Has the decision strategy stimulated input and communication among the various stakeholders? 
 
☐ Strongly disagree ☐ Disagree ☐ Neutral ☒ Agree ☐ Strongly agree 
18. After using the decision strategy, is it clear what next steps should be taken? 
 
☐ Strongly disagree ☐ Disagree ☒ Neutral ☐ Agree ☐ Strongly agree 
19. Do you have any other feedback/comments about the decision strategy? 
 
☐ No ☒ Yes 

Explanation: 
In response to question 18: the next steps will be outlined in another document, so in my view, it’s not 

relevant to include them here. 

I see the final result as highly valuable for Noordwest, and the document will be applied in practice. 
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