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Abstract

Understanding how users retrospectively evaluate their interactions with adaptive intelligent systems is crucial
to improving their behaviours during interactions. Prior work has shown the potential to predict retrospective
evaluations based on different real-time aspects of conversations, such as verbal cues and non-verbal behaviours.
However, the relationship between how one retrospectively evaluates and the real-time evaluations in the moment of
conversations remains unclear. This study investigates the relationship between real-time evaluations of a situation,
using the Situational Interdependence Scale (SIS) framework, and its retrospective evaluations. We investigate the
presence of the peak-end rule and a complex relationship that could be modelled using Long Short-Term Memory
(LSTM) for each SIS dimension using the PACO dataset. Due to the absence of ground truth for real-time SIS
evaluations, we also present a methodologically sound technical approach to utilize a Large Language Model (LLM)
to estimate values for each SIS dimension for each spoken utterance in conversations. Analysis of the experiments
revealed the absence of both the peak-end rule and an LSTM-modelled relationship across all dimensions of SIS.
However, both types of models at least predict better than the average of the estimated real-time evaluation. This
may be largely due to the inaccuracy of the estimated real-time SIS evaluations and the limited LLM’s capability of
labelling real-time SIS in conversational data. Future works may focus on improving the annotation of real-time
SIS evaluations through human annotation or human-supervised few-shot learning of LLM, using other modalities
in combinations with verbal content, and exploring other predictive models.
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1
Introduction

How one remembers daily conversations or experiences is related to what happened during an event, but

it has been found that this relationship could be complex [51]. This is because evaluating what happened

at the moment of an event later is different from how one evaluates in real-time during an ongoing

event due to temporal distances, which is the perceived time between the moment of evaluation and the

moment of the stimulus events [9, 27]. In the scope of human-robot interactions, as interactive agents

become more popular in our daily lives, one of their challenges is to accurately measure and improve

the users’ impressions towards such agents. The impressions here mean the retrospective evaluation

of the interactions with the robots, which is also related to the evaluation of the robots themselves.

Optimizing users’ retrospective evaluation towards robots is important for adaptive robots in several

aspects, for example, it shapes the future willingness to interact with agents [1, 6]. Traditionally, agents

rely on explicit feedback from users, however, too frequent prompts for feedback can affect usability

negatively [20]. If the systems can estimate users’ retrospective evaluation of agents based on what

happened during interactions, instead of directly asking, it allows them to adapt their behaviour from

the estimated feedback accordingly. Additionally, not only in robot-human interactions but also in the

field of psychology, it would be interesting to uncover the relationship between the feedback which

is based on how one recollects past events and evaluate retrospectively, and the real-time experience,

which could ultimately provide implications for human perceptions and cognitions. Investigating the

relationship between real-time and retrospective evaluations in human-human conversations is an

essential meaningful first step towards achieving this goal.

Under evolving situations, people are known to continuously and subjectively evaluate these changing

situations. In the following, we refer to this as real-time evaluation of a situation. It is based on personal

belief, relevance, and significance and people adjust their behaviour accordingly [22, 37], where such

behaviours include non-verbal behaviours, such as body posture, facial expressions, or tone of voice,

and verbal contents. Past research showed that triggers of behaviours of people in a situation lie in

their ongoing internal evaluation of the current situation [22]. Its reverse is also considered true, which

means that the real-time evaluation and the ongoing behaviours bidirectionally influence each other

[35, 36]. Traditionally, psychologists attempted to conceptualize how individuals evaluate a situation

and how a situation influences human behaviour from various perspectives and proposed frameworks

such as emotional appraisal [36, 37], situation perception [29], and situational interdependence [16].

While real-time evaluation of a situation happens during the moment of an interaction, the retrospective
evaluation of a situation happens after an interaction or a situation occurs, so there is a temporal distance

between them, which changes the perception of past events [27]. To visually illustrate the real-time and

retrospective evaluation of a situation, the schematic image of two people in a conversation is shown

in Figure 1.1. While Person A and B are having a conversation, there is a real-time evaluation of the

conversation by each of them which is affected by the change in the situation as time passes. On the

other hand, the retrospective evaluation happens after an interaction, which is reflected and evaluated

based on what happened during the moment of conversation.

There are several attempts at estimating how in real-time people evaluate situations by looking at

1
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Figure 1.1: A schematic image of two people in a conversation. The grey box shows the real-time evaluation of the conversation,

which changes as the change of situation as time passes. The retrospective evaluation of the conversation is likely to be linked

with what happened and how one evaluated the situation during the conversation, which is symbolized with the black arrow on

the top. However, this link between the two has not been established yet.

nonverbal behaviours [15] or verbal contents [54]. However, these studies did not look into how the

real-time evaluation is related to the retrospective evaluation. Also, the link between the real-time

behaviours at the moment and the retrospective evaluation is studied [10], but not the relationship with

the real-time evaluation.

In the field of psychology, peak-end rule [14] is a well-known principle that explains the link between how

one experiences the moment in real time and what is remembered. It is found to be generalized to other

domains [2, 46], however, have not yet been investigated for the evaluation of a situation. In the scope

of an attempt to link the retrospective evaluation and the real-time sentiment analysis, which can be

seen as one kind of evaluation framework, a study has investigated predicting the customer satisfaction

(CSAT) of a conversational agent from sentiment analysis of real-time verbal behaviour during users’

conversations with the agent [20]. Although their studies’ reported the successful performance of

predicting CSAT, they did not investigate their relationship using the same evaluation framework for

real-time evaluation and retrospective. Investigating a relationship between real-time and retrospective

evaluations expands the possibility of identifying the factors lying in the moment of conversations

influencing retrospective evaluations of situations.

One of the reasons for the lack of research in this relationship between the real-time evaluation of a

situation and its retrospective evaluation would be that it is challenging to obtain accurate measures of

the real-time evaluation of situations. For example, via self-report, the invasiveness of measurement

tools cannot be ignored [33] as users have to report their evaluation of ongoing situations in real-time

using some device, which would affect their evaluation of the situation. On the other hand, using

third-party observation and annotation by examining observable signals, there is a limitation that what

can be observed in terms of behaviours might not truly reflect the actual internal state of evaluation [25].

Despite these limitations in obtaining a real-time evaluation of a situation, LLM (Large language models)

became gradually popular and recognized as a tool to augment the human annotation process [34,

57], which helps with obtaining annotated labels utilizing textual data. LLM has proven its capability

in various natural language processing tasks [26], where verbal cues are one informative source to

grasp the idea of human perceptions of a situation [37]. Specifically, in the scope of applying LLM to

Computational Social Science, the use of LLM in a zero-shot manner, meaning without task-specific

training, has demonstrated notable performance in various text labelling tasks, including utterance-wise

sentiment analysis [57]. Although the reported study does not support the full replacement of human

annotators by LLM, the idea of using LLM in estimating human perceptions is gradually gaining
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recognition.

Acknowledging these research gaps and limitations, this research attempts to explore the relationship

between the real-time and the retrospective evaluation of a situation, specifically in a conversation

setting. To address the lack of ground truth for the real-time evaluation of a situation, we propose a

methodologically sound approach that utilizes zero-shot learning LLM to estimate it from each utterance

of the verbal contents of the conversation. This approach serves as a proxy for its actual real-time

evaluation. Thus, the research question can be formulated as follows.

• To what extent is an individual’s estimated real-time evaluation of situational interdependence

during interaction indicative of their retrospective evaluation of situational interdependence?

We use the PACO dataset [24] that consists of video recordings of conversations between two people and

questionnaire responses about the conversations. In their experiment, after a conversation, participants

were asked to fill in a post-conversation questionnaire that included the retrospective evaluation of a

situation in terms of SIS (Situational Interdependence Scale). SIS is proposed by Gerpott et al. [16], which

consists of five dimensions to evaluate the situation and provides a way to quantify the perception of

interdependence in a situation. Using this estimated real-time evaluation of SIS, the predictive models

are implemented to explore the potential existence of relationships of 1) the peak-End rule and 2) a

more complex relationship with its retrospective evaluation. Within the scope of this research, the

contributions of this research are as follows.

• In order to tackle the challenge of obtaining real-time evaluation data, we present a technical

approach to estimate the real-time evaluation of SIS from verbal contents of conversation using an

LLM in a zero-shot manner.

• We present an investigation of exploring the relationship between the estimated real-time and

the retrospective evaluation of SIS. More specifically, for each independent dimension of SIS, we

investigate if the peak-end rule is present and if there is a more complex relationship that can be

modelled using machine learning techniques.



2
Related Work

This chapter provides the insights from relevant literature. Firstly, frameworks of situation evaluation

are explained to give a comprehensive overview of why it is interesting to research. In addition, Section

2.2 explains the prior works on using any real-time information, including real-time evaluation and

other real-time information such as behaviours, to predict the retrospective evaluation of situations.

Finally, the last section discusses the current state of the research on using LLMs to estimate the real-time

evaluation of situations from verbal contents of conversations.

2.1. Situation evaluation frameworks
In the field of cognitive science and psychology, there are many theories about how people evaluate

situations during interactions. This section is going to explore the implications of prior works on the

evaluation of a situation and discuss different frameworks for situation evaluation.

Situation perception is a type of cognitive process that interprets and understands situations subjectively

based on an individual’s experiences, beliefs, and expectations [44]. The expressed emotions and

behaviour can be indicative of how one perceives a situation [17, 18] as they are triggered based on the

evaluation of the current situation and its reverse is also true [29]. Thus, the understanding of situation

characteristics helps with not only just identifying the nature of situations, but also studying how people

evaluate the situation.

Emotion is one of the examples of how the evaluation of a situation influences people’s behaviour

or internal states. Appraisal theory of emotion conceptualized how emotions arise as a result of

evaluating situations [37]. Within this framework, appraisal refers to the evaluative process of situations

based on personal beliefs, relevance, and significance. The Component Process Model (CPM) of

appraisal inherits from the broader appraisal theory of emotion [35]. In this framework, combinations

of specific configurations of different appraisal components (i.g. relevance, implications/consequences,

coping potential, and norm compatibility) define emotions [33, 36]. It is worth noting that different

psychologists may argue different dimensions of the appraisal theory of emotion. With such frameworks

of appraisal-based emotion theories, it is possible to capture nuanced emotions, instead of distinct

emotional labels like in Ekman’s six emotions [12].

Lastly, it is known that the variations of evaluations occur not only among different individuals but also

within the same individual over time, influenced by changes in perception of the situation, and the

situation itself [9]. The temporal distance between the moment of evaluation and the moment of the

stimulus event has been shown to impact the evaluation. [47]. However, the theories of evaluations of

situations are currently vague in how time, specifically the real-time evaluation based on constantly

evolving situations, plays a role, instead, they often focus on studying different dimensions of situation

characteristics.

4



2.2. Predicting retrospective evaluation from real-time information 5

2.2. Predicting retrospective evaluation from real-time information
Research by Dudzik et al. [10] investigated recognizing retrospective perceived situational interdepen-

dence in face-to-face negotiations by exploiting real-time facial expressions, upper body behaviour and

non-verbal vocal behaviour during interaction. They built a model based on the Ridge Classifier to

analyse multivariate time series of those behavioural features. Their main discovery is that, out of the

dimensions of SIS, people’s real-time behaviour seems to predict the evaluation of conflict of interest and

power, while the conversation partner’s behaviour is for CI (conflict of interest), FI (future independence)

and IC (information certainty). Also, this research did not explicitly take the temporal dynamics of

behaviour into account, instead, they constructed aggregated real-time behavioural features by using

ROCKET (Random Convolutional Kernel Transformation) [8], which might lack the direct implications

of how temporal dynamics of real-time behavioural features have significance to the retrospective

situational interdependence.

In the field of psychology, there is a widely known phenomenon called the "Peak-end rule" proposed by

Fredrickson and Kahneman, which states that people tend to evaluate the overall experience of an event

based on its peak and the end rather than based on the sum or weighted average of overall experience

[19]. It also implies that the duration of the event does not have much influence on how one evaluates

the situation later. Its applicability has been investigated in wider domains, such as affective arousal,

pain and perception of discomfort [14, 19].

However, Strĳbosch et al. criticises the peak-end rule has only been traditionally investigated in rather

simpler experiences and argues that the peak-end rule may not be robust for complex and heterogeneous

experiences [42]. They tested the existence of the peak-end rule by asking participants to report their

emotional arousal when they are watching a VR movie, which can be seen as a more continuous stimulus

event in contrast to Fredrickson and Kahneman where they tested emotional valence (pleasantness)

with a set of distinct video clips. These findings suggest that the peak-end rule may not be robust for

cognitively more complex experiences.

A study by Kim, Levy, and Liu has attempted to predict customer satisfaction (CSAT) of a conversational

agent from the sentiments and contents of the conversations with the conversational agent [20]. They

used the conversations which naturally occurred between users and conversational agents. They

extracted two types of features for each utterance turn from the raw conversation audio, namely

automatic and human-annotated sentiment analysis. The automatic annotation analyses its sentiment

embedding based on acoustic and lexical cues automatically and the human annotation involves

manually evaluating each utterance in terms of activation, valence and satisfaction. These sequences of

utterance-wise annotations are inputted to two types of machine learning models, BLSTM (Birectional

long-short-term memory) and 𝜈-SVR (Support Vector Regression), where BLSTM can well-capture the

temporal dynamics of input sequences but the other one is static in time. They reported the importance

of exploiting utterance-wise features to predict CSAT instead of aggregated features of a conversation

as utterance-wise ones scored higher in correlation with CSAT. The BLSTM models with automatic

sentiment features have performed the best, implying the temporal dynamics within each conversation

are important to estimate CSAT. Although automatic annotation has outperformed the human annotation

input, it also shows high predicting performance, which suggests that the human-annotated sentiment

analysis per sentence is informative in predicting retrospective evaluation. Similarity to our research lies

in taking an approach to annotate the conversation per utterance in terms of some dimensional spaces

which possibly reflects on users’ real-time evaluation of a conversation and predicts the retrospective

evaluation of conversations. However, they used different frameworks for annotating real-time and

retrospective evaluation, whereas in our study we used the same framework, namely SIS.

2.3. Estimating Real-time Evaluation using LLMs
This section discusses the present research landscape on estimating real-time evaluations of situations,

including conversations or interactions, with a specific focus on utilizing LLM (Large Language Model).

Several studies have explored using real-time verbal content to predict the numerical values of different

frameworks of retrospective evaluations. The previously mentioned study by Kim, Levy, and Liu[20]

showed the capability of real-time conversation audio cues and their sentiments, during interactions in

predicting customer satisfaction. Their study has manually annotated the conversation utterances in

the dimensions of activation, valence and satisfaction. As these prior works have shown, the verbal
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content of a conversation is one of the rich information sources to estimate the speaker’s internal states

of real-time evaluations of situations [52].

As it is costly to annotate the conversations to extract such features manually, LLMs are one of the

alternative approaches that would augment human annotators in such feature extraction tasks in the

Computational Social Science field because they can map the input sequences, in this case, natural

languages, non-linearly that may resemble human cognition and reasoning by utilizing their processing

and memory capability [34, 57]. Transformer architecture [48], which is the core of LLMs nowadays,

enables learning long-range dependencies in sequential data efficiently, which makes it suitable for

various natural language processing tasks. As technological advancement, LLM became more recognised

in the field of computational social science to partially automate human annotations [57]. Several

attempts were made previously to quantify the components of psychological frameworks, especially in

emotional appraisal, using LLMs [5, 13, 43, 53, 54].

One of the examples is to predict dimensions of emotional appraisal with zero-shot learning using the

CovidET dataset [54, 55], which consists of covid-related posts on Reddit, which can be considered

an outcome of retrospective evaluation of experienced events as they were presumably composed

after the events rather than during them. Similar approaches have been adopted to estimate how one

evaluated the experienced event in terms of emotions from text descriptions of specific scenarios [5, 43,

53]. These prior studies have underscored the potential of LLMs in extracting dimensions of a variant of

the retrospective evaluation of a situation from textual data. However, to the best of our knowledge,

there have been no attempts so far to be used in the context of situational interdependence so far.

One notable study conducted by Feng et al. [13] focused on estimating real-time emotions in the

conversational setting by analyzing each utterance to identify emotions within a conversational context

using a set of emotional labels. The study found that, compared to state-of-the-art supervised approaches,

LLMs exhibited lower performance in zero-shot learning scenarios. However, performance notably

improved with instruction-following demonstrations, indicating the effective utilization of prompts is

essential. It underscores their greater generalizability to other natural language processing tasks and

robustness to errors in automatic speech recognition. Overall, this study has shown the potential of

employing LLMs within conversation settings to infer one’s perception of a situation from conversational

text data.

Regarding the criticism toward using LLM for the annotation process, it is reported that LLMs struggle

with multiple-choice questions (MCQs) due to their bias in selecting options based on their positions

[31, 56], which makes it not suitable for simulating annotation by selecting options. In addition, it is also

found that LLM also has a bias in outputting numerical values, where they have a "favourite" number

when outputting numbers [40]. It would be worth investigating in our research how the performance of

LLM would change due to the format of MCQs in the prompt.



3
Approach

This chapter provides a brief overview of the experiment pipeline, including 1) the explanation of the

dataset and its applicability and implications to this research, and 2) outlining the entire experiment

setup to achieve our research goal.

3.1. Dataset
In this research, the PACO dataset is used [24]. Although it was collected for different purposes, it

provides all the relevant information to our research aims, which is namely 1)video recordings of two

participants having conversations and 2) the results of a post-questionnaire including self-reported

retrospective evaluation of SIS for each dimension.

The PACO dataset was initially developed to model partner selection and explore its relationship

with human impressions during social interactions [24]. The dataset includes recordings of 3-minute

online conversations between two individuals over two different settings where people have different

expectations towards their conversation partners. The settings include performing 1) a joint trust task

(TRUST), which is a cooperative decision-making task with mixed motives, and 2) a joint competence task

(COMP), where the outcome depends on the competence of two individuals. Half of the participants

were selected for performing the joint trust task and the other for the joint competence task. Depending

on the task the participants were assigned, the goal of the conversations would be different. For the

TRUST task, the participant in the conversation is looking for someone who seems more warm, while

those assigned to the COMP task try to find someone with higher competence.

Each participant was asked to have one-on-one online video conversations to find a suitable partner

for one of the two tasks with 3-5 other participants and to fill out a questionnaire including a 10-item

version of the Situational Interdependence Scale (SIS) after each conversation. As mentioned earlier, SIS

proposed by Gerpott et al. [16] provides a way to quantify and reason the perceived interdependence of

people in a situation. This scale is useful as it is known from previous research that people can recognize

how their behaviours affect their own or interaction partners’ outcomes and change their behaviour

accordingly based on the real-time evaluation of situational interdependence at any given time [16].

This framework consists of the five dimensions of SIS as in Table 3.1. Two questions per dimension

were asked, and participants had to rate each question/statement in terms of a 1-5 Likert scale. Some

questions are reversed, which means that a higher value in the answer means a lower value for the

degree of a dimension. The average score of the scores from two answers, reversed if necessary, is used

as the value for each dimension.

The distribution of the Likert scale for each dimension of the retrospective evaluation is shown in

Figure 3.1. As shown in this figure, for all dimensions, the Likert-scale distributions are imbalanced,

which could cause biased predictive models. These imbalances may be due to the contextual settings of

the conversations, more specifically the goal of the conversation. The goal of the participants during

conversations is to figure out if the person they are talking to right now is suitable for the tasks carried

out in the next stage of the experiment, and the same goes for their conversation partners. For that

7
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Dimension Description
Mutual Dependence Degree of how much each person’s outcomes are determined

by how each person behaves in that situation

Conflict of Interest Degree to which the behaviour that results in the best outcome

for one individual results in the worst outcome for the other

Future Independence Degree to which own and other’s behaviour in the present

situation can affect own and other’s behaviour and outcomes

in future interactions

Information Certainty Degree to which a person knows their partner’s preferred

outcomes and how each person’s actions influence each other’s

outcomes

Power Degree to which an individual determines their own and

others’ outcomes, while others do not influence their own

outcome

Table 3.1: Dimensions of situational interdependence and their definitions in short from Gerpott et al.[16]

reason, since both parties in a conversation share the same goal, it may be less likely to have CI between

the two people, resulting in relatively lower scores as shown in 3.1b. Also, for the dimension of P, it

may be less likely that one of the two who are in a conversation will dominate the conversation as the

contextual setting of the experiment does not impose power imbalance, resulting in its peek in the

middle (Likert scale of 3) indicating equal balance of power in Figure 3.1e. Similarly, the tendency

of middle or higher values in the dimension of MD and IC as shown in Figure 3.1a could be that

both people in a conversation are aware of how they behave in a situation can have an impact on the

impression of their conversation partner. On the other hand, not everyone is perceived to be a suitable

partner to perform the task or understand the other’s expectation toward oneself accurately, leading to

lower FI and IC, resulting in slightly lower peaks in contrast to MD as observed in Figure 3.1c and 3.1d.

The videos of conversations in the PACO dataset have two kinds of recordings from two perspectives.

Each video only captures audio-visual signals from one person’s point of view, which is saved locally

and on the cloud. This setup implies that the participant was watching the cloud videos of his/her

conversation partners while interacting with each other. In this research, both people’s perspectives of

the local recordings in a conversation are used as it was observed that they contain higher-quality audio

from the manual inspection. The audio is extracted from these video recordings and merged into one

audio file, which contains audio of both parties in a conversation. This file is then passed to the audio

transcription process, which will be detailed in Section 4.1.

3.2. Experimental setup
The experiment to test our hypotheses involves the following two steps;

1. Estimating the real-time evaluation of SIS from verbal contents of conversations.

2. Creating predictive models to map the real-time evaluation of SIS to the retrospective evaluation.

The overall pipeline consisting of these two steps is visualized in Figure 3.2. Firstly, conversation audio

files are transcribed with speaker labels in time order. The transcription is then processed to generate

the real-time evaluation of SIS. LLM is used here to generalize this label for each utterance of a speaker,

where the input prompts ask to act as a person in a conversation and estimate each dimension of SIS by

filling the same questionnaire as what participants completed, which we call this output the estimated
real-time evaluation of SIS. Each dimension of this output from LLM will be the input for the predictive

models, generating predicted values for each dimension of the retrospective evaluation of SIS. The models

are trained using the dataset which contains the retrospective evaluation of SIS of speakers. Finally, the

predicted outputs are compared with actual data and further analysed to test the potential existence

of hypothesised relationships, which will be present later. The detailed description of these steps is

explained in Chapter 4.
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(a) MD (Mutual Dependence) (b) CI (Conflict of Interest)

(c) FI (Future Interdependence) (d) IC (Information Certainty)

(e) P (Power)

Figure 3.1: Histograms of Likert-scale distributions of the retrospective evaluation for each dimension of SIS



3.2. Experimental setup 10

Figure 3.2: Schematic Representation of the pipeline



4
Methodology

4.1. Estimation of real-time evaluation
4.1.1. LLM setup
To estimate the real-time evaluation of SIS, a Large Language Model (LLM) is used to analyze the spoken

content of conversations and generate estimated values for each dimension of SIS. The input of the LLM

will be a prompt which contains 1) an utterance from a speaker at a time, 2) the conversation history,

and 3) a set of questions to answer each time to output values for each dimension of SIS. This process is

repeated from the first utterance until the last utterance of the speaker in a conversation. Due to the

lack of ground truth data of the real-time evaluation of SIS, the model is used in a zero-shot manner. It

is a way to utilize LLMs without specific training or fine-tuning their parameters for a specific task,

which is in this case, labelling each dimension of SIS at a given sentence in a conversation. This is

possible because of the high generalization ability of LLMs which is backed up by its huge training

set and LLM is known to perform well in such unseen natural language processing tasks [39]. In this

research, Llama2-chat[45] is used. It is a state-of-the-art LLM that is pre-trained and fine-tuned with 7

to 70 billion parameters optimized particularly for dialogue applications. This model has demonstrated

promising zero-shot performance across various natural language generation and processing tasks

[45]. The adaptability of Llama2-chat to unseen tasks makes it an ideal tool for our research. Given the

limited time and resources, this study uses a 7 billion parameter configuration.

4.1.2. Preprocessing
The first step of the pipeline is to transcribe the conversation audio. Whisper X [3], a fast automatic

speech recognition system with word-level time stamps and speaker diarization, is used to produce

the transcriptions of the conversation video clips. While transcription generates what has been said,

speaker diarization is a process of segmenting a conversation audio clip based on who is speaking. The

specific model was the ideal tool for this study because it is based on the state-of-the-art automatic

speech recognition model which offers promising performance and it detects turn-taking with speaker

diarization as it is crucial in our setup to recognize the sequence of who spoke what when [3].

4.1.3. Prompt structure
Prompts are important for guiding LLM responses and ensuring the quality of the output. This research

drew inspiration from the design used by Feng et al.[13], whose work is relevant as it focused on

estimating emotional appraisal for each new utterance within the conversation settings. This approach

makes use of the conversation history as the context for future queries, reflecting the dynamic nature

of real conversation settings where responses might be influenced by multiple preceding sentences

rather than just the current one. While Feng et al.[13] also used in-context learning, we could not

implement it due to the absence of ground truth labels for real-time evaluation of SIS in the PACO dataset.

Additionally, the techniques described in a study by White et al.[50] about creating effective prompts are

utilized throughout our prompt. The following patterns are used to create the prompt; "meta language

creation pattern", which clarifies the use of languages within a prompt, "persona pattern", which tells

11
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the LLM to simulate a certain persona, "template pattern", which constrains the output format for better

post-process, and "context manager pattern", which specifies the context to consider when producing

output.

The design of the prompt used in our study is shown in Table 4.1. There are mainly two parts, Task

Definition and Query. Task Definition consists of informing the LLM to act as the person named

ID of the speaker in a conversation and providing the context that it is a conversational setting with

one conversation partner whose name is ID of the conversation partner (persona pattern and context

manager pattern). In addition, context specifics their conversation objectives. In the PACO dataset

experiment, half of the participants were assigned to carry out a task in the future where conversation

partners’ competence is important, while the other half did a task where conversation partners’ warmth

is important.

Next, the description of the objective of the task is presented, namely to answer 10 questions, which

will later be provided in the Query part, at the moment of a sentence by the speaker. As following the

approach of the aforementioned study by Feng et al.[13], the conversation history up until the sentence

of interest is included in the prompt as hisotry (context manager pattern) and the spoken utterance by

the speaker of interest. Lastly, since the last part of the Query part describes the conversation partner as

"person X", the last sentence of the Task Definition part explicitly clarifies that person X is indeed the

conversation partner (meta language creation pattern). We create this prompt for each spoken utterance

of the speaker of interest. For example, for a conversation of Person A with his conversation partner,

when creating the real-time evaluation of SIS of Person A in a conversation, the prompts are created for

each spoken utterance by Person A while the conversation history contains the dialogue between Person

A and his conversation partner. This is because verbal content as a behaviour reflects upon the internal

evaluation of the person as supported by prior works as mentioned before [35]. It is worth noting that it

is also true that what the conversation partner said also influences the evaluation but in this experiment,

we do not evaluate the utterance of the conversation partner when evaluating the SIS of Person A.

The Query part contains the questions that the LLM has to answer to get the real-time evaluation of

SIS values for each dimension. To keep the consistency with the retrospective evaluation of SIS, the

same set of questions and instruction scripts are provided as in the data collection of the PACO dataset

[24]. This set of questions is the scaled version of the original SIS questionnaire by Gerpott et al.[16],

which contains two questions per dimension, where one of them is a reverse coded question. The LLM

selects a textual label from the five listed options for each question to report its answer. The value for

each dimension of SIS is calculated by averaging the two corresponding answer values on a scale of

1 ("strongly disagree" or "definitely person X") to 5 ("strongly agree" or "definitely myself"), and it is

flipped for the reverse coded questions so 1 ("strongly agree" or "definitely myself") to 5 ("strongly

disagree" or "definitely person X"). Following these 10 questions with instructions, the prompt ensures

the output format for easier post-processing of the data (template pattern).

The current prompt structure is the result of several iterations of tries and errors of prompt engineering

as described in Appendix A. This appendix section discusses the previous approaches to estimate

real-time evaluation using different prompts alongside their limitations and considerations that led to

this final design and its context.

4.2. Predictive models
All of the implemented predictive models take a dimension of the estimated real-time evaluation of SIS

as its input and produce the dimension of the estimated retrospective evaluation of SIS in the range

of 1 to 5. They are implemented to test the following hypothesis. Firstly, for each of the dimensions

of SIS, the "peak-end rule" is present. Fredrickson and Kahneman [14] argues that the average of the

affective values of its peak and the end of an episode can be used to approximate the global evaluation

of the entire episode, which is known as the "peak-end rule". It is also found that this rule is observable

in other domains than affective values [21], suggesting the potential similar correlation in situational

interdependence. Another hypothesis is that for each dimension of SIS, beyond the peak-end rule, there

exists a more complex relationship between the real-time and the retrospective evaluation. Such a

relationship could be modelled using machine learning models that capture the dependency within the

sequential input data and output the retrospective evaluation. For this purpose, the long short-term
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Component Prompt body
Task Definition Act as Person {ID of the speaker}. You are now having a conversation

with Person {ID of the conversation partner} to find a partner to carry

out a task with in the future where your partner’s {context} is

important. You are asked to answer the following 10 questions

at the moment you said {sentence} given this conversation history.

{history}. From now on, person X means your conversation partner,

Person {ID of the conversation partner}.
Query Here, you are asked to rate the interaction you just took part in.

We are interested in your personal (subjective) impression of

the situation. Thus, we ask you to be as honest as possible and

describe the situation by using the following scale:

Strongly disagree, Somewhat disagree, Neither agree nor disagree,

Somewhat agree, Strongly Agree

1. What each of us does in this situation affects the other.

2. Our preferred outcomes in this situation are conflicting.

3. How we behave now will have consequences for future

outcomes.

4. We both know what the other wants.

5. Whatever each of us does in this situation, our actions will not

affect the other’s outcome.

6. We can both obtain our preferred outcomes.

7. Our future interactions are not affected by the outcomes of this

situation.

8. I don’t think the other knows what I want.

For each item, please think of the same conversation and

indicate how the following statements describe the specific

situation.

Definitely person X, Maybe person X, Neither person X nor myself,

Maybe myself, Definitely myself

9. Who do you feel had more power to determine their own

outcomes in this situation?

10. Who has the least amount of influence on the outcomes of this

situation?

Use the template to answer in JSON format. You do not need to

provide explanation. {"Q1" : SCALE, "Q2" : SCALE, "Q3" : SCALE,

... , "Q10" : SCALE}

Table 4.1: A template of the prompt for estimating real-time evaluation of SIS at a given sentence given the conversation history
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memory (LSTM) network is implemented to test this hypothesis because this architecture is known to

be efficient in learning sequential data dependency compared to traditional recurrent neural networks

(RNNs).

To test the hypothesis of the peak-end rule, two types of peak-end rule models (peak_end) are implemented.

The rule states that the overall experience can be modelled by averaging its peak values and the end

[19]. In this study, we implement the peak-end rule for each dimension and take the maximum value as

"peak" and the value of the last sentence by a speaker as "end", and the average of these two values is

returned based. It can be formulated as,

𝑌pred =
max(𝑋) + 𝑋𝑛

2

, where 𝑌pred represents the predictive output of the peak-end model, and 𝑋 is the input vector with

its length 𝑛 that contains the values of estimated real-time evaluation for each dimension of SIS. Also,

following the approach of Trofymchuk, Liz, and Trofimchuk [46], a linear regression model that learns

the weight of the peak and the end is also implemented (peak_end_reg). This can be expressed as,

𝑌pred = 𝑤max ∗ 𝑚𝑎𝑥(𝑋) + 𝑤end ∗ 𝑋𝑛 + 𝑏

, where 𝑤max and 𝑤end represents the weight for the peak and the end values respectively and 𝑏 is the

intercept which is also learned during training. To test the significance of the combination of the peak

and the end, two additional models were also implemented where one only outputs the peak (peak_only),

𝑌𝑝𝑟𝑒𝑑 = 𝑚𝑎𝑥(𝑋)

and the other only outputs the end (end_only)

𝑌𝑝𝑟𝑒𝑑 = 𝑋𝑛

.

To test the hypothesis of the complex relationship, the Long Short-Term Memory network (LSTM) is

chosen. The LSTM’s ability to capture long dependencies over time is well-suited for our task, given

that the input is sequential data of real-time evaluation per sentence. To tackle the problem of unequal

lengths of the input sequence, two types of LSTM, lstm_pad and lstm_length_varying are implemented.

Both these two models account for the different number of spoken sentences per person and conversation.

The first model (lstm_pad) pads the input sequence to match the lengths with the longest sequence so

that it can be input into the model. While the padding techniques are widely used to solve the issue of

unequal lengths sequences in many machine learning tasks, the problem with this approach would be,

for example, that the network might misinterpret the padded sequence and also the padded sequence

does not hold semantic meaning as they are not the actual meaningful input information. This can be a

cause of a biased network. To mitigate such problems with padding, the other model is trained without

padding the sequence (lstm_length_varying). This model is implemented by grouping and batching the

input sequences according to their lengths, also called bucketing, which means that each training batch

only contains the sequences with the same lengths. However, this approach might struggle with the

performance as the sequence lengths are unequally distributed, which could harm the performance

or make the training process inefficient. For each iteration of training of lstm_pad model, the number

of hidden states and the number of epochs are tuned using the techniques of hyperparameter tuning.

These LSTM models are implemented with Tensorflow [23]. For lstm_length_varying model, the hidden

states of 16, and the 10 epochs are chosen as hyperparameters.

Finally, the dummy model (dummy) is implemented, which returns the average value of the retrospective

SIS of the training set as its predicted value. This dummy model serves as the null hypothesis, which

helps evaluate if the two models above show improvements and their significance to test the hypotheses

and whether the hypothesized relationships are present. Additionally, a baseline model (base_line) is

also implemented, where it takes the mean of the input sequence.
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4.3. Evaluation
To compare these three models, the performance of each model for each dimension is measured in

terms of 𝑅2
, which is calculated as

𝑅2 = 1 −

𝑛∑
𝑖=1

(𝑦𝑖 − 𝑦𝑝𝑟𝑒𝑑)2

𝑛∑
𝑖=1

(𝑦𝑖 − 𝜇)2

, where indicates the number of observations, 𝑦𝑝𝑟𝑒𝑑 refers to predicted value and 𝑦𝑖 is its ground truth,

and 𝜇 is the class average of a dimension. 𝑅2
indicates how the model explains the variability in the

target variable. 𝑅2 = 0 implies that the performance is the same as the class average, meaning it does

not make prediction better than dummy. A higher value of 𝑅2
, where its maximum value is 1, suggests a

better fit of the model, meaning the model explains well the variability in the target variable. 𝑅2
is the

best fit to test our hypotheses because our interest lies in whether or what type of relationship there is

between the real-time evaluation and the retrospective evaluation of SIS.

Furthermore, to test if a model has made a statistically significant improvement, paired t-tests are carried

out. It checks if the model has made a statistically significant difference given the mean and the variance

of its performance compared to the comparison target model. In other words, it provides us meaningful

insight into whether the performance improvement is by a random chance or due to the better fit of the

model.

In this study, Welch’s t-test is applied as we do not assume that the average performance scores do not

have the same variance [49] for different models. The underlying assumptions of Welch’s t-test are 1)

the observations are independent and 2) residuals are normally distributed.

For the first assumption of independence, each participant engages in three conversations with three

different people but each conversation is treated as one data point. There could be personal bias in

how one evaluates SIS in real-time and retrospectively so not all data points are independent. Also,

the participants were assigned to two different contextual settings, where the contextual setting itself

could have an impact, which makes it not independent. However, in this experiment, these are

ignored as we carry out 10 times 10 iterations of cross-validation as detailed later, which makes 100

different observations with different test-training splits, which we believe is large enough to discard

the assumption. Regarding the second assumption of Welch’s t-test, for each model in pair t-tests, the

Shapiro-Wilk test is performed to test the normality [38].

The p-values less than 0.05 indicate that the variance of the result is not because of random chance. The

t-statistics value can be positive and negative, where the positive one suggests the model has resulted

in better prediction performance, while the negative one indicates that the model performed worse

than the comparison target. To test the first hypothesis, peak_end and peak_end_reg models are compared

against dummy model. On the other hand, for the second hypothesis, lstm_pad and lstm_length_varying
are compared with dummy model. The performance of each model is measured by 10 iterations of 10-fold

cross-validation, meaning 100 observations in total, with random shuffling as these hyperparameters of

cross-validations have been found to have high replicability of the result [4], where high replicability of

evaluation contributes to the higher reproducibility of the research. Here, randomly stuffing means that

we do not explicitly divide based on the participants or contextual settings.



5
Result

5.1. Estimating the estimated real-time evaluation of SIS
Out of 888 outputs of estimated real-time evaluation from the LLM, 766 of them have outputted in

the correct format, which is then processed to calculate the value of each dimension of SIS. Figure 5.1

shows the distributions of labels of the estimated real-time evaluation for each dimension. For the

dimension of MD, the sharp peak is at 4.5 as in Figure 5.1a. Similarly, for CI, most labels are distributed

in 2.5 shown in Figure 5.1b. For the dimension of FI, it showed its strong peak at 3.5. Dimension of

IC and P showed the spread in the labels compared to the rest of the dimensions. The dimension of

IC has its peak at 4.0 but there are also values of 3.5 and 3.0. For the dimension of P, it is shown the

most varying labels ranging from 1.5 to 4.0, but interestingly the values of 2.5 have occurred much less

than its neighbouring bins of 2.0 and 3.0. These imbalanced distributions of real-time evaluation of SIS

could be a cause of biased predictive models. Due to the absence of the ground truth of the estimated

real-time evaluation, it is not possible to test the accuracy of how much the estimation reflects the actual

real-time evaluation of SIS by participants in the moment of conversations.

5.2. Predicting the retrospective from the estimated real-time eval-
uation of SIS

Given the correctly formatted estimated real-time evaluation of SIS (766 outputs), the performance of

10 times randomly resampled 10-fold cross-validation is shown in Table 5.1. Their visualization as an

error-bar plot to illustrate the differences in performance and their variance across different models are

presented in Figure 5.2. Their x-axis shows the names of the predictive models described in Section 4.2

for all figures.

Overall, for all models across all dimensions, average 𝑅2
has resulted in negative values, suggesting a

low degree of the model fit and that the performance was worse than the simple class average of each

dimension. In addition, as it is visible in Figure 5.2, some of the models showed high variance. For

heuristic models (peak_end, peak_only and end_only) where they output constant values based on the

estimated real-time evaluations, it is most likely because of imbalanced estimated real-time evaluation

data and the retrospective evaluation as these three models do not learn and adjust the outputs from

the data. lstm_length_varying in dimensions of MD and FI showed relatively high variance compared to

those in the other three dimensions, which could imply that the models in MD and FI failed to capture

the underlying pattern.

In the scope of peak-end rule models (peak_end, peak_only, end_only and peak_end_reg), peak_end, peak_only
and end_only models have high variance across all dimensions compared to peak_end_reg. Noticeably,

in the dimension of P, peak_only and end_only have performed significantly worse than in the other

dimensions, probably because the estimated real-time evaluation of dimension P was varied compared

to the other dimensions. For all dimensions, peak_end_reg outperformed the rest of peak-end rule models,

suggesting that weights of the peak, the end, and the intercept term play important roles in predicting

16
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(a) MD (Mutual Dependence) (b) CI (Conflict of Interest)

(c) FI (Future Interdependence) (d) IC (Information Certainty)

(e) P (Power)

Figure 5.1: Histograms of distributions of estimated real-time evaluation for each dimension of SIS
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Model r2_mean r2_std
peak_end_reg -0.01283 0.03058

peak_end -0.50435 0.13572

peak_only -0.76691 0.25914

end_only -0.88505 0.24135

lstm_pad -0.03214 0.04543

lstm_length_varying -0.23561 0.25796

base_line -0.24333 0.09122

dummy -0.01425 0.02170

(a) MD (Mutual Dependence)

Model r2_mean r2_std
peak_end_reg -0.01359 0.02532

peak_end -0.50959 0.24549

peak_only -0.70497 0.22669

end_only -0.39587 0.19802

lstm_pad -0.04676 0.09348

lstm_length_varying -0.10529 0.07974

base_line -0.25756 0.11370

dummy -0.01574 0.02065

(b) CI (Conflict of Interest)

Model r2_mean r2_std
peak_end_reg -0.01840 0.02371

peak_end -0.17407 0.08140

peak_only -0.59842 0.17525

end_only -0.27332 0.12240

lstm_pad -0.02980 0.03786

lstm_length_varying -0.56738 0.27748

base_line -0.03993 0.03502

dummy -0.01517 0.02138

(c) FI (Future Interdependence)

Model r2_mean r2_std
peak_end_reg -0.01957 0.02365

peak_end -0.51263 0.16376

peak_only -1.18541 0.28657

end_only -0.50324 0.17668

lstm_pad -0.02466 0.03606

lstm_length_varying -0.18577 0.12899

base_line -0.11839 0.07251

dummy -0.01125 0.01236

(d) IC (Information Certainty)

Model r2_mean r2_std
peak_end_reg -0.01716 0.03482

peak_end -0.50511 0.14838

peak_only -1.85003 0.51372

end_only -1.53530 0.41435

lstm_pad -0.03480 0.04932

lstm_length_varying -0.11302 0.09406

base_line -0.46190 0.16043

dummy -0.01311 0.01744

(e) P (Power)

Table 5.1: Comparison of 𝑅2
for each dimension of SIS across different models.
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(a) MD (Mutual Dependence) (b) CI (Conflict of Interest)

(c) FI (Future Interdependence) (d) IC (Information Certainty)

(e) P (Power)

Figure 5.2: The error bar plot of 𝑅2
for each dimension of SIS across different models (from the left, peak_end, peak_end_reg,

peak_only, end_only, lstm_pad, lstm_length_varying, base_line, and dummy). The point shows the average and the error bar shows the

standard error.
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the retrospective evaluation from the estimated real-time evaluation.

Regarding LSTM models, lstm_length_varying models in the dimensions of MD and FI have shown

high variance in their performance as mentioned earlier. lstm_length_varying models in CI and P have

outperformed base_line while they did not in the rest of the dimension. On the other hand, lstm_pad has

resulted in comparable performance as dummy and peak_end_reg for all dimensions and outperformed

base_line. Lastly, lstm_pad has outperformed lstm_length_varying in all dimensions, suggesting that for

predicting retrospective evaluation of SIS for all dimensions from estimated real-time evaluation of SIS,

it is better to pad the input sequences, instead training in batches with the same length with the current

configuration of LSTM. This could be because the imbalanced variation of the conversation lengths was

high, which makes the training process ineffective by learning from the inputs with the same lengths.

In order to illustrate the significance of the predictive models, the results for t-tests are shown in Table

5.2. The normality of the results of these selected models is validated by the Shapiro-Wilk test as

shown in Table B.1. The comparison of peak_end and peak_end_reg against dummy and base_line have

been measured to test our first hypothesis of whether the peak-end rule is present in the relationship

between the (estimated) real-time evaluation of SIS and its retrospective evaluation. In addition, the

effects of ablations were also tested by comparing peak_end against peak_only and end_only. Next to

that, to test our second hypothesis of the more complex relationship between the real-time and the

retrospective evaluation of SIS, we conducted the t-tests of lstm_pad and lstm_length_varying against

dummy and base_line.

Model 1 Model 2 p-value t-statistics
peak_end dummy 0.00000 -35.48038

peak_end_reg dummy 0.70828 0.37477

peak_end base_line 0.00000 -15.88240

peak_end_reg base_line 0.00000 23.83804

peak_end end_only 0.00000 13.67978

peak_end peak_only 0.00000 8.93047

lstm_pad dummy 0.00055 -3.53711

lstm_length_varying dummy 0.00000 -8.50826

lstm_pad base_line 0.00000 20.61939

lstm_length_varying base_line 0.77942 0.28069

(a) MD (Mutual Dependence)

Model 1 Model 2 p-value t-statistics
peak_end dummy 0.00000 -19.94565

peak_end_reg dummy 0.51444 0.65316

peak_end base_line 0.00000 -9.26912

peak_end_reg base_line 0.00000 20.83891

peak_end end_only 0.00043 -3.58743

peak_end peak_only 0.00000 5.81812

lstm_pad dummy 0.00167 -3.22405

lstm_length_varying dummy 0.00000 -10.81755

lstm_pad base_line 0.00000 14.24921

lstm_length_varying base_line 0.00000 10.90916

(b) CI (Conflict of Interest)

Model 1 Model 2 p-value t-statistics
peak_end dummy 0.00000 -18.78667

peak_end_reg dummy 0.31492 -1.00753

peak_end base_line 0.00000 -15.06242

peak_end_reg base_line 0.00000 5.06409

peak_end end_only 0.00000 6.71837

peak_end peak_only 0.00000 21.85053

lstm_pad dummy 0.00102 -3.34712

lstm_length_varying dummy 0.00000 -19.74260

lstm_pad base_line 0.05208 1.95431

lstm_length_varying base_line 0.00000 -18.76448

(c) FI (Future Interdependence)

Model 1 Model 2 p-value t-statistics
peak_end dummy 0.00000 -30.37803

peak_end_reg dummy 0.00229 -3.10370

peak_end base_line 0.00000 -21.90320

peak_end_reg base_line 0.00000 12.89158

peak_end end_only 0.69832 -0.38816

peak_end peak_only 0.00000 20.28149

lstm_pad dummy 0.00065 -3.50058

lstm_length_varying dummy 0.00000 -13.40111

lstm_pad base_line 0.00000 11.51670

lstm_length_varying base_line 0.00001 -4.53098

(d) IC (Information Certainty)

Model 1 Model 2 p-value t-statistics
peak_end dummy 0.00000 -32.76564

peak_end_reg dummy 0.30245 -1.03486

peak_end base_line 0.05055 -1.96732

peak_end_reg base_line 0.00000 26.95479

peak_end end_only 0.00000 23.28981

peak_end peak_only 0.00000 25.02560

lstm_pad dummy 0.00007 -4.12469

lstm_length_varying dummy 0.00000 -10.39117

lstm_pad base_line 0.00000 25.31933

lstm_length_varying base_line 0.00000 18.66586

(e) P (Power)

Table 5.2: T-test results of the predictive Model 1 against Model 2 for each dimension of SIS.

Regarding the t-tests of peak-end rule models, for all dimensions, peak_end for all dimensions did
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not result in positive statistical significance against dummy and base_line, meaning peak_end did not

outperform dummy and base_line in all dimensions. The highest performance in comparison to those

baseline models was achieved in the dimension of P, where it only showed negative statistical significance

against dummy and comparable performance with base_line. Also, peak_end_reg against dummy did

not show statistical significance for all dimensions except for IC, where it showed negative statistical

significance. This indicates that the performance of peak_end_reg and dummy has shown comparable

performance for MD, CI, FI and P and worse in the dimensions of IC. However, peak_end_reg showed

positive statistical significance against base_line in all dimensions. These results suggest that dummy
performs the best compared to all of the peak-end rule models, which align with the analysis of

𝑅2
values themselves as mentioned earlier in this section. However, the weighted peak-end rule in

estimated real-time evaluation is a better predictor than the average values of the estimated real-time

evaluations. On the other hand, the simple peak-end rule model which takes the average of the peak

and the end values is not present in the relationship between the estimated real-time evaluations and

the retrospective evaluations.

In the scope of ablations of peak-end rule, peak_end has shown positive statistical significance against only

using the peak (peak_only) in all dimensions. In contrast, it showed positive statistical significance against

end_only only in the dimensions of MD FI and P, while negative significance in CI. In the dimension of

IC, it did not show any statistical significance. These results show that for the dimensions of CI, the end

of the estimated real-time evaluation is a better predictor than its peak or the average of the peak and

the end. In the dimension of MD, FI and P, peak_end has shown positive statistical significance against

both peak_only and end_only, suggesting that the peak-end rule explains the retrospective evaluation at

least better than their ablations.

From the results of t-tests of LSTM models, there is no statistical significance for all LSTM models in all

dimensions against dummy, indicating that LSTM failed to capture the underlying relationship between

the estimated real-time evaluation of SIS and its retrospective evaluation. In t-tests against base_line,
lstm_pad models in all dimensions have outperformed base_line except for FI, where the t-test results

suggest the variation of the performance is due to a random chance. The lstm_length_varying model

only in the dimensions of P and CI outperformed statistically significantly and underperformed in IC

and FI dimensions. For the dimension of MD, the t-test results did not show statistical significance.

These t-test results of LSTM models suggest that the hypothesized relationship was not present, or

the current configurations of the LSTM models in our experimental setup were not able to capture

the relationship effectively. However, similar to peak-end models, lstm_pad models in all dimensions

and lstm_length_varying in P and CI were able to perform better than base_line across all dimensions,

suggesting that they predict at least better than the average value of the estimated real-time evaluation.

5.3. Additional investigations of estimating SIS using LLM
5.3.1. Estimating summary evaluation
Given the poor performance of the predictive models across all dimensions, the assessment of the

reliability and capability of LLM in estimating real-time evaluation of SIS is carried out to test the

validity of our approach. A new prompt is designed to estimate the "summary evaluation" of SIS. This

prompt asks LLM to act as a person in the conversation and answer the same sets of 10 questions about

SIS given the entire conversation history. Our expectation for this prompt is that it would simulate the

retrospective evaluation of SIS.

In order to evaluate the performance, we carried out a 10-fold cross-validation and used MAE (Mean

Average Error) as the performance metric. MAE indicates the average difference between the predictive

values and the actual value, thus the lower the better. In order to compare the estimated summary

evaluation, a dummy model is implemented, which returns the class average of the training set. The

results of comparing 714 summary evaluation estimations and the dummy model using the retrospective

data from the PACO dataset as ground truth are shown in Table 5.3. As shown in the table, for all

dimensions, the dummy model outperformed the estimated summary evaluation. Among the estimated

summary evaluations, the performance of the dimension of IC is the worst (MAE mean of 0.88968),

followed by MD with 0.82725. In contrast, the dimension of CI has scored the best performance (MAE

mean of 0.70948) but is still lower than the dummy model. These results show that the dimension of IC

is the hardest for the LLM with the summary evaluation prompt to estimate its value while it performs
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Dummy model Estimated Summary Evaluaiton

Dimension mean std mean std

MD 0.64651 0.02367 0.82725 0.05802

CI 0.56944 0.04882 0.70948 0.04154

FI 0.66347 0.04281 0.72749 0.04407

IC 0.76367 0.08077 0.88968 0.10577

P 0.43304 0.04694 0.74531 0.10731

Table 5.3: The results of the 10-fold cross-validation of comparing the performance of the dummy model and the estimated

summary evaluation in terms of MAE and its mean and standard deviation (std)

best in predicting the dimension of CI and the class average predicts better for all dimensions. These

results pose questions in estimating SIS using LLM, where the problems could be inherited from the

capability of the LLM or the prompt design.

Based on these results of an attempt to estimate the summary evaluation, it can be expected that

these labels for real-time evaluation of SIS might not fully reflect the actual evaluation of participants.

Especially, the labels for real-time evaluation of the dimensions of IC and MD might have a higher

chance that it does not reflect the actual data given their performance in estimating summary evaluation.

5.3.2. Manual Inspection of the real-time evaluations
A manual inspection of the labels is conducted to assess the reliability of the estimated evaluation of

SIS, for both the real-time and the summary. Ideally, this process should involve multiple people to

judge fairly. However, due to the limited resources, it is carried out by the author for a limited number

of samples. We inspect the best and the worst-performing instances for each dimension in both the

summary and the estimated real-time evaluation. For the estimated real-time evaluation, we selected

the instances based on the performance of peak_end_reg model as it was the best performing model. We

inspect the outputs based on whether we can retrace the output labels, if they seem plausible and if the

ground truth seems plausible.

Manual inspection of estimated real-time evaluation
Overall, the LLM seems to struggle with changing the outputs based on each utterance. For the questions

listed earlier in the prompt (Q1-5), their outputs are usually output a constant value, which is a sign

that it failed to reflect the dynamic nature of the conversation for each incoming new utterance. On

the other hand, for questions which were listed later in the prompt had shown a variance in their

responses. It is also seen that the LLM sometimes outputs the responses in the wrong format or did not

select from the correct lists of options. For example, it outputs "definitely person X" for the questions

(Q1-Q7 in the prompt described in Table 4.1) where the expected answers are from "strongly agree"

to "strongly disagree" or sometimes even output numerically where "strongly agree" seems is 5 and

"strongly disagree" is 1.

Also, it was hard to retrace LLM’s output earlier in the conversation, meaning the LLM seemed to struggle

with analysing the situation and evaluating the questions from conversations. It could be because

the conversation is mostly just greeting, introducing themselves and chitchatting, mainly about the

crowdsourcing website and their experience with participating in similar experiments. Especially solely

based on transcribed text, such contents of conversations made it hard to infer useful information related

to situational interdependence. Additionally, some of the conversations were the entire conversation are

only about their self-introductions not only in the beginning. In all of the manually inspected outputs,

there was no extreme utterance by a speaker which would drastically influence the real-time evaluation

of the SIS of the speaker, which makes it reasonable that the LLM’s outputs did not change a lot by a

new utterance.

For dimensions of MD, CI, FI and IC, the LLM outputs seem consistent, meaning the responses for a

question and reverse-coded question were roughly matching. For dimensions of P, it was not the case.



5.3. Additional investigations of estimating SIS using LLM 23

This implies that the LLM seem to have failed to evaluate the conversation in terms of the questions

related to the power balance.

Finally, the ground truth values did not seem plausible in some cases from looking at the transcribed

text. It was especially noticeable in examples of dimensions of P. For example, in an example in which

the prediction of the summary evaluation of P did not match with the retrospective evaluation by

participants, the self-reported retrospective evaluation was 1, indicating that the person who rated it

felt that his/her conversation partner had more power during the conversation. However, from the

estimated real-time evaluation and manually following the transcribed text, none of the two in the

conversation seem to have more power.

In summary, the manual inspection has revealed that though most of the labels in real-time seem

plausible for both examples where the prediction went well and did not, except in the dimension of P, the

transcribed text alone might not be the perfect modality to infer the situational interdependence given

that most conversations did not contain much useful information to infer the situational interdependence.

Manual Inspection of estimated summary evaluations
Overall, similar to the problem in the real-time evaluation, most of the conversation primarily focused

on their basic self-introduction, background, or general impression towards the crowdsourcing portal

and the experiment. This might have limited the LLM to infer situational interdependence from the

transcribed conversation. Consequently, this could have made it hard for LLM to estimate the summary

evaluation of SIS.

Although the conversation did not seem to contain much relevant information when evaluating SIS,

the responses to the questions of the dimensions of MD, CI, FI and IC were at least consistent across

both cases of accurate and inaccurate estimations. In the scope of the dimension of P, the answers were

inconsistent in both accurate and inaccurate estimation cases, which might suggest that the estimated

summary evaluation of P was unsuccessful. This aligns with the observations of the estimated real-time

evaluation, where the dimension of P seems to be challenging for the LLM to predict from the given

information.
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Discussion

This chapter discusses the results presented in the previous chapter further to elaborate on the

implications of our studies. The research question of our study was "To what extent is an individual’s

estimated real-time evaluation of situational interdependence during interaction indicative of their

retrospective evaluation of situational interdependence?". In order to answer this question, it was

necessary to estimate the real-time evaluation of SIS using LLM due to the lack of ground truth. Hence,

the reliability and validity of the approach of the estimated real-time evaluation of SIS is discussed by

elaborating on the performance of modelling the summary evaluation and its comparison against the

retrospective evaluation. Subsequently, given the research question, two hypotheses were formulated

regarding the relationship between the retrospective evaluation of SIS and its estimated real-time

evaluation, namely testing the existence of 1) peak-end rule and 2) a more complex relationship. After

discussing the implications of the experiment results on these two hypotheses, we also discuss the

limitations of this study and suggestions for future works.

6.1. Estimating real-time evaluation of SIS
The poor performance of LLM in estimating summary evaluation highlights two potential challenges.

First, temporal distance might have affected participants’ perceptions of situational interdependence, as

suggested by prior research [9, 27]. Unlike participants answering a retrospective questionnaire, the

LLM prompt did not explicitly model this temporal distance. Second, it is reported that LLMs struggle

with multiple-choice questions (MCQs) and output biases in positions of options [31, 56]. This aligns

with our prompt asking to output by selecting listed options, potentially causing bias. While LLMs

started gaining recognition for the annotation process in Computational Social Science, which justifies

our initial choice of taking this approach, their current limitations in handling temporal distances when

simulating human participants and MCQs might suggest the unreliability for estimating real-time SIS

evaluation using the LLM based on their performance with summary evaluation. While our exploration

suggests the potential for LLMs in real-time SIS annotation, their limitations should be taken into

consideration before making further implications.

6.2. Peak-End rule
Our analysis did not support the presence of the peak-end rule in the relationship between the

retrospective evaluation of SIS and its estimated real-time evaluation for all dimensions. However,

both the simple peak-end rule (peak_end)and the weighted peak-end rule model (peak_end_reg) have

shown better performance than taking the average of the estimated real-time evaluation (base_line) for

all dimensions.

There are several potential reasons for this poor performance of the peak-end rule, including the

imbalance of both retrospective evaluation and the reliability of the estimated real-time evaluation as it

could make the models biased to certain values, and amplifies the performance of the dummy model,

which only outputs the class average. While these problems with the biased data could apply to all

24
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models in the experiment, the limited generalizability of the peak-end rule could be a reason specifically

for the peak-end rule models. Although several prior works reported the presence of the peak-end rule

across different domains [14, 19], the absence of peak-end rule in our experiment aligns with the findings

by Strĳbosch et al. [42], which discusses the robustness of peak-end rule in more cognitively complex

experimental situations. They argue that the peak-end rule was tested in simple and single-dimensional

experiments traditionally (i.e. [14, 19]), thus it cannot be generalized to more complex or heterogeneous

experiences. Our experiment focused on evaluating situational interdependence of conversations, which

would be characterized as rather more multifaced experiences where the situations are constantly

varying based on such as the conversation partner’s behaviour, which falls into the category of more

complex and heterogeneous experiences, where the peak-end rule might not apply.

6.3. Complex relationship
To test our second hypothesis of whether there is a complex relationship, we have conducted the

experiment using lstm_pad and lstm_length_varying. However, none of the LSTM models was able

to predict the retrospective evaluation of SIS from its estimated real-time evaluation, which shows

our hypothesis was not rejected from this experiment. Despite the poor performance, they at least

outperformed a model which simply takes the average of the estimated real-time evaluation.

Our results for the LSTM-modelled relationship contradict the finding that the LSTM model could

indeed capture the retrospective evaluation of customer satisfaction (CSAT) from the human-annotated

real-time evaluation of verbal cues in terms of activation, valence and satisfaction per sentence [20]. The

potential reasons for that would be inherited from the difference in how SIS and CSAT are evaluated

retrospectively internally in humans. CSAT score is measured by asking participants to rate "How do

you feel about speaking with this social robot again?" in 1-5 Likert scale.

In addition, the imbalanced data in the estimated real-time evaluation of SIS and its retrospective

evaluation, similar to the peak-end rule models as described earlier, could have influenced the model

performance. Especially for complex neural network models like LSTM, the imbalanced training data

could hinder its performance, which could have been the case as Figure 3.1 and 5.1 illustrates the

imbalanced distributions of the labels. Such imbalanced data of the retrospective evaluation might

also have inflated the performance of the dummy model, which outputs the class average labels as the

predicted value. This could have influenced our analysis of 𝑅2
values and the t-tests against this model.

6.4. Limitations and Future work
First of all, the limitations and future works of using an LLM in annotating the estimated real-time

evaluation are presented. We assumed that the estimated real-time evaluation of SIS using zero-shot

LLM reflects reality to some extent, which might not have been the case. Although our attempt to reliably

obtain values of the estimated real-time evaluation through prompt engineering and its validity check

using summary evaluation, given the lack of ground truth, it is still unclear to what extent it represents

the actual real-time evaluation of SIS during conversations. Ideally, a proper manual annotation would

be useful. But given that it requires a lot of resources, LLM could still be a good alternative but the

support of humans is necessary as the current technology of LLM does not match up to the point where

LLM can fully replace human annotators [57]. For example, with a small amount of reliable ground

truth, LLM could outperform zero-shot learning by using few-shot learning [13]. Few-shot learning

is a type of in-context learning for LLM which is provided with a few sample input-output pairs in a

prompt so LLM can learn from them. Lastly regarding LLM, we have used Llama-2-7b-chat, which is

one of the state-of-the-art LLM models. It would be interesting to test with its larger models as it has

shown better performance in most of NLP tasks [45] and also with other state-of-the-art models such as

GPT4 [28] or FLAN-T5 [7].

Additionally, we estimated the real-time evaluation of SIS solely using LLM from verbal content.

Inputting verbal contents directly and letting models learn the intermediate embedding could be a

different approach and could perform better as prior works have reported [20]. Also, using combinations

of different modalities of data instead of only verbal content, such as nonverbal vocal cues or facial

expressions, could be effective in accurately estimating the real-time evaluation as purely looking at

verbal contents could lose some nuanced semantics expressed in other modalities of behavioural cues
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[11, 30].

Regarding predicting the retrospective evaluation of SIS from the real-time evaluation, we have tested

only with LSTM to model the relationship for our second hypothesis. It would be interesting to use

different types of models as the assumption we made when using LSTM is that the temporal dynamics in

the real-time evaluation are important elements in predicting the retrospective evaluation. Furthermore,

as it has been shown that the duration does not matter in the retrospective evaluation [14, 21], future

works can also test with the models that do not consider the assumption about temporality.

Finally, while this research specifically focused on individual dimensions independently to investigate

the possible existence of a relationship, there could be an inter-dimensional relationship between the

estimated real-time and the retrospective evaluation of SIS. In other words, a combination of multiple

dimensions of real-time SIS might be indicative of one or multiple dimensions of the retrospective

evaluation of SIS. Therefore, it would be interesting to investigate this in the future.



7
Conclusion

This study has investigated the relationship between the real-time evaluation of SIS (situational

interdependence scale) [16] and its retrospective evaluation. We hypothesized the presence of the

peak-end rule [14] and a complex relationship which can be modelled using LSTM (Long-short-term

memory), independently for each dimension of SIS. A set of predictive models was implemented to test

these hypotheses in the PACO dataset [24]. Given the lack of the ground truth of real-time evaluation

of SIS, Llama2-7b-chat [45], one of the state-of-the-art LLMs, along with our designed prompt is used

to estimate the real-time evaluation of SIS for each dimension of SIS for each spoken sentence by a

speaker in conversations. From experiments, both hypotheses were rejected. However, both peak-end

rule and LSTM models scored higher performance compared to a baseline model, which takes the

average of the estimated real-time evaluation. All models seemed to struggle with the skewed data for

the estimated real-time and retrospective evaluation of SIS. One of the potential causes could be due

to the accuracy of the estimated real-time evaluation of SIS as it is uncertain to what extent it reflects

the actual evaluation. The reliability of the usage of LLM in estimating SIS was further investigated

by modelling the summary evaluation of SIS. The investigation revealed the difficulty of evaluating

SIS for the LLM from a transcribed text of the conversation, especially when it is mainly about a

random topic, such as self-introductions. It also showed the LLM’s limited capability of labelling them

correctly. In terms of the peak-end rule, prior research showed that the peak-end rule is only present in

simple cognitive evaluation experiments, which supports the rejection of the peak-end rule hypothesis

in the conversational setting [42]. On the other hand, LSTM was reported to be able to capture the

relationship between the real-time evaluation of other multidimensional frameworks and retrospective

evaluation [20], which contradicts our findings. Future work includes improved annotation of estimated

real-time evaluation of SIS by creating human annotation or applying human-supervised few-shot

learning of LLM, combining other modalities, usage of other types of predictive models, and looking

into inter-dimensional relationships.
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A
Prompt engineering

A.1. Initial Prompt
This chapter expands the work involving formulating the prompt to LLM for estimating real-time

evaluation of SIS until converging to the final version prompt as detailed in Section 4.1. The motivation

for the formulation and limitations are discussed for each prompt.

The task of this LLM pipeline was to estimate the real-time evaluation of SIS for each utterance of a

speaker in a conversation. To be more specific, it requires generating the values for each dimension

of SIS in each sentence given the conversation history. The initial prompt used in our study is shown

in Table A.1. The prompt structure is inspired by Feng et al.[13], where they attempted to annotate

emotion labels per sentence using an LLM, where the only difference with our works is the output

labels are in terms of six distinct emotion labels, instead of numerical values for each dimension of SIS.

In the initial attempt, the prompt consists of two key elements: the context and the specific query that

prompts the LLM to generate an output. The context includes definitions of each dimension of SIS (as

outlined in Table 3.1) and the conversation history leading up to, but not including, the utterance of the

speaker that will be evaluated. For each dimension of SIS, the value is estimated on a Likert scale of 1-5

to ensure alignment with the post-interaction questionnaire used in the two datasets. As this research

does not look into the reasoning of LLM’s outputs, it is specified only to return the numerical value of

each dimension in the prompt.

The distributions of the real-time evaluation SIS for each dimension using the old prompt are shown in

Figure A.1. The histogram shows strong peaks in FI and IC at 4.0 and there are only a few labels with

other values. The range of the values in FI and IC drastically differ from the retrospective evaluation

shown in Figure 3.1. Given this unrealistic disparity in the estimated real-time and retrospective

evaluations, it seems not to be plausible.

Prompt type Prompt template
Task Definition ”Situational Interdependence” is defined in terms of [Mutual

Dependence : (definition), Conflict of Interest : (definition), ...]

Query Given the dialogue history between PersonA and PersonB :

[PersonA: ..., PersonB: ..., ...], Analyse the extent of each ele-

ment of situational interdependence in the next utterance of

PersonA " ... " on a scale from 1 to 5, with 1 being "Ex-

tremely low" and 5 being "Extremely high"? {Task Defini-

tion} Please provide your answer as in the following example;

MD:[num],CI:[num],FI:[num],IC:[num],P:[num]

Table A.1: Template of the initial prompt
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(a) MD (Mutual Dependence) (b) CI (Conflict of Interest)

(c) FI (Future Interdependence) (d) IC (Information Certainty)

(e) P (Power)

Figure A.1: Histograms of distributions of estimated real-time evaluation for each dimension of SIS using the initial version

prompt.
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The potential problem with this prompt is that it was questionable if these provided definitions of SIS

are interpretable for the LLM, while the participants of the PACO dataset got 10 questions to answer,

which were later processed to output the values for each dimension of SIS. Additionally, unlike the final

version of our prompt, it does not incorporate explicit perspective-taking, which might pose a question

of whether LLM evaluated each dimension based on the perspective of the speaker.

A.2. Second version prompt
To make the output comparable with the retrospective data and better simulate the speaker in a situation,

we have designed the second version which does not provide the raw definitions which might be hard

to interpret by LLMs. The prompt formulation is outlined in Table A.2. The LLM are now only asked to

answer the questions the same as the participants, which could be easier to interpret by an LLM. In

addition, explicit perspective-taking is implemented by explicitly mentioning in the prompt "act as the

person". Explicitly describing the role that LLM has to "mimic" would increase the accuracy of their

outputs as several studies agree upon [32, 50].

The histograms of the estimated real-time evaluation using this prompt are shown in Figure A.2. The

histograms show more variety in their output values compared to those in Figure A.1. Interestingly, the

peaks of MD, CI and FI have shifted by 1.0, from 4.0 using the old prompt to 3.0 using this prompt,

meaning the LLM now outputs more natural outputs. Comparing with the retrospective evaluation

histograms in Figure 3.1, it is observed that the peaks in the estimated real-time evaluation of CI and

FI have shifted closer to the peaks in the retrospective one, while MD has shifted away from the peak.

By using the same questions to label and calculate the scores for each dimension, the data seems to be

more plausible but it still remains unclear whether this estimated real-time actually reflects the reality

due to the lack of the ground truth.

However, the problem of the bias of the numerical output still remains. As mentioned earlier, it

is reported that LLMs have biases in outputting numerical values, where it seems that LLM has a

"favourite" number [40]. Therefore, in the final version of the prompt, we removed the numbers

associated with the different options and let the LLM only output the textual labels. Additionally, it

does not contain a description of the contextual setting. By providing it explicitly, we expect the LLM to

have more information about the participants, leading to more precise participant modelling. It could

be beneficial in the context of zero-shot learning [41, 50].

A.3. Prompting per question
Prior works around prompt engineering claim that by splitting long and complex prompts into smaller

chunks, it is possible to enhance the performance of LLM, called the Chain of Thoughts (CoT) technique

[32]. As a part of prompt engineering for estimating real-time evaluation of SIS, we have attempted a

similar approach to enhance the reliability of the responses. Instead of asking all 10 questions of SIS in

a single prompt as in the final version prompt, the prompt contains the same contextual information

but LLM has to answer only one question at a time. After its trial, however, manual inspection of the

outputs revealed a bias towards extreme responses. Specifically, most responses for Q1-8 were "Strongly

agree" and Q9 and 10 were "Definitely Person X". Because there are two questions for each dimension of

SIS and one of them is a reversed coded question, this resulted in most of the SIS labels being at 3.0.

The fact that LLM’s responses did not change for reversed coded questions suggests that the prompt

did not succeed in generating consistent answers. This contradicts the findings of prior works where

splitting prompts into smaller chunks has been reported in higher performance. Therefore, we have not

integrated this approach into the final version prompt.
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Component Prompt body
Task Definition Act as Person {ID of the speaker}. You are asked to answer the

following 10 questions at the moment you said {sentence} given

this conversation history. {history}. From now on, person X means

your conversation partner, Person {ID of the conversation partner}.
Query Here, you are asked to rate the interaction you just took part in.

We are interested in your personal (subjective) impression of

the situation. Thus, we ask you to be as honest as possible and

describe the situation by using the following scale:

Strongly disagree = 1, Somewhat disagree = 2, Neither agree nor

disagree = 3, Somewhat agree = 4, Strongly Agree = 5

1. What each of us does in this situation affects the other.

2. Our preferred outcomes in this situation are conflicting.

3. How we behave now will have consequences for future

outcomes.

4. We both know what the other wants.

5. Whatever each of us does in this situation, our actions will not

affect the other’s outcome.

6. We can both obtain our preferred outcomes.

7. Our future interactions are not affected by the outcomes of this

situation.

8. I don’t think the other knows what I want.

For each item, please think of the same conversation and

indicate how the following statements describe the specific

situation.

Definitely person X = 1, Maybe person X = 2, Neither person X

nor myself = 3, Maybe myself = 4, Definitely myself = 5

9. Who do you feel had more power to determine their own

outcomes in this situation?

10. Who has the least amount of influence on the outcomes of this

situation?

Use the template to answer in JSON format. You do not need

to provide explanation. {"Q1" : SCORE, "Q2" : SCORE, "Q3" :

SCORE, ... , "Q10" : SCORE}

Table A.2: Template of the second version prompt
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(a) MD (Mutual Dependence) (b) CI (Conflict of Interest)

(c) FI (Future Interdependence) (d) IC (Information Certainty)

(e) P (Power)

Figure A.2: Histograms of distributions of estimated real-time evaluation for each dimension of SIS using a prompt using the

second version prompt



B
Supplementary data

B.1. Shapiro-Wilk test results
Shapiro-Wilk statistics

Model MD CI FI IC P
peak_end 0.97396 0.86653 0.98998 0.96776 0.98344

dummy 0.66157 0.72062 0.67403 0.81166 0.75110

peak_end_reg 0.84214 0.80257 0.83719 0.89533 0.78403

base_line 0.97919 0.95719 0.98559 0.96059 0.96151

end_only 0.98963 0.94140 0.97980 0.97923 0.95653

peak_only 0.82847 0.97854 0.97376 0.98509 0.96193

lstm_pad 0.71038 0.45529 0.79117 0.71116 0.71957

lstm_length_varying 0.80180 0.93811 0.98533 0.96589 0.91198

Table B.1: Shapiro-Wilk test results for model performance measured in 𝑅2
. A statistic value closer to 1 indicates greater

normality of the distribution.
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