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Summary
Data processing has heavily evolved in the last two decades, from single-node processing
to distributed processing and from the MapReduce paradigm to the stream processing
paradigm. At the same time, cloud computing has emerged as the primary means of deploy-
ing and operating a data processing system. In the cloud era, flexible resource allocation
combined with flexible pricing schemes have brought forward new opportunities and
have democratized access to computing resources. However, streaming dataflow or stream
processing engines were originally designed for in-house clusters of fixed resources with
limited needs for adaptivity. Therefore, they lack the mechanisms to adapt to unexpected
changes in the needs of the processing workload. When solutions have been proposed in
the literature, their experimental evaluation is limited hindering the progress of the field.
The same applies to the native fault tolerance mechanisms that virtually every stream
processing engine employs. In this thesis, we study the problem of adaptivity for streaming
dataflow engines, and we focus on three major adaptivity subproblems: adaptivity to 𝑖)

statistical changes, 𝑖𝑖) infrastructure failures, and 𝑖𝑖𝑖) input rate changes.
In Chapter 2, we study adaptivity to statistical changes through the important task of

streaming similarity joins that is heavily affected by imbalanced loads, a by-product of
statistical changes. We propose S3J; the first adaptive distributed streaming similarity joins
method in the general metric space that employs a two-layered adaptive partitioning scheme
to reduce unnecessary similarity computations and distribute the load to the available
workers. Our partitioning scheme is paired with an efficient load balancing scheme that
leverages the existing partitioning in order to rebalance any imbalanced load. Our results
show that S3J outperforms the employed baseline, inspired by a MapReduce method, in
terms of partitioning efficiency. Additionally, our experiments show that the load balancing
scheme can gradually defuse the imbalanced load and involve all the available workers in
the processing.

The majority of the stream processing engines employ a checkpoint-based fault toler-
ance mechanism. In Chapter 3, we look at the adaptivity to infrastructure failures through
the existing checkpointing protocols. We propose CheckMate, a principled experimental
framework for evaluating checkpointing protocols for streaming dataflows. First, we sum-
marize all the essential preliminaries required to study checkpoint-based fault tolerance.
Then, we discuss in detail, implement, and evaluate in different scenarios the three main
checkpointing protocols. Our evaluation shows that when the load is uniformly distributed,
the implemented by most stream processing engines coordinated checkpointing protocol
outperforms the alternatives. However, the uncoordinated prevails in the presence of skew,
while it shows no domino effect when cyclic queries are employed.

Finally, in Chapter 4, we address the problem of adaptivity to input rate changes.
Although multiple solutions have been proposed, their experimental evaluation is shallow
and does not include detailed comparisons with other solutions. We propose a principled
evaluation framework for stream processing autoscalers. We establish important metrics,



xii Summary

queries, and workloads in order to provide guidelines for the evaluation of autoscaling
solutions for stream processing. We discuss the state-of-the-art control-based autoscalers,
and we evaluate them using the proposed framework. Our results show that, for complex
queries, none of the evaluated autoscalers can adapt efficiently, while for simple stateless
queries, a simple generic autoscaler outperforms the solutions tailored to stream processing.

We conclude this thesis by summarizing ourmain findings and discussing the limitations
of our work. Based on the valuable insights we gained while designing and implementing
the research work included in this thesis, we propose a series of interesting and important
future research directions that are not limited to adaptivity problems but address stream
processing in general.
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Samenvatting
Gegevensverwerking is de afgelopen twee decennia sterk geëvolueerd, van verwerking op
een enkele node tot gedistribueerde verwerking en van het MapReduce-paradigma tot het
streamverwerkingsparadigma. Tegelijkertijd is cloud computing naar voren gekomen als
het primaire middel voor het implementeren en opereren van een gegevensverwerkings-
systeem. In het cloudtijdperk hebben flexibele toewijzing van middelen, gecombineerd
met flexibele prijsschema’s, nieuwe kansen gebracht en de toegang tot rekenmiddelen
gedemocratiseerd. Echter, streaming dataflow of streamverwerkingsengines zijn oorspron-
kelijk ontworpen voor interne clusters van vaste middelen met beperkte behoefte aan
adaptiviteit. Daarom missen ze de mechanismen om zich aan te passen aan onverwachte
veranderingen in de behoeften van de verwerkingswerkbelasting. Wanneer oplossingen
zijn voorgesteld in de literatuur, is hun experimentele evaluatie beperkt, wat de vooruit-
gang van het veld belemmert. Hetzelfde geldt voor de native fouttolerantiemechanismen
die vrijwel elke streamverwerkingsengine hanteert. In deze scriptie bestuderen we het
probleem van adaptiviteit voor streaming dataflow-engines, en richten we ons op drie
belangrijke adaptiviteitssubproblemen: adaptiviteit aan 𝑖) statistische veranderingen, 𝑖𝑖)
infrastructuurstoringen en 𝑖𝑖𝑖) veranderingen in de inputrate.

In Hoofdstuk 2 bestuderen we adaptiviteit aan statistische veranderingen door de
belangrijke taak van streaming gelijkenisjoins, die sterk worden beïnvloed door oneven-
wichtige belastingen, een bijproduct van statistische veranderingen. We stellen S3J voor;
de eerste adaptieve gedistribueerde streaming gelijkenisjoins-methode in de algemene
metrische ruimte die een tweeledig adaptief partitioneringsschema toepast om onnodige
gelijkenisberekeningen te verminderen en de belasting te verdelen over de beschikbare
werkers. Ons partitioneringsschema wordt gecombineerd met een efficiënt load-balancing
schema dat gebruik maakt van de bestaande partitionering om elke onevenwichtige be-
lasting opnieuw in evenwicht te brengen. Onze resultaten laten zien dat S3J de gebruikte
baseline, geïnspireerd door een MapReduce-methode, overtreft in termen van partitione-
ringsefficiëntie. Daarnaast tonen onze experimenten aan dat het load-balancing schema
geleidelijk de onevenwichtige belasting kan verminderen en alle beschikbare werkers kan
betrekken bij de verwerking.

De meeste streamverwerkingsengines gebruiken een checkpoint-gebaseerd fouttole-
rantiemechanisme. In Hoofdstuk 3 bekijken we de adaptiviteit aan infrastructuurstoringen
door de bestaande checkpointing-protocollen. We stellen CheckMate voor, een principieel
experimenteel raamwerk voor het evalueren van checkpointing-protocollen voor strea-
ming dataflows. Eerst vatten we alle essentiële basisprincipes samen die nodig zijn om
fouttolerantie op basis van checkpoints te bestuderen. Vervolgens bespreken we gedetail-
leerd, implementeren we, en evalueren we in verschillende scenario’s de drie belangrijkste
checkpointing-protocollen. Onze evaluatie toont aan dat wanneer de belasting gelijkmatig
verdeeld is, het door de meeste streamverwerkingsengines geïmplementeerde gecoördi-
neerde checkpointing-protocol de alternatieven overtreft. Echter, het ongecoördineerde
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protocol blijkt beter te presteren in de aanwezigheid van scheefheid en vertoont geen
domino-effect wanneer cyclische queries worden gebruikt.

Ten slotte behandelen we in Hoofdstuk 4 het probleem van adaptiviteit aan veranderin-
gen in de inputrate. Hoewel er meerdere oplossingen zijn voorgesteld, is hun experimentele
evaluatie oppervlakkig en omvat het geen gedetailleerde vergelijkingen met andere oplos-
singen. We stellen een fundamenteel evaluatiekader voor autoscalers bij streamverwerking
voor. We stellen belangrijke metrics, queries en workloads vast om richtlijnen te bieden
voor de evaluatie van autoscaling-oplossingen voor streamverwerking. We bespreken de
meest geavanceerde op controle gebaseerde autoscalers en evalueren ze met behulp van
het voorgestelde evaluatiekader. Onze resultaten tonen aan dat geen van de geëvalueerde
autoscalers efficiënt kan aanpassen aan complexe queries, terwijl voor eenvoudige stateless
queries een eenvoudige generieke autoscaler beter presteert dan de oplossingen die zijn
toegespitst op streamverwerking.

We sluiten deze scriptie af door onze belangrijkste bevindingen samen te vatten en
de beperkingen van ons werk te bespreken. Op basis van de waardevolle inzichten die
we hebben verkregen tijdens het ontwerpen en implementeren van het onderzoekswerk
dat in deze scriptie is opgenomen, stellen we een reeks interessante en belangrijke toe-
komstige onderzoekrichtingen voor die niet beperkt zijn tot adaptiviteitsproblemen, maar
streamverwerking in het algemeen aanpakken.
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1
Introduction

P rocessing data efficiently has been a major problem since the very beginning of the
digitization of everyday life and the introduction of personal computers. As computing

power increases, digital content and computer applications take over traditional everyday
tasks. For example, traditional newspapers are losing more and more ground to online news
websites and digital newspapers. This increasing digitization has led to ever-increasing
volumes of data, leading to what is known as the era of Big Data [140, 104, 118]. The Big
Data era is characterized by data of high volume, variety and velocity [118, 140]. In simple
terms, volume refers to the massive size of the accumulated data. Modern enterprises create
and collect an abundance of data daily that is hard to process by traditional means. At the
same time, these data can come from various sources and in different formats, resulting in
high variety. Finally, not only are data produced fast, but they also need to be processed
fast to enable fast-paced decision-making to adhere to the needs of modern enterprises.
This requirement for fast-paced processing embodies the velocity aspect of Big Data.

To tackle the rising challenges of Big Data and provide efficient data processing, the
research community and pioneering partners from industry have devised a plethora of
different approaches: new data structures and techniques have been introduced to speed up
data processing. Indices tailored for specific use cases and data profiles [58, 79, 105, 80, 100]
have been employed in order to track the location of data and reduce the time spent in
accessing data and discarding irrelevant data. In addition, different types of synopses [45,
117, 133, 34] have been proposed to improve the efficiency of data processing tasks by
approximating the computations without significantly compromising the quality of the
results.

Another approach to solving the problem of efficient data processing involves rethink-
ing the employed processing paradigms. To leverage the multiprocessing capabilities of
powerful servers, the message passing interface (MPI) was employed to scale up data
processing [153], while distributed data processing was introduced [98] in order to surpass
the computing limitations of single machines. However, the most impactful processing
paradigm that revolutionized data analytics over the last two decades is the MapReduce
paradigm [50, 51]. MapReduce divides processing into three stages: the Map, the Shuffle,
and the Reduce stage. During theMap stage, the data is split into small chunks and shipped
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Map Shuffle Reduce

{  , 380 }

{   , 450 }

{   , 1230 }

Figure 1.1: An example application using the MapReduce paradigm.

to workers called Mappers, where a mapping function is applied to all data of every chunk.
Then, the intermediate output of the Mappers is sorted, combined, and shuffled based
on the output keys provided by the Mappers so that all items with the same key will be
grouped and shipped to the same downstream worker. In the Reduce stage, the downstream
workers, called Reducers, apply a reduce function on the combined data of the shuffle stage
and output the final result to the durable storage or feed it as input to another MapReduce
pipeline.

A typical MapReduce processing pipeline is illustrated in figure 1.1, which counts the
number of instances of each shape. The shapes are ingested from two sources. The input
is split into small chunks and loaded to the Mappers, which distinguish the instances of
different shapes and assign a unique output key to each shape category. Then, in the shuffle
stage, the shapes are grouped and routed to the Reducer responsible for the specific key.
The reducer counts the instances of each shape and outputs a single tuple containing the
shape and its counter. Although our example employs shapes as input, the applicability of
MapReduce is not limited to a specific input, as MapReduce can handle a variety of input
types.

Despite the huge adoption of the MapReduce processing paradigm in the 2010s, it still
imposed limitations. Although it can effectively deal with the volume and variety of Big
Data, it cannot tackle sufficiently the velocity aspect of Big Data. Modern enterprises rely
on fast, real-time data processing to make executive decisions on the fly. At the same time,
they handle time-sensitive data that need to be processed as soon as they are produced
in order to be able to extract any business value. Although the MapReduce paradigm
can speed up data processing tasks by efficiently parallelizing any task, it cannot provide
real-time results. That is mainly because of its design; subsequent stages can only start
when the previous stage is finished.

The stream processing paradigm has re-emerged in the last decade to tackle the velocity
of Big Data and enable real-time data processing and real-time results. Stream processing
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Figure 1.2: Prevailing processing models.

is a paradigm that first appeared in the 1960s and historically came in different formaliza-
tions and flavors [154]. However, the Dataflow processing model has been the prevailing
formalization for the stream processing paradigm in the last two decades [66]. In contrast
to traditional processing models, like Controlflow (figure 1.2a), that focus on executing
queries or instructions on top of static data, Dataflow (figure 1.2b) has data as its first-class
citizen, focusing on the movement of the data throughout the processing pipeline and the
transformation of them through the static operations. Most modern engines dedicated to
stream processing [31, 73, 35, 46] implement the Dataflow model.

Figure 1.3 showcases the same example of counting the instances of different shapes,
previously introduced for the MapReduce paradigm, using the stream processing paradigm.
Our stream processing pipeline consists of interconnected operators, the fundamental
unit of processing, that can reside in any available worker and are responsible for a single
specific operation. An operator can have parallel instances that perform the same operation.
For example, the map operator M in figure 1.3 has two parallel instances, M1 and M2,
performing the same mapping operation. In contrast to MapReduce, where the data are
bulk loaded to the workers of each stage, in the stream processing paradigm, data are
ingested one by one and flow through the different operators of the pipeline. Once a map
operator processes an ingested shape, the tuple is forwarded to the responsible parallel
instance of the aggregating operator, which updates the running counter and outputs the
current value of the current for the corresponding shape.

1.1 Stream processing in the Cloud
Regardless of the processing paradigm employed, an abundance of resources is required for
efficient processing in the era of Big Data. Whether the processing requires a single high-end
multi-core machine or is distributed to multiple commodity machines, the overall resources
required are expensive and difficult to manage. Although large high-tech companies
can build and maintain big clusters of high-end machines that can accommodate all their
processing needs, small andmedium-sized businesses (SMBs) struggle to secure andmanage
the required resources and, therefore, compete and prosper.

A solution to this disparity of access to computing resources is cloud computing. Recog-
nizing the difficulty of acquiring andmanaging your own computing resources, the industry
has decided to productize its infrastructure and provide hosting services by providing a va-
riety of service models, such as the Infrastructure-as-a-Service (IaaS), Software-as-a-Service
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Figure 1.3: A stream processing pipeline. S1 is the source operator, while O1 is the output operator of the pipeline.
M1 and M2 are parallel instances of the map operator. Similarly, A{1-3} are parallel instances of the aggregate
operator.

(SaaS), or Function-as-a-Service (FaaS) models. Turning themselves to cloud providers, the
field-leading high-tech companies not only have found a new source of profit but have also
helped considerably with democratizing access to computing resources. Cloud computing
offers features that can significantly alleviate the hurdles of managing on-premises infras-
tructure and provide opportunities for significant cost reduction. The different service
models allow small or medium-sized businesses to outsource their infrastructure, reducing
operational costs and optimizing their hardware according to their processing needs. The
flexible pricing schemes the cloud providers introduce allow for more opportunities to save
on operational expenses. The popular pay-as-you-go pricing scheme allows cloud users,
including small and medium-sized businesses, to acquire and release resources according
to their needs dynamically and only pay for their current use.

Although cloud computing provides multiple opportunities for cutting costs, leveraging
these opportunities remains difficult. Without the proper tools for dynamically managing
cloud resources, operational teams comprised of highly skilled experts are needed. However,
forming such a team can be cumbersome and expensive for SMBs that cannot compete
with big firms in acquiring very specialized and experienced staff. Therefore, despite
the easiness and flexibility of resource allocation in the cloud, significant portions of the
cloud processing budgets are wasted due to inefficient resource allocation. The problem is
aggravated when stream processing is considered. Stream processing requires additional
expertise from operations teams, but more importantly, it encompasses dynamic real-time
workloads that can be affected by frequent shifts or variations in the statistical properties of
the input load, such as load distribution and input rate, leading to inadequate performance
and service-level agreement violations.

In theory, the dynamic nature of stream processing makes cloud computing a good fit.
The flexibility of resource allocation that the cloud provides matches the need to adapt to the
frequent changes in the workload of a stream processing pipeline. However, modern stream
processing engines are designed primarily for in-house clusters of fixed resources and lack
native tools and mechanisms to adapt to unexpected changes in workloads and failures
automatically. Therefore, they cannot leverage the opportunities raised by cloud computing.
In this thesis, we focus on three main problems of adaptivity for stream processing. More
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specifically, we discuss adaptivity to 𝑖) statistical changes, 𝑖𝑖) infrastructure failures, and 𝑖𝑖𝑖)

input rate changes.

1.1.1 Adapting to statistical changes
A major challenge in data processing is distributing the load of a keyed query equally
to available workers to leverage the available resources optimally. The real-time nature
of stream processing does not allow for predefined solutions for handling the data or
pre-processing the data to create an optimized processing plan. Historical data can be
leveraged to decide on an optimized initial configuration. However, they are often not
available or are obsolete in terms of the current input properties. Additionally, historical
data can provide little information on the unpredictable changes that may occur during
execution and, therefore, cannot be leveraged effectively in order to provide adaptivity
during execution. Static distribution strategies relying on fixed load distribution to the
available resources are bound to suffer from statistical changes in the input load. Such
statistical changes include distribution and heavy-hitter shifts. In the former case, the
input pattern shifts completely to a new distribution pattern, for example, from a uniform
distribution to a Zipfian distribution. In the latter case, there is a shift in the keys that are
more frequently appearing in the input, also known as heavy hitters. These types of shifts
are common in real-world applications, such as analyzing the traffic of a webshop before
and during a sales period and especially when dealing with social media data.

Failing to adapt to these statistical changes can be detrimental to the performance of a
stream processing system. The imbalanced load can lead to straggler nodes that cannot
keep up with the input load, resulting in high latency and, therefore, failing to adhere to
the real-time requirements of stream processing applications. The existence of stragglers
leaves the system in an unhealthy state that can, in turn, cause other issues, like hardware
failures or quality issues. Additionally, in the presence of the flexible pricing schemes of
cloud computing, the imbalanced load results in idle nodes that are not efficiently used but
are still paid for. In fact, idle nodes [61, 77, 10, 62] are reported to be a significant factor in
the wasted budget allocated to cloud infrastructure and computations.

Not all data processing tasks are equally influenced by an imbalanced load. Simple,
low computational complexity tasks, such as filtering on exact values or map functions,
are more robust to load imbalances, while tasks with high computational complexity are
severely affected. Due to their computational complexity, similarity-based tasks belong to
the latter, and their performance significantly deteriorated in the presence of skewed input
loads. Therefore, similarity-based tasks are a prime application to study with respect to
adaptivity to statistical changes. We distinguish two main similarity-based tasks: similarity
search and similarity joins.

Similarity search is the task of identifying the top k most similar items to a given item
given a similarity metric. The number of retrieved similar items k is application-related
and user-provided. Usually, the number of retrieved items k is relatively low as users
require only a handful of similar items. Multiple applications require such a similarity
search task [55, 99, 130]. Similarity search comes in many flavors and has been studied
extensively in the literature. For applications that require retrieving the exact top k similar
matches, exact approaches have been proposed [92, 177, 161]. When reduced runtime
is preferred, and accuracy constraints can be relaxed, approximate approaches can be
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Figure 1.4: An example of a windowed streaming similarity join between two streams.

employed [75, 88, 16]. The scalability of the task has also been investigated, especially
under the MapReduce paradigm [160, 156, 96, 143]. Similarity search has also been studied
in the context of time series [169, 144, 134], and stream processing [157, 145, 26].

A similarity join is the task of identifying all similar pairs between the items of two
datasets given a similarity metric and a similarity threshold. Two items are considered
similar if and only if their similarity is above the user-defined threshold. Similarity joins
constitute a basic and important task in many data processing pipelines, such as entity
resolution pipelines [129, 128], detecting coalition in advertising [122], and data cleaning
[40]. Similarly to similarity search, similarity joins have also been studied for approx-
imate [101, 142] and exact [20, 168] results. Due to the high complexity of the task,
a significant effort has been invested in scaling similarity joins, primarily through the
MapReduce paradigm. Multiple solutions have been proposed for efficient and adaptive
MapReduce-based similarity joins [64, 167, 53, 48]. These solutions reduce the number of
similarity computations performed without affecting the completeness of the join results
by efficiently partitioning the data. Some of these works also consider the problem of
skewed data and perform a repartitioning step after the map stage. Additionally, there
are MapReduce solutions that explicitly target load balancing either specifically for the
similarity join problem [8, 9, 23] or general MapReduce jobs [103]. Limited work has also
targeted the stream processing environment.

Similar to traditional similarity joins, streaming similarity joins (figure 1.4) try to identify
all similar pairs of items between two streams of data given a similarity metric and a
similarity threshold. A streaming similarity join can either be applied to recurring time
windows of specific intervals or to the entirety of the ingested input, in which case we refer
to the join as a full-history join or a global window join. Following the main principles of
stream processing, real-time results are required, and each operator can only process the
same data once. The efficiency and adaptivity to the data shifts of the streaming similarity
join task are crucial in order to facilitate the streaming transformation of important business
tasks and enable real-time decisions.

In this thesis, we are specifically interested in exact streaming similarity joins and how
this task can be optimized for distributed stream processing execution while allowing it to
adapt to unknown input distributions and distribution shifts. Exact streaming similarity
joins are important when the high-level use case cannot tolerate missing pairs. Such use
cases include monitoring crucial infrastructure, online trading, or online health monitoring.
Figure 1.5 illustrates a monitoring application that involves streaming similarity joins.
Within a large organization, different teams are responsible for developing, operating,
and monitoring their own applications. These teams use different monitoring tools that
may represent the same company assets differently. A centralized incident response team



1.1 Stream processing in the Cloud

1

7

Alert 1: <server1234, CPU overload>
Alert 2: <VA@srv1234, Not responding>

Figure 1.5: Streaming similarity joins employed in an infrastructure monitoring application. Within a large
organization, different teams use different monitoring tools to monitor their assets (hardware or software). These
different monitoring tools may represent the same assets differently. However, a major incident response team
wants to match the produced alerts that contain relevant information in order to enrich the information provided
to downstream tasks, such as root cause analysis or incident prediction model training.

collects all the alerts and monitoring messages produced by each team’s monitoring tools
and uses the collected information to respond to major incidents, train incident prediction
machine learning models, and perform root cause analysis. Combining information from
different teams that refer to the same asset directly or indirectly can heavily improve
the performance of the downstream tasks. For example, as we see in figure 1.5, alert 1
contains information about a physical server, while alert 2 contains information about
a video application running on this server. Combining these two alerts can help the
incident team understand better the reasons behind the unexpected performance of the
video application. However, manually retrieving all the related information is difficult and
time-consuming. On the scale of a large organization, thousands of monitoring messages
and alerts are produced every second, and the occurring incidents require immediate
responses. Therefore, the ability to combine in real-time all the relevant information is of
utmost importance. Providing efficient and adaptive streaming similarity joins will enable
such crucial applications.

To this end, several solutions have been proposed to enable streaming similarity joins.
In [49], the authors address the problem of streaming similarity self-joins on a single node
by introducing the notion of a time-dependent similarity and employing time-based indices.
Other works [60, 138, 78] target the load balancing aspect of the general streaming joins
problem. However, they do not optimize for similarity joins, and they do not attempt
to reduce the number of unnecessary computations but rather focus only on the load
balancing aspects. The only solution addressing all the relevant aspects of our problem is
proposed by [174]. The authors propose a distributed streaming set-similarity join method
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Figure 1.6: Types of failures in distributed stream processing.

tailored for sets of words. To reduce the number of unnecessary computations and scale
up the computation, they propose a length-based filter and a hierarchical structure of
bundles. However, the employed length-based partitioning has several limitations: 𝑖) it
is only suitable for the specific problem of set-similarity, 𝑖𝑖) it has limited scaling and
load balancing capabilities, and 𝑖𝑖𝑖) it cannot be generalized to apply to a broader set of
application settings.

1.1.2 Adapting to infrastructure failures
An imbalanced load not only affects the system’s performance but also has a big impact
on its health. An unhealthy system is more prone to hardware failures. Additionally,
the transition to cloud deployments makes handling failures from stream processing
engines even more important. In order to maximize their profit and the availability of
their services, cloud providers have moved from specialized hardware to commodity
hardware that is more prone to failures but less expensive and of higher availability.
We can distinguish three main types of failures from which cloud clusters may suffer
(figure 1.6). A common failure type relates to malfunctions in the hardware or the software
of a worker (figure 1.6a). Network failures (figure 1.6b) occur when the network connection
between different workers becomes unavailable, disrupting the communication between
the different components of the deployed system or application. Last but not least, despite
the advancements of hard disk technology, storage failures (figure 1.6c) are still frequent
in a public cloud of commodity hardware [132, 97]. However, regardless of its type, a
failure renders parts of the processing pipeline inaccessible and leads to processing state
inconsistencies due to atomicity violations or non-persisted states that are lost. Therefore,
it is crucial for a data processing system to be able to adapt to such failures and quickly
recover and continue processing from a consistent state. We refer to the ability to adapt to
failures as fault tolerance.

Typical cloud computing workloads consist of stateless components that access data
persisted to external storage. Therefore, it is relatively easy to restore execution by restart-
ing the failed component to a different worker and replaying the affected computations. In
contrast, most stream processing engines opt for collocating the state and the computation
execution to ensure low-latency processing. Additionally, unlike typical cloud applications
that involve short-lived functions or queries, stream processing applications usually em-
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ploy long-running analytical queries that require actively maintaining a consistent state
in memory. The collocation of state and computation execution, as well as the nature of
the stream processing workloads, render fault tolerance challenging for stream processing
engines. Different approaches have been proposed to provide fault tolerance to stream
processing workflows.

Log-based solutions [22, 43], inspired by traditional database systems, propose the use
of write-ahead logging to capture the messages sent by each operator to downstream
operators and, in the case of a failure, recover by replaying these messages. When stateful
operators are employed, the logs cannot be trimmed and must be kept until the operators’
state no longer depends on the contents of the logs. Although windowed operators usually
have short-lived states, that is not the case for all stateful operators. Therefore, logs can
endlessly grow in the presence of stateful operators that require full history. For high
throughput stream processing, log-based solutions can result in maintaining huge write-
ahead logs that are costly and, in the case of a failure, have to be replayed from the start in
order to resume processing.

Due to the inefficiencies and the high maintenance cost of logging, most stream process-
ing engines implement checkpoint-based solutions in order to achieve fault tolerance [30, 73].
Checkpoint-based fault tolerance leverages snapshotting to ensure consistency. A check-
point is a snapshot of an operator’s state, while the global state of a stream processing
application is the set containing a checkpoint of each operator. When a checkpoint is
captured depends on the implemented checkpoint protocol. We can distinguish three main
checkpointing protocols for fault tolerance in stream processing: the coordinated [30], the
uncoordinated [172], and the communication-induced checkpointing protocols. All check-
pointing protocols have the same goal of finding the most recent set of checkpoints that
can reconstruct a consistent global state from where the system can recover and continue
processing. However, each protocol uses different mechanisms to decide when to take a
snapshot and how to find a recent and consistent global state for the system to recover
from. Additionally, it requires different mechanisms to provide exactly-once processing
guarantees, i.e., to ensure that the changes to the state that occur from processing a specific
item are only reflected once to the state.

Other approaches [152, 52] use replicas to ensure fault tolerance and high availability.
Clonos [152] employs passive stand-by operators that replicate the main pipeline’s state.
In case of a failure, Clonos can quickly recover by switching to the replicated pipeline.
Rhino [52] proposes a state migration mechanism that combines checkpointing and replicas.
Rhino leverages the checkpointing mechanism of the underlying stream processing engine
and asynchronously replicates the captured checkpoints to multiple workers. When a
failure occurs, the system can quickly recover from the replicated checkpoints. However,
replication comes with additional costs in storage and computation resources, and thus, it
is avoided when high availability is not a concern.

1.1.3 Adapting to input rate changes
Modern cloud providers allow for flexible resource allocation and pricing schemes. Cloud
users no longer need to reserve their computing resources statically and pay for them while
they are considerably underutilized. Instead, they can dynamically adapt their computing
resources based on the workload they are serving, foresee, or can afford and leverage
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Figure 1.7: Different ways of provisioning resources.

flexible pricing schemes, such as a pay-as-you-go scheme, to only pay for resources that
they are actually using. This flexibility in resource allocation and pricing enables the
digital transformation for small and medium-sized businesses and allows them to remain
competitive and prosper by reducing their infrastructure costs.

At first glance, cloud computing and stream processing seem a good fit. Cloud comput-
ing provides the resource allocation flexibility that can accommodate the dynamic nature
of stream processing workloads. However, stream processing engines cannot currently
leverage effectively the features delivered by the cloud providers. In practice, most stream
processing engines are designed for on-premise clusters of fixed resources. Therefore, they
lack the necessary mechanisms to adapt to changes in the input workload: acquire more
resources in periods of high load, or release idle or underutilized resources when the input
rate is reduced.

Currently, the configuration options for a stream processing engine are limited. Assume
that a company would like to perform online streaming analytics over the traffic of its
webshop in order to dynamically improve the experience of a user visiting the webshop.
Figure 1.7 describes the analytics task’s input rate observed over time. Usually, under
normal operation, the streaming operations team of the company can expect a certain input
rate. However, spikes or periods of uncommon increased input rate can be observed under
certain circumstances, such as during Black Friday or a sales period. The operations team
of the company has virtually two options. It can overprovision resources to the stream
processing engine in order to anticipate spikes and high input rate periods. In this case, the
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task will retain the desired performance even when the input rate is temporarily increased.
However, the resources will be underutilized under normal operation, where a lower input
rate is observed. Underutilizing the resources for the longer periods of normal operation
renders part of the cloud budget wasted, as it is not actually needed to provide better
performance. The other available approach is to provision the stream processing engine
with the exact resources it requires to meet the service level agreements (SLAs) during
normal operation. Although this strategy will refrain from wasting budget on underutilized
resources, it will also make it impossible for the stream processing engine to handle spikes
and periods of increased traffic, possibly leading to multiple SLA violations.

Ideally, in order to optimize costs and performance, the provisioned resources should
follow the observed workload. The operations team must adapt the resources to the input
rate changes by providing the minimal resources needed to ensure the desired performance
under the SLAs. However, this is a difficult and laborious task. The operations team has
to constantly monitor the observed input rate, decide on the optimal resources for the
observed rate, and manually adjust the resources of the stream processing engine. At the
same time, the operations team must consist of highly skilled and experienced people who
are difficult to find and expensive.

Employing such a team can be infeasible for small and medium-sized businesses. To
tackle this problem and facilitate businesses to leverage the flexibility of the cloud, several
autoscaling techniques have been proposed that specifically target stream processing
engines. Similar to autoscaling solutions targeting web services [114], stream processing
autoscalers can also be categorized as proactive or reactive, or even more fine-grained as
threshold-based [81, 87], reinforcement learning [112, 54], queue-based [67, 111], control-
based [93, 65] and time series forecasting [113, 21]. Threshold-based solutions employ user-
defined thresholds to decide on scaling actions based on the values of the monitored metrics.
Although these solutions are simple and easily deployed, they require the user to have deep
knowledge of the workload and the underlying system as they require multiple parameters
to express different scenarios. Reinforcement learning techniques employ reinforcement
learning models to learn the optimal configuration for a specific input rate. Although
they require minimal intervention from the user, these techniques require training periods
that might be infeasible for a real-world streaming application, as the models can take
hours to days in order to converge to an acceptable predictive performance. Queue-based
autoscalers employ queuing theory to model the streaming application and estimate the
system’s performance for the observed input rate under a specific configuration. However,
not all streaming topologies can be modeled using queuing theory, and therefore, the
applicability of the solutions is impacted. Control-based autoscalers handle autoscaling as
a control theory problem. Given a metric and a target value for this metric, control-based
autoscalers attempt to maintain the metric to the target value. All scaling decisions are
tailored to this goal. Although control-based autoscalers require one or more user-provided
target values for the monitored metrics, they require less user intervention than threshold-
based solutions. They are versatile and can serve any streaming topology while they are
easily deployed. Finally, time series forecasting approaches attempt to forecast the input
rate in the immediate future and decide on scaling actions based on this prediction. They
are usually complementary and combined with other autoscaling techniques. Regardless
of their type, autoscalers can be crucial for fulfilling the SLAs of an application. Further
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research on the topic can provide more reliable solutions and allow every company to
harness the full potential of cloud-deployed streaming applications.

1.2 Main Research Questions
In this thesis, we study the adaptivity capabilities of modern stream processing engines and
the solutions proposed in the literature to provide such adaptivity capabilities. We focus on
three important types of adaptivity, namely, adaptivity to statistical changes, infrastructure
failures, and input rate changes.
Statistical changes. Driven by our discussion in section 1.1.1, we recognize that a plethora
of solutions have targeted adaptive and scalable similarity joins on theMapReduce paradigm.
However, these solutions are not directly applicable to a streaming environment, and
adapting them to the stream processing paradigm is not trivial. Limited work addresses the
problem of streaming similarity joins. These works focus on optimizing the task for single
node execution [49], or load balancing without reducing the unnecessary computations [60].
The solution proposed by Yang et al. [174] is the only distributed streaming solution that
reduces unnecessary computationswhile providing adaptivity to statistical changes through
load balancing. However, it is tailored for similarity joins on sets of strings and cannot be
generalized to the broader problem of general streaming similarity joins. In this thesis,
we argue for the necessity of an efficient general solution that can accommodate different
types of data and various similarity metrics while providing an efficient load balancing
mechanism in order to be able to adapt to statistical input changes. We explore such a
solution through the following research question:

M-RQ1: How can we perform streaming similarity joins on multidimensional streams
in a distributed fashion, even when distribution changes, achieving low latency?

Infrastructure failures. Regarding adaptivity to infrastructure failures, which we intro-
duce in section 1.1.2, to the best of our knowledge, most modern stream processing engines
implement a checkpoint-based fault tolerance mechanism. More specifically, most of the
modern stream processing engines [31, 73] opt for a flavor of the coordinated checkpointing
protocol without any clear empirical and experimental evidence supporting this choice. At
the same time, through mailing lists, blogs, and forums, practitioners frequently report
inefficiencies of the employed coordinated checkpointing protocol and suggest ad-hoc
workarounds for better performance. Although the checkpointing protocol is the central
component of a fault tolerance mechanism, to this date, there is not any clear, compre-
hensive, and principled evaluation of the three main checkpointing protocols. Such an
evaluation can shed some light on the reasons behind the preference for the coordinated
approach and provide experimental proof of its prevalence, highlight cases where alter-
natives might perform better, and, first and foremost, provide a comprehensive guide on
checkpoint-based fault tolerance that will inspire further research on the topic and will
introduce practitioners to the specifics of fault tolerance for stream processing engines. To
this end, in this thesis, we consider the following research question:

M-RQ2: How do checkpointing protocols for streaming dataflows perform in different
workloads and input data distributions?
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Input rate changes. As discussed in section 1.1.3, multiple autoscaling solutions that
follow different principles have been proposed in the literature. However, the experimental
evaluation of these solutions is insufficient. Original works perform limited experiments,
including simple workloads and scenarios that do not sufficiently resemble real-world
applications and their workloads. Additionally, most of the original works do not include
comparisons with other autoscaling solutions. When solutions are compared, the evaluation
is narrow and tailored only to specific scenarios and objectives. To the best of our knowledge,
there is no experimental work that establishes specific metrics from the literature and
workloads that should guide a principled experimental evaluation of autoscaling solutions
for stream processing. Therefore, it remains unclear how well existing solutions perform
under heavily dynamic workloads, i.e., the current challenges and the open problems remain
unknown. This lack of principled, detailed experimental evaluation of the autoscaling
techniques hinders valuable future research on the topic. We summarize our concerns in
our third research question:

M-RQ3: How well can existing stream processing autoscalers perform? How can we
effectively evaluate them, and what are their inefficiencies?

We drive our study of adaptivity for stream processing engines on these three main
research questions. In Chapter 2, we address adaptivity to statistical changes through the
important task of similarity joins and attempt to answer M-RQ1. In Chapter 3, we revisit
fault tolerance as a means of adaptivity to infrastructure failures and answer M-RQ2.
Finally, in Chapter 4, we perform an experimental evaluation of control-based autoscalers
in an attempt to addressM-RQ3.

1.3 Methodology
In this section, we discuss some important aspects of the research methodology we used in
this thesis in order to address our main research questions.
Evaluation frameworks. This thesis focuses largely on providing guidelines and frame-
works for evaluating different adaptivity mechanisms for stream processing. Although
works on novel solutions to a problem are usually the primary focus of our research com-
munity, the importance of evaluation frameworks should not be underestimated. In this
thesis, we study the relevant literature in order to establish a set of metrics, queries, and
scenarios that can effectively describe and evaluate the underlying problem. We base our
frameworks on NexMark, the most widely adopted open-source benchmark by the stream
processing community. We use the NexMark queries and data, and we extend NexMark
to include the relevant scenarios and metrics. Doing so, we provide reliable evaluation
frameworks that our research community is currently missing and which can provide
valuable insights into the current state of the studied problems, as well as guidelines on
proper and fair comparison among proposed solutions.
Code & data availability. In this thesis, we embrace the concepts of open science
and ensure that all the tools, software, and datasets employed for our implementations
and experimental evaluations are publicly available and, most of the time, open-source.
Additionally, we strive to use tools and software that are considered state-of-the-art and
are widely adopted in practice. Therefore, we implement the solutions and the frameworks
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proposed in this thesis using the state-of-the-art open-source stream processing engine
Apache Flink. However, in Chapter 3, we opt for using an in-house stream processing
system that allows for isolated evaluation of the checkpointing protocols without the
interference of other mechanisms in order to ensure the reliability of our results. All
datasets and all of our software artifacts, including our in-house stream processing system,
are publicly available through GitHub. Each chapter contains its own link to a GitHub
repository. We invite all interested readers to visit our repositories for more details on our
implementations.

1.4 Contributions
The main contributions of this thesis are summarized as follows:

• We design and propose an adaptive distributed streaming solution for similarity joins
in the general metric space. Our solution employs a stream partitioning scheme that
provides fine-grained partitions, which ensure the completeness of the results while
reducing the number of unnecessary computations. We pair the stream partitioning
scheme with a load-balancing scheme that exploits existing partitions to alleviate
heavy-loaded nodes with minimum migration costs. (Chapter 2)

• We revisit fault tolerance for streaming dataflows through a comprehensive survey
of the main checkpointing approaches and the conditions under which they can
guarantee exactly-once processing. We discuss in detail the main concepts of each
protocol and recount the theoretical advantages and drawbacks of each approach.
(Chapter 3)

• We provide an open-source streaming dataflow testbed that allows for accurate and
isolated comparison of different checkpointing protocols and can be easily extended
to compare other stream processing mechanisms. (Chapter 3)

• We propose a principled evaluation framework for checkpointing protocols by estab-
lishing relevant metrics, queries, and workloads. We performed the first experimental
evaluation of the three main checkpointing protocols. Our findings partially justify
the clear preference of stream processing engines toward the coordinated approach
while highlighting the competitiveness of the uncoordinated approach and showcas-
ing scenarios where uncoordinated checkpointing greatly outperforms coordinated
checkpointing. (Chapter 3)

• We propose the first principled evaluation framework for stream processing au-
toscalers. We establish the most relevant to the task metrics that are found in the
literature. We extend the evaluations of the state-of-the-art control-based autoscalers
with heavily dynamic workloads. We implement the state-of-the-art control-based au-
toscalers, ensuring per-operator autoscaling, and evaluate them over diverse queries.
Our findings show the inefficiencies of the evaluated solutions and motivate further
research on the topic. (Chapter 4)
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1.5 Thesis Origins
This thesis consists of three main chapters. In Chapter 2, we focus on the complex problem
of similarity joins in a highly dynamic streaming environment, and we present a novel
solution that can naturally adapt partitioning to the distribution and domain shifts, enabling
real-time processing. Chapter 3 revisits fault tolerance in stream processing by focusing on
checkpoint-based recovery, summarizing its core concepts, discussing the main checkpoint-
ing protocols, introducing a principled way of evaluating them, and, finally, comparing
them extensively. Chapter 4 engages the problem of the elastic allocation of computing re-
sources for stream processing engines by performing a principled experimental evaluation
of autoscaling solutions tailored to the specifics of stream processing, extending existing
evaluations with dynamic workloads, and providing an extensible evaluation framework
that enables a thorough evaluation of future work.

Chapter 2 is based on the following paper:

 George Siachamis, Kyriakos Psarakis, Marios Fragkoulis, Odysseas Papapetrou, Arie
van Deursen and Asterios Katsifodimos. 2023. Adaptive Distributed Streaming Similarity
Joins. In DEBS. Association for Computing Machinery, 25–36. [150]

Chapter 3 is based on the following paper:

 George Siachamis, Kyriakos Psarakis, Marios Fragkoulis, Arie van Deursen, Paris Car-
bone, Asterios Katsifodimos. 2024. CheckMate: Evaluating Checkpointing Protocols for
Streaming Dataflows. In ICDE. IEEE, 4030–4043. [151]

Chapter 4 is based on the following papers:

 George Siachamis, Job Kanis, Wybe Koper, Kyriakos Psarakis, Marios Fragkoulis, Arie
van Deursen and Asterios Katsifodimos. 2023. Towards Evaluating Stream Processing
Autoscalers. In SMDB (ICDEW). IEEE, 95-99. [149]

 George Siachamis, George Christodoulou, Kyriakos Psarakis, Marios Fragkoulis, Arie
van Deursen and Asterios Katsifodimos. 2024. Evaluating Stream Processing Autoscalers.
In DEBS. Association for Computing Machinery, 25–36. [148]
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Similarity Joins
How can we perform similarity joins of multi-dimensional streams in a distributed fashion,
achieving low latency? Can we adaptively repartition those streams in order to retain high
performance under concept drifts? Current approaches to similarity joins are either restricted
to single-node deployments or focus on set-similarity joins, failing to cover the ubiquitous
case of metric-space similarity joins. In this chapter, we propose the first adaptive distributed
streaming similarity join approach that gracefully scales with variable velocity and distribution
of multi-dimensional data streams. Our approach can adaptively rebalance the load of nodes
in the case of concept drifts, allowing for similarity computations in the general metric space.
We implement our approach on top of Apache Flink and evaluate its data partitioning and
load balancing schemes on a set of synthetic datasets in terms of latency, comparisons ratio,
and data duplication ratio.

This chapter is based on the following paper:

 George Siachamis, Kyriakos Psarakis, Marios Fragkoulis, Odysseas Papapetrou, Arie Van Deursen and
Asterios Katsifodimos. 2023. Adaptive Distributed Streaming Similarity Joins. In DEBS. Association for Computing
Machinery, 25–36. [150]
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2.1 Introduction
Similarity join is the task of identifying all pairs of similar records that reside in two or
more datasets according to a similarity function. Similarity joins play an important role
in data integration, data cleaning, recommender systems and many other domains. In fact,
nowadays, with data in motion becoming more ubiquitous, many of the use cases requiring
a similarity join have to be performed in a streaming fashion.

Performing similarity joins on data streams is challenging and computationally ex-
pensive. The brute force approach – even for the case of static datasets – has to compare
all records of the first dataset against all records on the second, leading to quadratic time
complexity, (𝑛2) where 𝑛 is the number of records. As the number of records increases,
brute-force solutions become infeasible. At the same time, the unbounded nature of data
streams means that the complete set of records is not available in full prior to their process-
ing. Moreover, since data streams are continuous, their statistical properties may change
over time. Depending on how frequently those changes occur (also known as concept drift
[162, 70]), they can have a significant impact in optimizing the similarity join operation.
To recap, streaming similarity joins entail solutions that are 𝑖) efficient, 𝑖𝑖) scalable, and 𝑖𝑖𝑖)
can adapt to concept drift.

Although equality joins on streams have been studied extensively, scant attention has
been paid to streaming similarity joins. Existing works provide solutions specifically for set-
similarity joins [174], optimizing a self-join operation in a single machine [49], and scaling
out the cross-product comparisons in multiple machines [60]. However, none of these
solutions target the general metric space or support efficient load balancing that can adapt
the load distribution to the concept drift that frequently occurs (Table 2.1). At the same
time, a significant research body targets batch similarity joins targeting the MapReduce
[48, 171, 41] framework. Although these works address scalability and efficiency, their core
techniques do not adhere to the properties of streaming data (unboundedness and concept
drift). Thus, they cannot be applied on streams, and they do not provide load-balancing
capabilities.

Streaming similarity joins can be performed in either exact or approximate fashion.
Approximate similarity join algorithms, such as [90, 89] are interesting for use cases where
applications can sacrifice completeness of results. In this work, we explicitly focus on
exact algorithms, which are necessary for scenarios where complete answers are required.
All available similarity join approaches share a common strategy: they group similar
data to reduce the number of unnecessary comparisons. To this end, they either employ
optimized indices [49] in a centralized setting or data partitioning schemes [174, 48, 171]
in a distributed setting. We have already argued about the necessity of a distributed
approach in order to handle the massive volumes of modern data streams. However, the
distributed batch-based solutions require multiple passes over the data [48, 171], and they
only provide means of splitting huge partitions into smaller ones rather than balancing the
load. Additionally, the only distributed streaming similarity joins approach [174] targets
only the specific sub-problem of set-similarity joins instead of providing an applicable
solution for the general problem. The simple load-balancing scheme which the authors
propose has limited scaling capabilities and can only provide balancing for scenarios where
the input has varying lengths. All in all, existing solutions fail to provide efficient load
balancing that can keep up with concept drift and harness the available processing power.
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Table 2.1: Related work comparison.
Method Characteristics Applicability

Work/Feature Candidate Pruning Load Balancing Mode Environment Problem
Morales et al.[49] X Streaming Centralized Similarity self-joins on a vector stream
Yang et al. [174] X X Streaming Distributed Set similarity join on sets of various lengths
ClusterJoin [48] X X Batch Distributed Similarity joins on general metric space
ElSeidy et al. [60] X Streaming Distributed Cross-product joins to multiple machines
Proposed Solution X X Streaming Distributed Similarity joins on general metric space

In this chapter, we propose S3J, an approach for adaptive distributed streaming similarity
joins1 based on a load balancing scheme that leverages the underlying partitioning to
redistribute the load across our group of workers. We pair our balancing scheme with a
partitioning scheme that adheres to the properties required to facilitate it. The employed
partitioning scheme is suitable for the general flavor of the similarity joins problem over a
metric space and extends existing work by leveraging two levels of data partitioning to
prune candidate pairs and scale out the similarity computations to multiple nodes.
Our contributions can be summarized as follows:

• The proposed solution is the first algorithm that solves the distributed streaming
similarity join problem in the general metric space (see Table 2.1). Our algorithm
is also the first to properly address the issue of load imbalance, thereby permitting
better scalability and responsiveness.

• We propose a stream partitioning scheme for similarity joins in the general metric
space, providing tight and fine-grained partitions, ensuring the completeness of
results while reducing the number of computations. Our partitioning scheme has all
required properties to effectively support our load-balancing scheme (Section 2.7).

• We show how to map the load balancing problem to the classic job rescheduling
problem and propose a novel algorithm tailored to a partitioning/work imbalance
measure (Section 2.8) .

• We propose a load balancing scheme to alleviate heavily loaded nodes while minimiz-
ing migration costs. In contrast to existing load-balancing solutions, we refrain from
repartitioning the data, which is prohibitively expensive in streaming scenarios, and
instead, we exploit the existing partitions to perform load balancing (Section 2.8).

• We conduct a detailed experimental evaluation of our solution using synthetic
datasets in order to evaluate the efficiency of our method under various scenar-
ios (Section 3.7).

2.2 Preliminaries
This section provides a discussion of existing concepts and techniques on the foundations
of similarity joins and our partitioning scheme.
1Code available in:
https://github.com/delftdata/s3j-adaptive-similarity-joins
https://zenodo.org/doi/10.5281/zenodo.11652793

https://github.com/delftdata/s3j-adaptive-similarity-joins
https://zenodo.org/doi/10.5281/zenodo.11652793
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The Inner-Outer Partitioning Paradigm. The state-of-the-art MapReduce solutions for
the general metric space [48, 171] define the inner-outer partitioning paradigm. Specifically,
for each worker, one centroid is randomly selected, and a pair P of inner and outer partitions
is assigned to it. Inner partitions are disjoint, i.e., they have no common records, while
outer partitions can overlap. We provide these definitions below.

Definition 2.1 (Inner Partition). The inner partition 𝐼𝑖 of centroid 𝑐𝑖 contains all records
for which centroid 𝑐𝑖 is the closest centroid among all available centroids, i.e.,

𝐼𝑖 = {𝑟 ∣ ∀𝑐𝑗 ∈ 𝐶, 𝑑𝑖𝑠𝑡(𝑟 , 𝑐𝑖) ≤ 𝑑𝑖𝑠𝑡(𝑟 , 𝑐𝑗 )}, (2.1)

where 𝑑𝑖𝑠𝑡() is the employed distance metric.

To decide whether a record is included in an outer partition, ClusterJoin [48] proposes
the following membership criterion:

Criterion 2.1 (Outer Partition Membership Criterion). Let 𝑟 be an incoming record and 𝑐𝑖
be the closest centroid to 𝑟 . Then 𝑟 belongs to the outer partition of 𝑐𝑗 ,∀𝑐𝑗 ∈ 𝐶,𝑐𝑗 ≠ 𝑐𝑖, if and
only if

𝑑𝑖𝑠𝑡(𝑟 , 𝑐𝑗 ) ≤ 𝑑𝑖𝑠𝑡(𝑟 , 𝑐𝑖)+2× 𝑡, (2.2)

where dist() is the employed distance metric and 𝑡 is the provided distance threshold.

Based on Criterion 2.1, Definition 2.2 describes an outer partition.

Definition 2.2 (Outer Partition). The outer partition 𝑂𝑖 of centroid 𝑐𝑖 contains all records
that do not belong to the inner partition 𝐼𝑖 and satisfy Criterion 2.1, i.e.,

𝑂𝑖 = {𝑟 ∣ ∀𝑟 ∉ 𝐼𝑖 ∧𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛1(𝑟 , 𝑐𝑖)} (2.3)

Similarity Computations. A solution based on the inner-outer partitioning paradigm
proceeds in performing the similarity comparisons based on the formed pairs of inner and
outer partitions (Figure 2.2(a)). In short, the records of an inner partition are compared
against the records of the same inner partition as well as the records of the corresponding
outer partition, whereas records from an outer partition are compared only against records
from the corresponding inner partition. All records with a similarity higher than a threshold
are returned to the user. It can be easily shown that this algorithm retrieves all results
[48, 171].

In this work, we extend the inner-outer partitioning paradigm to encapsulate fine-
grained sets of data involved in computations as a group. This formulation enables us to
perform load balancing of distributed streaming similarity joins with high adaptation to
variable data velocity and distribution.

2.3 Problem Statement
A streaming similarity join operation identifies all pairs of records that belong to one or
more data streams, arrive in the same time window, and have a similarity that exceeds a
user-defined threshold. Consider a set of streams  = {𝑆1, 𝑆2,…}, each containing records.
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Let 𝑠𝑖𝑚(𝑟𝑖, 𝑟𝑗 ) denote the user-defined similarity function between two records 𝑟𝑖 and 𝑟𝑗 ,
which takes values within [0,1]. 2

Definition 2.3 (Matching records within a time window). For a given similarity thresh-
old 𝜃𝑠𝑖𝑚, two records are considered a match when their similarity exceeds 𝜃𝑠𝑖𝑚, and they
both arrive within the same time window. Formally:

(𝑟𝑖, 𝑟𝑗 ) is a match⇔ 𝑠𝑖𝑚(𝑟𝑖, 𝑟𝑗 ) ≥ 𝜃𝑠𝑖𝑚 and 𝑡𝑖, 𝑡𝑗 ∈𝑊𝑘 , (2.4)

where 𝑡𝑖, 𝑡𝑗 are the ingestion timestamps of 𝑟𝑖, 𝑟𝑗 and 𝑊𝑘 the 𝑘𝑡ℎ window. 3

The above definition can trivially be rewritten using distances, where:

𝑑𝑖𝑠𝑡(𝑟𝑖, 𝑟𝑗 ) = 1− 𝑠𝑖𝑚(𝑟𝑖, 𝑟𝑗 ), and 𝜃𝑑𝑖𝑠𝑡 = 1−𝜃𝑠𝑖𝑚.

Notice that similarity join (even over static data) is often a computationally expensive
operation whose complexity increases with the increase of the dimensionality of the data.
The streaming context further aggravates this issue due to the high velocity of incoming
records in data streams and the need for quick answers. The only way to efficiently sustain
the overall computational burden is by scaling out the processing to a distributed stream
processing system. This practice, however, brings forward a new set of challenges, most
importantly the partitioning of the data and the load balancing across the cluster.

Definition 2.4 (Partitioning for streaming similarity joins). Assume a set of streams
 = {𝑆1, 𝑆2,…} that contain records consisting of a timestamp, an id, and a (potentially
high-dimensional) value, i.e., 𝑟 = (𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝, 𝑖𝑑, 𝑣𝑎𝑙𝑢𝑒). Consider a set of records 𝑅𝑘 = {𝑟 ∣

𝑟 ∈ 𝑆𝑖, 𝑆𝑖 ∈ }, ingested within a time window 𝑊𝑘 , a set of worker nodes 𝑁 , and a given
threshold 𝜃. Partition the records in 𝑅𝑘 in |𝑁 | partitions, such that i) each pair of matched
records based on the similarity threshold 𝜃 is contained in the same partition and ii) the
computation load across the worker nodes is balanced.

Unfortunately, the partitioning of the records is not guaranteed to be stable in the
lifetime of a streaming workload. Even if we could efficiently decide on an optimal parti-
tioning of the data, this remains unknown since the data is not available when creating
the partitions. Furthermore, statistical changes in the incoming streaming data, i.e., a
possible concept drift, create skews in data partitions. Consequently, these aspects entail
the consideration of computational load and accompanying challenges. We define the load
of a worker node in a set of workers as follows.

Definition 2.5 (Load). Given a partitioning scheme PS, the load 𝐿
𝑝𝑠

𝑛 of a worker 𝑛 in a set
of workers 𝑁 is equivalent to the number of similarity comparisons it needs to perform
based on the partition of records assigned to it.

2To simplify exposition, hereafter, we expect that 𝑠𝑖𝑚(𝑟𝑖, 𝑟𝑗 ) returns values between 0 (no similarity) and 1 (identical
records). If this is not the case, we can define a metric-specific function 𝑓 (𝑠𝑖𝑚(𝑟𝑖, 𝑟𝑗 )) that bounds the similarity
metric within [0,1].

3Hereafter, without loss of generality, we refer to tumbling windows only to simplify the presentation of our
approach with respect to time window semantics. Our work is applicable to any type of time window.
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As new data arrive, the existing partitioning of the data in the cluster’s workers may no
longer provide a balanced workload across the cluster, thereby leading to the load balancing
problem.

Definition 2.6 (Load balancing). Assume a set 𝑅𝑘 = {𝑟 |𝑟 ∈ 𝑆𝑖, 𝑆𝑖 ∈  , 𝑎𝑛𝑑 𝑟.𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝 ∈𝑊𝑘}

of streaming records ingested within a time window 𝑊𝑘 , a set of the previously defined
partitions 𝑃𝑆 that contain the streaming records 𝑅𝑘 , and a set of workers 𝑁 . Each worker
𝑛 is assigned a partition 𝑃 and has an estimated load 𝐿

𝑝𝑠

𝑛 based on partition 𝑃 . Find a new
optimal partitioning scheme 𝑂𝑃𝑆(𝑅,𝑁 ) that minimizes how much the load of each worker
differs from the desired average load, i.e.,

𝑂𝑃𝑆(𝑅,𝑁 ) so that 𝑚𝑖𝑛(∑ ∣ 𝐿
𝑜𝑝𝑠

𝑛
−𝐿

𝑜𝑝𝑠

𝑎𝑣𝑔
∣),∀𝑛 ∈ 𝑁 . (2.5)

2.4 Related Work
In this section, we discuss the works that are most relevant to the problem of adaptive
distributed similarity joins.
Distributed Stream Equi-Joins. Equality joins have been investigated thoroughly in the
literature. Najafi et al. [125] propose SplitJoin, a novel stream join architecture that achieves
high scalability by dividing the join operation into independent storing and processing,
and employing adjustable join output ordering guarantees. Dossinger et al. [56] introduce
MultiStream, a novel multi-way stream join operator that leverages tuple routing and
exploits a materialization vs. network cost to perform stream join optimization. Najafi
et al. [126] propose a circular multi-way join operator that benefits from hardware and a
parallel multi-way join operator that reduces computation time.

None of these works deal with similarity joins.

Single-node Similarity Joins on Streams. Contrary to equality joins, research on simi-
larity joins on data streams is limited. Morales et al. [49] propose a solution to streaming
similarity self-joins. However, this work does not discuss a parallel distributed solution,
and their approach cannot be trivially scaled out. Similarly, [108] introduces an operator to
tackle similarity joins on uncertain data streams, but their solution cannot be trivially scaled
out. In addition, none of these works considers load (re-)balancing, which is necessary to
retain high performance in the case of concept drift.

To the best of our knowledge, no existing work in stream processing can provide a general
solution over the metric space, which can scale out to multiple machines and provide load
balancing capabilities to tackle concept drift.

Distributed Similarity Joins on Streams. Closest to the spirit of our work is the work by
Yang et al. [174]. The authors propose a distributed streaming similarity join framework
that employs a simple length-based filter to distribute the data across the cluster. Such a
filter cannot be used for metric-space similarity computations, which we consider in this
work. Instead, [174] focuses on the set similarity problem.
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In contrast to [174], in this work, we aim for metric-space similarity computations, which
are required in state-of-the-art approaches in similarity joins, like keyless joins [159].

k-Nearest Neighbours on Streams . In contrast to the exact similarity join problem on
streams, streaming kNN queries attempt to identify and retrieve a specific number, k, of
results. Koudas et al. [99] introduce an error-bounded variation of the problem and propose
DISC that can answer error-bounded kNN queries over sliding windows. Sundaram et al.
[158] propose PLSH, a fast distributed variation of LSH, that supports approximate nearest
neighbours queries over high throughput streams. ADS-kNN [145] overlaps communica-
tion and computation stages and leverages an adaptive partitioning that keeps the load
balanced in order to improve performance.

Streaming kNN employs similarity computations and requires efficient real-time results.
However, it does not retrieve all existing pairs, and the results are not threshold bounded.
Therefore, its solutions cannot be applied in our context.

Distributed, Batch Similarity Joins in MapReduce. There are two main approaches
that MapReduce methods usually follow: Filter & Verification and General Metric Space
[64]. The Filter & Verification methods [167, 53, 123] rely on prefixes and signatures, which
they leverage to scale out the similarity computations and filter unnecessary comparisons.
On the other hand, General Metric space methods [171, 48, 41, 173] divide the metric space
into partitions to which similar objects are grouped.

None of the MapReduce solutions is applicable to streaming similarity joins, as they require
multiple passes over the given dataset to gather statistics, as well as additional pre-processing
steps.

Dynamic reconfiguration for stream processing. Load balancing is a native concern
in distributed stream processing environments. Zhou et al. [178] formalize the problem
of operator placement and propose heuristics that provide load balancing with minimum
data movement across nodes that execute multiple queries. Pietzuch et al. [131] propose
an intermediate layer between the physical network and the stream processing engine
that provides load optimizations through operator placement. Madsen et al. [119] propose
ALBIC, a stream processing optimizer, that unifies reconfiguration problems, such as load
balancing and operation placement, and addresses it as a mixed integer linear program
optimization. Finally, Cardellini et al. [32] propose a two-layered hierarchical architecture,
EDF, that enhances a stream processing engine with autoscaling capabilities.

These works address reconfiguration problems over a cluster of nodes where multiple stream-
ing queries run. However, they only focus on cluster level reconfigurations and do not deal
with imbalanced parallel operators of a specific query due to skewed workloads.

Load-balancing for joining streams. A significant mass of work focuses specifically on
join operations. Both [60] and [78] propose new dataflow multi-way join operators. Gu
et al. [78] employs two routing algorithms that achieve load balancing without affecting
the completeness of the results through data replication. On the other hand, ElSeidy et
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al. [60] focus on providing minimal state relocation costs while keeping at balance the
trade-off between migration costs and the costs of not having optimal data distribution.
Using a different architecture, [170] describes a ring model of multi-way window-based
join operators that is based on time slicing and record propagation. Qiu et al. [138] intro-
duces a streaming variation of the HyperCube algorithm [8] for static multi-way joins.
BiStream [109] leverages a new model based on managing the computational cluster as a
bipartite graph to scale out or down depending on the current workload.

In summary, these works do not optimize unnecessary comparisons and load balancing for
the special case of similarity joins.

2.5 Approach Overview
In this chapter, we propose S3J, an adaptive method that enables efficient similarity joins
over streams in a distributed share-nothing environment through a novel partition-aware
load balancing paired with a stream partitioning scheme that can tackle the general metric
space streaming similarity join problem. Figure 2.1 presents the workflow of our proposed
approach, assuming two input streams.
The similarity join pipeline employs a workflow of four key operators, executed in a loop
(also depicted in Figure 2.1):
(a) space partitioning (Section 2.6), where the ingested data (the yellow squares and the

green circles, corresponding, in this example, to two streams) is partitioned to two
partitions (the highlighted blue and highlighted orange region), each assigned to one
worker;

(b) workset formulation (Section 2.7), which divides the previously created local par-
titioning of the data at each worker into smaller sub-partitions (the worksets), to
facilitate a more efficient load balancing;

(c) similarity computation (Section 2.7.7), where the workers leverage the formed sub-
partitions to independently compute the results, without further coordination, and,
finally;

(d) load balancing (Section 2.8), which relies on statistics collected from the previous
steps to re-partition the data by reassigning some worksets to different workers, in
order to reduce load imbalance at the workers.

The key statistics driving the load balancing policy include the join output and the
side outputs from the workset formulation operators. Particularly, when load imbalance
exceeds a threshold configured by the application, the load balancing scheme computes a
new distribution of the existing worksets based on the existing distribution and a migration
minimization policy and employs the new distribution to the available workers without
the need to create new partitions or worksets. For example, in Figure 2.1, the distribution
of the load is imbalanced between workers 1 and 2. Thus, the load balancing strategy
exchanges workset W2 from worker 1 with workset W1 from worker 2 to balance their
load. The new distribution of the worksets is communicated to the workset formulation
operators to ensure the correct routing of future records.
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2.6 Space Partitioning
Our partitioning scheme aims to distribute the data among the available workers so that:
(a) the computational load is evenly distributed across the workers, and (b) data duplication
is reduced. In this work, we focus on providing adaptivity to streaming similarity joins
through an efficient load-balancing scheme and a fine-grained partitioning scheme. There-
fore, we adapt and extend the previously-proposed inner-outer partitioning paradigm,
described in Section 2.2. In particular, we introduce two layers of partitioning: (a) partition-
ing the data into coarse partitions, and (b) breaking each partition into smaller worksets,
which can be independently handled by each worker. In this section, we describe shortly
our first partitioning layer, space partitioning.

2.6.1 Space partitions
To create our fine-grained worksets, we need to distribute our incoming records to our
workers. However, we cannot divide the load arbitrarily. We need to ensure that possibly
similar records are co-located to the same worker so that we will not have two workers
creating similar worksets. In such a case, we would risk losing matches or duplicating
every record belonging to these worksets. Therefore, we opt to divide the incoming records
into inner and outer partitions, adapting the inner-outer paradigm, in order to create space
partitions. Formally, the space partition 𝑆𝑃𝑖 of a centroid 𝑐𝑖 is the pair of inner partition 𝐼𝑖

and outer partition 𝑂𝑖 of 𝑐𝑖.

2.6.2 Selecting Centroids
Selecting the right centroids for the space partitions is not a trivial task. A common
approach employs a random sampling of the data under processing to select partition
centroids [48, 171]. However, none of these techniques is applicable in the case of streams,
as they all require an extra pass over the data. In addition, historical streaming data could
serve as a source of candidate centroids, but those would be obsolete in the case of concept
drift. In this work, we opt for a simple approach: we randomly generate our partition
centroids based on the expected space coverage. More specifically, after randomly selecting
a set of partition centroids, we initialize our space partitioning instances by providing each
one a copy of the available centroids. Each centroid is assigned to a downstream worker
of our set of workers. For each incoming record, our partitioner instances calculate the
distances to the centroids. Based on the provided Definitions 2.1 & 2.2, an incoming record
is assigned to the inner partition of the closest centroid and to the outer partitions of the
centroids that satisfy the Criterion 2.1.

2.6.3 Avoiding duplicate comparisons
According to the inner-outer partitioning paradigm, records that belong to neighbour-
ing inner partitions can potentially be members of the corresponding outer partitions.
Depending on how similarity comparisons are resolved, such a case would lead to the
same candidate pair of records being evaluated twice, i.e., potentially by two different
nodes. Figure 2.2(b) shows such an example. Record 𝑟1 belongs to the inner partition 𝐼1

and to the outer partition 𝑂2, while record 𝑟2 belongs to the inner partition 𝐼2 and to the
outer partition 𝑂1. Therefore, the pair (𝑟1, 𝑟2) is evaluated for both pair of partitions 𝑃1 and
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Figure 2.2: (a) Paradigm’s similarity computations workflow. (b) Example with a duplicate evaluation of a
candidate pair.

𝑃2 (𝑃1 ∶ 𝑐𝑜𝑚𝑝𝑎𝑟𝑒(𝑟1 ∈ 𝐼1, 𝑟2 ∈ 𝑂1), 𝑃2 ∶ 𝑐𝑜𝑚𝑝𝑎𝑟𝑒(𝑟1 ∈ 𝑂2, 𝑟2 ∈ 𝐼2)). To avoid these redundant
comparisons and maintain duplicate-free results, we adopt the same routing criterion
employed by ClusterJoin[48] and MR-MAPSS[171] to decide whether a record should be
included in a neighbouring outer partition of a space partition or not.

2.7 Workset Formulation
After dividing the incoming records based on their position in the input space, the workset
formulation operation takes place in each of the responsible workers. In this step, we
attempt to create self-contained, minimal worksets on top of which we will perform all our
similarity comparisons. We define a workset as follows:

Definition 2.7. The 𝑖𝑡ℎ workset 𝑊𝑗 ,𝑖 of a space partition 𝑃𝑗 has a centroid 𝑐𝑗 ,𝑖 assigned to it,
and it consists of an inner set 𝐼𝑆𝑗 ,𝑖, an outer set 𝑂𝑆𝑗 ,𝑖, and a set of outliers 𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠𝑗 ,𝑖.

Similarly to the inner and outer partitions of the previous stage, inner sets are disjoint
while outer sets can overlap with outer sets of other worksets, and they can contain records
from inner sets or outliers’ sets of multiple other worksets. The outliers’ sets are also
disjoint. In the following, we discuss the workflow of the workset formulation operator.
We present how an incoming record is handled, and we provide all necessary definitions.
We explain how we select new centroids and the concept of outliers.

2.7.1 Step 1: Deciding Inner vs. Outer Partition
For each incoming record received from workset formulation operator, we first compute
the distances from all existing workset centroids in order to use them in the following
steps. Then we need to specify if the record belongs to the inner or the outer partition of
the space partition worker is responsible for. Records that belong to the outer partition
can only participate in the outer sets of our worksets, while inner records must also be
assigned to an inner set of a workset. If the received record is an outer record, we can
move directly to step 5 (Section 2.7.5).
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2.7.2 Step 2: Assign to an Inner Set
For each incoming record that belongs to the inner partition, we first need to identify the
workset whose inner set will contain it. Each record is assigned to at most one inner set.
We decide whether a record should be assigned to the inner set of a workset based on the
following definition of inner sets.

Definition 2.8 (Inner Set). The inner set 𝐼𝑆𝑗 ,𝑖 of the workset centroid 𝑐𝑗 ,𝑖 contains all
records which are in a distance less than half the provided threshold from 𝑐𝑗 ,𝑖, i.e.,

𝐼𝑆𝑗 ,𝑖 = {𝑥 |𝑑𝑖𝑠𝑡(𝑥, 𝑐𝑗 ,𝑖) ≤ 𝑡/2}, (2.6)

where 𝑑𝑖𝑠𝑡() is the employed distance metric, and 𝑡 is the provided threshold.

If we manage to assign the incoming record to an existing workset, we can move to
step 5. Otherwise, if the incoming record cannot be assigned to the inner set of any of the
existing worksets, we check in step 3 if we can create a new workset to assign it to.

2.7.3 Step 3: Creating NewWorksets
In order to create a new workset, we first need to select an appropriate centroid for it.
Selecting workset centroids. To select the workset centroids, our strategy differs signifi-
cantly from the random selection of a fixed number of centroids employed in the space
partitioning stage. Without knowing the exact distribution of incoming records in the fu-
ture, it is very difficult to cover all input space with a fixed number of centroids. Therefore,
we opt to select centroids on the fly as we process the data. In this way, we can naturally
adapt to occurring concept drifts.

In more details, only records that belong to the inner partition of each space partition
can be selected as workset centroids. If an incoming record 𝑠 cannot be assigned to the
inner set of any of the existing worksets, we check if we can create a new workset with 𝑠

as its centroid. Since the inner sets of all worksets must be disjoint, 𝑠 must be at a greater
distance than the provided threshold from any other centroid. Otherwise, there would be
at least two worksets whose inner sets would have some overlap. Therefore, to select an
incoming record 𝑠 as a new centroid, it must satisfy the following criterion:

Criterion 2.2 (Workset Centroid Selection). An incoming record 𝑠 is selected as a workset
centroid if and only if it is in distance greater than the provided threshold from all existing
centroids, i.e., 𝑠 is a centroid ⟺ 𝑑𝑖𝑠𝑡(𝑠, 𝑐𝑖) > 𝑡,∀𝑐𝑖 ∈ 𝐶, where 𝑑𝑖𝑠𝑡() is the employed distance
metric, 𝑡 is the provided threshold, and 𝐶 is the set of existing workset centroids.

2.7.4 Step 4: Labeling Outliers
If an incoming record 𝑠 neither belongs to an existing group nor can be selected as a
centroid itself, it is labeled as an outlier.

Definition 2.9 (Outliers). We define as outliers 𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠 the set of incoming records that
are within greater than half the provided threshold but less than a threshold distance from
all existing centroids, i.e.,

𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠 = {𝑜 | 𝑡/2 < 𝑑𝑖𝑠𝑡(𝑜, 𝑐𝑖) ≤ 𝑡, ∀𝑐𝑖 ∈ 𝐶}, (2.7)
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where 𝑑𝑖𝑠𝑡() is the employed distance metric, 𝑡 is the provided threshold, and 𝐶 is the set
of existing group centroids.

We assign each outlier to an existing workset based on a proximity criterion, i.e., each
outlier is assigned to the outlier set of the workset whose centroid is the closest to it.

2.7.5 Step 5: Assign to Outer Sets
All incoming records are assigned to none, one or more outer sets of existing worksets
based on the provided similarity threshold. More specifically, we decide if an existing
record should be included to an outer set based on the following definition.

Definition 2.10 (Outer Set). The outer set 𝑂𝑆𝑖,𝑗 of centroid 𝑐𝑖,𝑗 contains all records which
are within a distance greater than half the provided threshold and less than twice the
provided threshold, i.e.,

𝑂𝑆𝑗 ,𝑖 = {𝑥 |𝑡/2 < 𝑑𝑖𝑠𝑡(𝑥, 𝑐𝑗 ,𝑖) ≤ 2× 𝑡} (2.8)
where 𝑑𝑖𝑠𝑡() is the employed distance metric, and 𝑡 is the provided threshold.

To ensure the completeness of our final output, all outer partition records are stored to
be compared to new occurring centroids when a new workset is created.
Routing criterion. Similarly to the space partitioning stage, in workset formulation we
also employ a routing criterion to decide on routing records to the outer sets of worksets.
The reasoning behind this decision is again to avoid considering the same pairs of records
in two different worksets. However, due to the dynamic way of creating our worksets
we cannot employ the same criterion as in the space partitioning stage. That is because
the aforementioned criterion considers all worksets known a priori. Therefore we opt for
the simplest solution of routing records to the outer sets of a workset only if the id of
the workset is smaller than the id of the workset whose inner set contains the record. Of
course, as also discussed in [171], this routing scheme results in a skewed distribution of
the computation load to the worksets with the smaller ids. We try to compensate for our
decision through our load balancing scheme discussed later on.

Although the worksets are created within a space partition that is assigned to a specific
worker, they can be distributed to any of the available workers for the downstream operation
of the similarity computations. As a policy, we assign every newly created workset to
the same worker that it was created, in order to avoid shuffling overhead. However, the
ability to later re-assign a workset to any available worker is crucial for our load balancing
scheme discussed later.

2.7.6 Set Boundaries in Metric Space
Based on the metric space properties, the bounds for the inner and outer sets of a workset
are carefully chosen to ensure the correctness of the final output and, at the same time,
avoid as much as possible unnecessary similarity comparisons. For our inner sets, a bound
of half the provided threshold is the maximum bound which can ensure that all records
participating in an inner set are at a distance of at most the desired threshold. Thus it
allows us to avoid performing the actual comparisons to determine those matches. On
the other hand, the selected bounds for outer sets consider the existence of outliers and



2

30 2 Adaptive Distributed Streaming Similarity Joins

𝐼𝑛𝑐𝑜𝑚
𝑖𝑛𝑔	𝑟𝑒𝑐𝑜𝑟𝑑

										𝑟!
∈
𝑃"

𝐷
𝑜𝑒𝑠	𝑟! 	𝑏𝑒𝑙𝑜𝑛𝑔	𝑡𝑜	
𝑖𝑛𝑛𝑒𝑟	𝑜𝑟	𝑜𝑢𝑡𝑒𝑟	
𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛	𝑜𝑓	𝑃" ?

Calculate	all	distances	
from

	existing	w
orkset	

centroids	in	𝑃" .

Step	1
Outer

Include		𝑟!	 	to	the	𝐼𝑆",%
of	the	w

orkset
𝑊
",% 	w

ith	centroid	𝑐",%
.

Step	2

𝑦𝑒𝑠 D
oes 

a w
orksetcentroid

exist in a distance from
 

𝑟!
less than half 

the threshold?
𝑛𝑜

Create	a	new
	w
orkset

𝑊
",&'

( 	w
ith	centroid	𝑟!

and	include	𝑟!
to	its	

inner	set	𝐼𝑆",&'
( .		

𝑦𝑒𝑠

𝑛𝑜

Step	3
Step	4

Include	𝑟!	 to	the	
outer	sets	of	all	other	
w
orksetsthat	are	

w
ithin	a	distance	

tw
ice	the	threshold.	

Are	
all	w

orkset
centroids	in	distance	
greater	than	the
threshold?

Include		𝑟!	 	to	the	
closest	w

orkset
𝑊
",% 	as	outlier.

𝐼𝑛𝑛𝑒𝑟

Figure
2.3:W

orksetForm
ulation

W
orkflow



2.8 Adaptive Workset Balancing

2

31

ensure the desired completeness of the final output while attempting to keep the number
of computations as low as possible. Both bounds can be trivially proven using the metric
space’s triangle inequality property.

2.7.7 Similarity Computations
By creating worksets inside each space partition, we confine our comparisons and mini-
mize the number of similarity computations performed. We can decide which similarity
computations to perform by considering the type of the incoming records, e.g., an inner,
outer, or outlier record.

When the incoming records belong to the inner set, we can immediately emit as matches
all possible pairs of our incoming records and the other records of this inner set in our
state. Yet, we still need to perform the comparisons with the records in the outer set of
the workset as well as with the outliers assigned to workset. In the case of an incoming
record that belongs to the outer set of a workset, this record needs to be compared against
all records in the inner set of the workset and the outliers’ set assigned to it. The case of
an incoming outlier record is the most expensive since it needs to be compared against all
other records of the workset.

2.8 Adaptive Workset Balancing
In the streaming context, it is important that the algorithm adapts to the incoming streams
such that it continuously maintains good load-balancing properties. In this section, we
discuss our approach to adaptively load-balance the worksets at runtime. Four main factors
make the load balancing for similarity joins challenging: 𝑖) the quadratic complexity of
the similarity join problem, 𝑖𝑖) low latency requirements, 𝑖𝑖𝑖) the zero knowledge of data
distributions before execution, and 𝑖𝑣) the volatile nature of streams that can lead to concept
drift.
Similarity Joins are CPU-bound. Our early experiments showed that the similarity
computation is the heaviest task of our pipeline, i.e., similarity joins are CPU-bound. In the
rest of this section, we propose an approach that takes into account the existing partitioning
scheme and reduces the load imbalance by reassigning worksets to similarity computation
operators. More specifically, the goal of the balancing of worksets is to load balance the
similarity computations across a set of workers.

2.8.1 Migrating Worksets W/O Repartitioning
The workset formulation algorithm (Section 2.7) aims at forming self-contained worksets
in each partition, i.e., the worksets are the unit of computation, and any given workset
is sufficient to produce the similar pairs of the records assigned to those worksets. We
opted for creating self-contained worksets in order to be able to move them across workers
without very complex state migration procedures: intuitively, a given workset that incurs
very high computation cost can be moved to a worker that is less loaded.

As a result, the worksets can be easily redistributed to the available workers to reduce
load imbalance without influencing the completeness and correctness of the join results. At
the same time, balancing through reassigning only specific worksets ensures that we have
to migrate only specific parts of an operator’s state. In short, by minimizing load imbalance,
we minimize state migration and network costs. This allows us to achieve low response
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latency while adapting to streaming load spikes and stream concept drifts. In what follows,
we define the problem of load balancing by redistributing worksets on the fly across the
available workers.
Definition 2.11 (Load balancing based onworksets). Assume the set𝑅𝑡1

= {𝑟 |𝑟 ∈𝐴 or 𝑟 ∈

𝐵, 𝑎𝑛𝑑 𝑟 = (𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝, 𝑟𝑒𝑐𝑜𝑟𝑑)} of streaming records received until the timestamp 𝑡1, a set of
worksets 𝑊𝑆𝑡1

that contain the streaming records 𝑅𝑡1
and a set of workers 𝑁 . Each worker

is assigned a subset of 𝑊𝑆𝑡1
, e.g. the worker 𝑛 is assigned the subset 𝑊𝑆

𝑛

𝑡1
. Let 𝐿𝑛

𝑡1
(𝑊𝑆

𝑛

𝑡1
)

be the workload of worker 𝑛 at timestamp 𝑡1 based on its currently assigned subset of
worksets 𝑊𝑆

𝑛

𝑡1
. Let 𝐷𝐼𝑡1 =∑ ∣ 𝐿

𝑛

𝑡1
(𝑊𝑆

𝑛

𝑡1
)−𝐿

𝑎𝑣𝑔

𝑡1
∣ be the degree of imbalance regarding the

distribution of workload on our set of workers 𝑁 . Find a new optimal distribution of
worksets to workers that minimizes the degree of imbalance 𝐷𝐼 and the migration cost to
reach this optimal distribution from the current distribution.

2.8.2 Workset-Balancing vs. Job-Scheduling
Recall that our worksets compose our most fine-grained data partitions and, at the same
time, self-contained computational units. Therefore, it is possible to think of a workset
as a computation job over a certain period of time. This observation allows us to link our
load-balancing problem to the classic job-scheduling problem across multiple processors.
However, the classic definition of job scheduling cannot be directly applied to a streaming
setting.

There is a multitude of work on job scheduling for computational grids and multi-
processor settings [71, 74, 175, 146, 39]. Specifically, the job rescheduling flavor of the
problem [42, 11] could be adapted to our workset load balancing problem. This can be
achieved as follows: each workset 𝑊𝑗 ,𝑖 can be seen as a job 𝐽𝑗 ,𝑖 with specific load 𝐿𝑊𝑗 ,𝑖

and
migration cost based on its size in bytes 𝑀𝑊𝑗 ,𝑖

, i.e., 𝑊𝑗 ,𝑖 ≡ 𝐽𝑖(𝐿𝑊𝑗 ,𝑖
,𝑀𝑊𝑗 ,𝑖

). Every similarity
computation operator can be seen as a processor, with the primary objective becoming
the minimization of the degree of imbalance. Note that the job rescheduling problem, and
thus our load balancing problem as well, is NP-hard [11, 42]. Due to its NP-hardness, all
existing algorithms for the job-rescheduling problem are approximations. Similarly, in the
following, we devise a greedy workset balancing algorithm.

2.8.3 The Workset Balancing Algorithm
Our workset balancing algorithm (listed in Algorithm 1) optimizes for the desired load
imbalance measure. The algorithm takes as input a set of overloaded workers, a set of
underloaded workers, and the average load, i.e., the target load across all workers. The
algorithm starts by going over all overloaded workers. For each of them, if it contains one
or more worksets with a load higher than the average worker load, we flag the workset
with the highest load as irremovable (line 5). Since these worksets have a greater load than
the average load of workers, moving them will not alleviate the load imbalance.

For all worksets in overloaded workers that are not flagged as irremovable, we calculate
the benefit of removing the workset from the worker it currently resides in. If the benefit
is positive, we add the workset to a priority queue, sorted descending on benefit. After
processing all worksets, we pick the workset with the maximum benefit from the priority
queue that is not yet included in the ignore list (a list initialized as empty and populated
during the algorithm) and flag it as the best workset (Lines 8-17). The next step is to find an
underloaded worker that can accept this workset. Therefore, for each underloaded worker,
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Algorithm 1 Workset Balancing Algorithm
Require: set of overloaded workers 𝑂, set of underloaded workers 𝑈 , average load 𝐿𝑎𝑣𝑔

Ensure: load balanced distribution 𝐷𝑛𝑒𝑤 of worksets to workers
1: ignore_list← []

2: best← 𝑛𝑢𝑙𝑙

3: over_benefits← priorityQueue(𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 ∶ benefit)
4: under_benefits← priorityQueue(𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 ∶ benefit)
5: irremovables← find_irremovables(𝑂,𝐿𝑎𝑣𝑔 )
6: repeat
7: for 𝑜 ∈ 𝑂 do
8: for workset 𝑤 ∈𝑊𝑜 do
9: benefit← calculate_removal_benefit(𝑤,𝑊𝑜)

10: if benefit > 0 and 𝑤 ∉ irremovables then
11: over_benefits.put({benefit,𝑤})
12: end if
13: end for
14: end for
15: repeat
16: best← over_benefits.pop()
17: until best ∉ ignore_list or best is 𝑛𝑢𝑙𝑙
18: if best is not 𝑛𝑢𝑙𝑙 then
19: for 𝑢 ∈ 𝑈 do
20: benefit← calculate_addition_benefit(𝑤,𝑊𝑢)

21: under_benefits.put({benefit, 𝑢})
22: end for
23: repeat
24: optimal← under_benefits.pop()
25: until compute_load(optimal, 𝑢) < 𝐿𝑎𝑣𝑔

or optimal is 𝑛𝑢𝑙𝑙
26: if optimal is not 𝑛𝑢𝑙𝑙 then
27: assign_workset(best,optimal)
28: else
29: ignore_list.append(best)
30: end if
31: end if
32: until best is 𝑛𝑢𝑙𝑙

we calculate the benefit of adding the chosen workset to that worker and assign it to the
worker that brings the maximum benefit. If there is no worker that has a positive benefit,
we append the chosen workset in an ignore list (Lines 18-30). This procedure is repeated
until there is no candidate workset left to be removed from the overloaded workers (Line
32).
MigrationCosts. There have been efforts to formulate a concretemigration costmodel [131,
178]. In the context of streaming similarity joins, several factors affect the migration cost: a)
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stopping and restarting the streaming job, b) calculating the new partitioning, c) updating
the existing state, and d) moving the repartitioned data to the workers based on the new
partitioning. In this work, we only consider c) and d) and leave a) and b) for future work.
Since our workers share the same resources, only the size of the worksets we move affects
the migration cost. The benefit function calculates the benefit as the difference in the degree
of imbalance (DI), defined in Definition 2.11, between the current workset distribution
and the one occurring after a workset move. In order to include migration cost in our
algorithm’s model, we subtract from the calculated benefit the workset size multiplied by
a user-provided factor to negatively affect the calculated benefit that will be taken into
account.
Gathering Statistics. Notice that our workset balancing algorithm requires as input a
collection of statistics. By monitoring the main pipeline, we measure the load and the
latency for each worker, and the size and the load of the worksets assigned to each worker.
All statistics are collected over an application-specified monitoring window. The algorithm
requires an extra step of categorizing the workers as underloaded or overloaded based
on the desired average load of a worker, which, however, takes negligible time, even for
networks involving tens of thousands of workers.

2.9 Experiments
2.9.1 Performance Metrics
Previous works [174, 49, 108] in streaming similarity joins try to adapt existing metrics to
stream processing use cases. However, to accurately evaluate the performance of stream-
ing solutions, we need to employ performance metrics that adhere to the requirements
of streaming workloads. For example, using the total runtime duration of a streaming
similarity join operation as in [174, 49], is not suitable for a practical application involving
unbounded data streams. While [108] provides a more interesting per-timestamp runtime
measurement of the actual similarity join computation, this does not include an end-to-end
performance measurement of the pipeline.

We argue that tuple latency is a more suitable metric since it is strongly connected to the
natural requirement of stream processing for real-time results. We employ as tuple latency
the processing-time latency in windowed join operators from [94]. The processing-time
latency of a joined pair of tuples in a streaming similarity join is defined as the interval
between the maximum ingestion time of the involved tuples and its emission time from
the output sink.

A common metric in the existing literature is the duplication ratio of data partitioning.
The duplication ratio is defined as the average number of times a tuple is duplicated across
the available partitions. The duplication ratio shows the impact that the partitioning scheme
has on the input size. Therefore it also provides valuable insights into the additional memory
and storage resources needed to apply our partitioning. The higher the duplication ratio is,
the more redundant information is transmitted and stored.

Since the goal of this line of work is to reduce the number of computations performed,
we also employ a comparisons ratio. We define the comparisons ratio as the total number of
performed similarity computations over the number of joined pairs. This metric allows for
efficiency comparisons between the solutions.
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2.9.2 Datasets
In order to evaluate our proposed solution thoroughly and to understand its limitations,
we perform an experimental evaluation over synthetic datasets of various configurations.
Synthetic stream generators. We employ synthetic data to investigate in depth the
performance of both our partitioning and load balancing scheme under fully-controlled
conditions. In particular, we implemented a set of configurable stream generators to provide
streams of different velocities with records of varying dimensionality that follow different
probability distributions.

2.9.3 Experimental Setup
The experiments are conducted on a 3-node Kubernetes cluster with AMD EPYC 7H12
2.60GHz CPUs. We configure an Apache Flink cluster with a single job manager and a
dynamic set of task managers based on the parallelism of the running job. The job manager
and the task managers are deployed with 2 CPUs and 16GB of memory each. Apache
Kafka is used as the source and the sink of the Flink job. All generators feed the similarity
join job through Kafka. Minio is used as a state backend for Flink and as file storage
for complementary data. We employ vectors as input values and angular distance as our
metric for all experiments. We evaluate our load balancing and partitioning scheme based
on the aforementioned metrics. Since Flink does not provide any online mechanism for
state migration, to perform our load balancing, we stop the job with a savepoint, alter the
savepoint based on the new workset distribution using the state processor API, and restart
the job with the new savepoint.

2.9.4 Baseline: ClusterJoin
There is no native stream processing solution that performs similarity joins. Therefore, we
opt to adapt ClusterJoin to a streaming environment, and we include it in our experiments
as a baseline. ClusterJoin follows the inner-outer-paradigms and resembles our space
partitioning layer. However, it partitions the data into multiple virtual partitions, which
it later assigns to workers, in contrast to our one space partition per worker design. For
our experiments, we configure ClusterJoin to use 500 virtual partitions as suggested in the
original work [48]. For these virtual partitions, we select centroids like we select centroids
for our space partitioning layer.

2.9.5 Partitioning Performance
In what follows, we present S3J’s performance over synthetic data streams with various
properties. We first investigate how our stream partitioning performs against join queries
of different selectivities. Then, we experiment with different levels of parallelism. For both
experiments, we use synthetic data streams whose records follow a uniform distribution.
In this set of experiments, we do not impose any load balancing.
Varying selectivities. In this first series of experiments, we focus on the correlation
between the performance of our stream partitioning and the imposed query’s selectivity.
Although most of the existing literature targets various similarity thresholds, we opt for
join selectivity since it better describes the properties of the join query.
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Figure 2.4: 99% latency percentile per worker for varying selectivities. Each line represents a single worker (in
this case, 5 workers total). Incoming ratio 4000 records per second, Parallelism: 5, Uniform distribution.

We vary the selectivity through the similarity threshold while keeping the rest of the
parameters the same. For the experiment depicted in Figure 2.4, we consider two streams of
records of 2D values that follow the uniform distribution. Both streams have a rate of 2000
incoming records per second, which results in 4000 records per second total input rate, and
a duration of five minutes. A tumbling window of 1 minute of processing time is employed,
and the similarity job has a parallelism of 5. In this low parallelism setting, the partitioning
scheme struggles to partition the data evenly across the nodes for high-selectivity queries,
while for low-selectivity queries, it provides real-time latency results.

In comparison to our baseline, ClusterJoin, we observe a significant performance
improvement both in high and low selectivities. In the case of the 1% selectivity experiment,
the input rate is not sustainable for either approach. However, S3J outperforms ClusterJoin
significantly. First of all, we manage to retain a higher processing throughput of 6000
records per second on average, while ClusterJoin is throttled to only 4000 records per
second on average. As a result, we finish processing all records 200 seconds earlier than
ClusterJoin. S3J reaches max latency after more than 40 seconds while ClusterJoin maxes
out at 15 seconds. Notice, however, that this is a side effect of using the ingestion time
in order to measure latency and Flink’s backpressure mechanism. Although the load is
unsustainable, backpressure does not reach the source operators for S3J, and the ingestion
rate matches the input rate. As a result, records remain in S3J’s pipeline longer. On the other
hand, the backpressure is much higher in ClusterJoin and reaches the source operators,
resulting in a drop in the ingestion rate. The same also holds for the 0.5% selectivity
experiment. In the experiment of low selectivity of 0.1%, in contrast to ClusterJoin, S3J
manages to retain a sub-second latency and provide real-time results.

For these experiments, we also measure the duplication ratio. Table 2.2 summarises
our findings. S3J manages to keep the duplication ratio around 2x for all experiments and
selectivities. On the other hand, ClusterJoin’s duplication ratio grows fast as the selectivity
is increased. S3J’s fine-grained worksets manage to partition the data more efficiently
than the random virtual partitions of the adapted ClusterJoin. The lower duplication ratio
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Table 2.2: Effects of selectivity on duplication ratio and comparisons reduction.

Duplication Ratio Comparisons ratio
Selectivity S3J ClusterJoin S3J ClusterJoin

10% 1,96 Timeout 1,58 Timeout
5% 1,96 Timeout 1,65 Timeout
1% 1,94 6,17 1,77 9,70
0.5% 1,97 3,53 1,95 11,16
0.1% 1,92 1,49 5,82 24,51

results in less network traffic and fewer comparisons to be performed.
The comparisons ratio showcases the efficiency of S3J. As Table 2.2 shows, S3J for high

to medium selectivities manages to keep the numbers of performed similarity computations
below 2x the number of joined pairs. Compared to ClusterJoin, for all selectivities S3J has
a better comparisons ratio by 4x to 5x.

Varying parallelism. The parallelism of the job, i.e., the number of available workers,
is another important parameter. We consider again a pair of 2D streams whose values
follow the uniform distribution. However, we choose a low selectivity query and a higher
incoming ratio of 4000 records per stream per second (8000 records per second in total).
The streams have a duration of 5 minutes, and the processing happens in windows of 5
minutes. Figure 2.5 presents the effect of parallelism on the performance of our partitioning
solution. The results show that our partitioning can leverage higher parallelism effectively
and provide real-time latency results.

Compared to ClusterJoin, S3J manages to scale much more efficiently. Even with the
lowest parallelism, it manages to keep relatively low latencies and handle the entire load
without a trailing lag. On the other hand, ClusterJoin needs almost double the time to
process the entire load and has significantly worse latency performance. As we increase
parallelism, in contrast to ClusterJoin, S3J manages to harness the additional resources to
achieve low latency near real-time results.

The measurement of the duplication ratio suggests that higher parallelism leads to
higher record duplication for S3J. Based on Table 2.3, the duplication ratio of S3J grows
slowly as we add more workers. This growth is mainly attributed to the increase in space
partitions as more workers are added. Actually, our second layer of partitioning, i.e., the
workset formulation, manages to even reduce some of the duplicate records produced from
the space partitioning layer. On the other hand, ClusterJoin’s duplication ratio is unaffected
by the increase in parallelism. This is due to the fact that ClusterJoin partitions the incoming
records based on its virtual partitions and not the number of available workers.

The comparisons ratio showcases that S3J also benefits from parallelism in terms
of comparisons performed. As Table 2.3 shows, S3J effectively reduces the number of
performed comparisons as the parallelism increases. This behaviour is related to the
number of the workset centroids assigned to each space partition. As parallelism increases,
more space partitions are employed, resulting in fewer worksets per space partition and,
thus, fewer unnecessary comparisons per incoming record.
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Figure 2.5: 99% latency percentile per worker for varying parallelism. Each line represents a single worker (in
this case, 5, 10, and 15 workers accordingly). Incoming ratio 8000 records per second, Selectivity: 0.1%, Uniform
distribution.

Table 2.3: Effects of parallelism to duplication ratio and comparisons reduction.

Duplication Ratio Comparisons ratio
Parallelism S3J ClusterJoin S3J ClusterJoin

5 1,96 1,49 4,48 20,36
10 2,12 1,49 3,16 20,36
15 2,37 1,49 2,93 20,36
20 2,62 1,49 2,65 20,36

2.9.6 Benefits of Load Balancing
Our experiments on the effectiveness of our partitioning scheme (Figures 2.4 & 2.5) show-
cased that the performance of S3J can be improved by effectively balancing the load. In
Section 2.8, we propose a novel approach that addresses the balancing problem as a workset
balancing problem. In Figure 2.6, we show how this load balancing approach, on top of
our partitioning scheme, can benefit the performance of the similarity join task. The
experiment involves two streams following a uniform distribution with a total input rate
of 8000 records per second. The selectivity is set to 0.1%, and for the simplicity of the
presentation, a parallelism of 5 is selected. The processing is happening in windows of 1
minute. This configuration is similar to the experiment (top left) with a parallelism of 5
from Figure 2.5. We perform load balancing at the beginning of each window.

Our load balancing scheme positively affects the performance of the similarity join
job. First of all, the load balancing scheme progressively manages to reduce the maximum
latency within each window. Within 3 windows of processing, the load balancing scheme
reduces the maximum latency from 3 seconds in the first window (0-60s) and 3.5 seconds
in the second window (60-120s) to roughly 2 seconds in the last window (180-240s). At the
same time, the load balancing scheme successfully involves all available workers in the
processing. In Figure 2.5 (top left), where no load balancing is employed, there is a worker
(green line) that roughly receives any load throughout the experiment. We can identify the
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Figure 2.6: 99% latency percentile per worker. Each line represents a single worker (in this case, 5 workers in
total). Uniform distribution, Incoming ratio 8000 records per sec, Selectivity: 0.1%, Parallelism: 5.

same behavior during the first window (0-60s) of the load balancing as well. However, after
the first balancing action, the worker receives worksets that have an evidently high load
and participates actively in the processing. Of course, we can also identify some limitations
of our approach. Although the load balancing scheme manages to bring 4 out of 5 workers
to similar loads, a worker still has a higher load than the rest (blue line). Responsible for
this behavior is a big, heavily loaded workset. As we describe in section 2.8, we flag big
worksets with a load higher than the average load of the workers as irremovable, and we
do not consider them for the load balancing. In future work, we plan to divide these big
worksets into smaller ones which we can then consider for load balancing.

2.9.7 Summary of experiments

Our experiments show that the partitioning scheme of S3J can retain sub-second latency for
low selectivities even with low parallelism. S3J’s partitioning can handle high selectivities
significantly more efficiently than the baseline and retain a higher processing throughput
for unsustainable input rates. It can scale efficiently with increasing parallelism and
leverages better than the baseline the available resources. In terms of duplication, S3J
retains an almost constant ratio of 2x as the selectivity increases, in contrast to the baseline.
As parallelism increases, the duplication ratio of S3J increases, but at a slower rate. As far
as comparisons reduction is concerned, S3J manages to drastically reduce the performed
comparisons, primarily thanks to its workset concept (Section 2.7) that allows S3J to emit
pairs of records belonging to the same inner set without actually performing the similarity
computation. The load balancing scheme manages to redistribute well the worksets and
their load to the workers. This results in gradually reducing the maximum latency as well
as equally involving all workers in the processing of the load, increasing their utilization.
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2.10 Conclusions
Current approaches for distributed streaming similarity joins are tailored solutions to
specific problems and are unable to adapt to concept drift or load imbalance. We presented
S3J, a generic approach for distributed streaming similarity joins that tackles the problem
in the general metric space and applies load balancing to adapt to load imbalances while
reducing the number of computations through smart partitioning that enables the load
balancing technique. Our empirical evaluation suggests that S3J can adapt efficiently to
load imbalances, scales effectively as the parallelism increases without enforcing high
duplication overhead, reduces the unnecessary similarity computations, and enables low
latency similarity join results for low selectivity queries.
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3
Evaluating Checkpointing Protocols

for Streaming Dataflows
Stream processing in the last decade has seen broad adoption in both commercial and research
settings. One key element for this success is the ability of modern stream processors to handle
failures while ensuring exactly-once processing guarantees. At the moment of writing, virtually
all stream processors that guarantee exactly-once processing implement a variant of Apache
Flink’s coordinated checkpoints – an extension of the original Chandy-Lamport checkpoints
from 1985. However, the reasons behind this prevalence of the coordinated approach remain
anecdotal, as reported by practitioners of the stream processing community. At the same time,
common checkpointing approaches, such as the uncoordinated and the communication-induced
ones, remain largely unexplored.

This chapter addresses this gap by 𝑖) shedding light on why practitioners have favored the
coordinated approach and 𝑖𝑖) investigating whether there are viable alternatives. To this end, we
implement three checkpointing approaches that we surveyed and adapted for the distinct needs
of streaming dataflows. Our analysis shows that the coordinated approach outperforms the
uncoordinated and communication-induced protocols under uniformly distributed workloads.
To our surprise, however, the uncoordinated approach is not only competitive to the coordinated
one in uniformly distributed workloads, but it also outperforms the coordinated approach in
skewed workloads. We conclude that rather than blindly employing coordinated checkpointing,
research should focus on optimizing the very promising uncoordinated approach, as it can
address issues with skew and support prevalent cyclic queries. We believe that our findings
can trigger further research into checkpointing mechanisms.

This chapter is based on the following paper:

 George Siachamis, Kyriakos Psarakis, Marios Fragkoulis, Arie van Deursen, Paris Carbone, Asterios Kat-
sifodimos. 2024. CheckMate: Evaluating Checkpointing Protocols for Streaming Dataflows. In ICDE. IEEE. [151]
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3.1 Introduction
Streaming queries constitute a crucial component of cloud applications, such as online
advertising, fraud detection, real-time analytics, and Internet of Things (IoT) use cases.
Streaming queries are commonly executed within multi-tenant distributed environments,
subject to varying service level agreements (SLAs) regarding fault-tolerance, processing
guarantees (e.g., at-least/exactly-once processing), and uptime.

The first generations of streaming engines delegated the responsibility of correctness
mechanisms to the application programmers [7, 17, 37]. With the advent of cloud computing,
modern streaming engines, such as Apache Flink [31], Google Millwheel [12], SEEP [63],
IBM Streams [46], Hazelcast Jet [73], and Microsoft Trill [35] have adopted more advanced
fault tolerance mechanisms, that achieve exactly-once processing guarantees [30, 152],
without the need for programmers to change the business logic to cater for failures.

At the moment of writing, there is consensus in the use of the classic coordinated
checkpointing protocol [38] and its variants for rollback recovery across production-
grade stream processing engines, following its initial undertaking in Apache Flink [30].
Coordinated checkpointing protocols leverage special messages, known as markers, to
capture a consistent checkpoint of the distributed global state in a coordinated fashion.
Once a failure occurs, a streaming pipeline can recover by rolling all operators back to
their latest checkpoint and resuming processing from an offset of the streaming input.

Despite its wide adoption, the coordinated approach has been criticized for two main
drawbacks. The first is that, in large deployments, the coordination can block operators
with a large number of inputs (e.g., joins or aggregates) during the marker alignment phase
[6, 2]. The second issue is that in case of backpressure [1, 5], the markers cannot travel
through the dataflow graph, and the checkpointing mechanism stalls, eventually halting
the processing of new messages.

At the same time, multiple approaches have been proposed in the past, stemming from
the original uncoordinated [24, 172] and communication-induced [15, 28, 83] checkpoints
(CIC). Uncoordinated protocols allow processes to take checkpoints independently, without
coordination via markers, but 𝑖) they require storing logs of in-flight messages, 𝑖𝑖) they need
to execute a recovery-line algorithm before recovery, and 𝑖𝑖) the number of messages that
need to be replayed upon recovery can be substantially large (depending on the recovery
line found). To alleviate these issues, the communication-induced family of protocols can
limit the rollback propagation during recovery by breaking the patterns that lead to invalid
checkpoints with forced checkpoints during normal execution.

Despite this convergence of the stream processing engines to the coordinated check-
pointing protocol, no substantial experimental evidence currently supports this system
design decision against other options (e.g., uncoordinated and communication-induced
checkpoints). This lack of experimental evidence can lead future streaming engines to
adopt the predominant coordinated protocol along with its drawbacks, while alternative
options that could behave better are ignored. Therefore, further investigation is crucial
to facilitate both research and practice toward classifying checkpointing protocols and
reasoning about the protocol choices that meet the needs of different workloads.

In addressing these gaps, this work is the first to revisit checkpointing for stream
processing from its first principles. First, we present and analyze the theoretical cost of
existing approaches. We then experimentally evaluate the three prominent checkpointing
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protocol families by implementing them in a testbed system built for the needs of this
evaluation. We push the protocols to their limits on diverse workloads, resulting in
various topologies and processing needs, including a cyclic query. Finally, we measure
the performance and the impact of the protocols both on failure-free execution as well as
under failure in both uniform and skewed workloads.
In summary, this chapter makes the following contributions:

• A comprehensive survey of three families of checkpointing approaches and the
conditions under which they can guarantee exactly-once processing.

• A theoretical account of the advantages and drawbacks of those three checkpointing
approaches in streaming dataflows.

• An open-source streaming dataflow testbed system that enables accurate and isolated
comparison of different checkpointing protocols.

• The first experimental evaluation of three checkpointing approaches on different
workloads using NexMark queries [163] and a custom query that causes cycles in
the dataflow graph.

• The first experimental evidence showing that:

– Under uniformly distributed workloads, the coordinated approach outperforms
all other approaches;

– Under skewed workloads, the uncoordinated approach outperforms the coordi-
nated one despite its expensive in-flight message logging;

– The uncoordinated approach in practice does not suffer from the (theoretical)
domino effect [59] in any of our experiments.

– The communication-induced approach is not competitive in any scenario due
to its large message overhead that it requires to avoid the (improbable, in our
experiments) domino effect.

The rest of the chapter is structured as follows. In Section 3.2, we summarise all the
necessary background knowledge required to understand checkpointing. Then, we discuss
in detail the benchmarked protocols (Section 3.3) and the system used for the benchmarking
(Section 3.4). In Section 3.7, we describe the experimental setup and present and comment
on our results. In Section 3.8, we discuss related existing works. Section 3.9 concludes this
chapter.
The code of CheckMate can be found online:
https://github.com/delftdata/checkmate
https://zenodo.org/doi/10.5281/zenodo.11652522

3.2 Preliminaries
In what follows, we discuss all the necessary concepts to understand better and evaluate
the checkpointing protocols, particularly processing semantics and consistency, in the face
of failures.

https://github.com/delftdata/checkmate
https://zenodo.org/doi/10.5281/zenodo.11652522
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Figure 3.1: Examples of valid recovery lines when in-flight messages are included in the global state.

3.2.1 Processing Semantics
Different applications have different processing needs. Stream processing engines and
their fault tolerance mechanisms provide specific processing semantics to accommodate
these needs even when a failure occurs. A recent survey [66] identifies three predominant
semantics with regard to processing: at-most-once, at-least-once, and exactly-once.

For data analytics, monitoring, or other applications that can tolerate incomplete data,
a stream processing engine that provides at-most-once semantics is sufficient. We define
at-most-once semantics as follows:

Definition 3.1 (At-most-once). A stream processing engine provides at-most-once pro-
cessing semantics when it ensures that each streaming operator will process each ingested
record once or not at all.

At-most-once semantics are the weakest guarantees a stream processing engine can
provide. This processing guarantee has been termed gap recovery in the past [91]. In case
of a failure, in-flight records can be lost and never be processed by downstream operators.

To accommodate applications that are intolerant of losing messages, streaming engines
support at-least-once semantics.

Definition 3.2 (At-least-once). At-least-once processing semantics are provided when
each ingested message is processed one or more times by each streaming operator.

By providing at-least-once semantics, a streaming engine can avoid data loss, but at the
same time, it is amenable to accounting for the same message more than once. For sensitive
applications, such as bank transaction handling or aggregations, duplicate processing can
cause serious anomalies. In such cases, exactly-once semantics are necessary.

Definition 3.3 (Exactly-once). Exactly-once semantics guarantee that each ingested mes-
sage is processed exactly once in each operator, i.e., any state changes that occur from
processing a message are reflected exactly-once on the checkpointed state.

Exactly-once semantics define strict guarantees, and they can ensure that processing
under failures is identical to failure-free processing. Note that there is a distinction [66]
between exactly-once processing and exactly-once output [47]. In exactly-once processing,
an external system consuming the output can still observe duplicates. For instance, in case
of fault recovery, the streaming system will resume processing after the latest checkpoint
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and produce some output that it had already produced (but not yet checkpointed the
corresponding state) prior to the failure.

In the rest of the chapter, we only consider exactly-once processing guarantees.
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(d) Consistent state by capturing in-flight messages

Figure 3.2: Cases of inconsistent and consistent state after recovery for stateful operators 𝑂1,𝑂2 and 𝑂3.



3

46 3 Evaluating Checkpointing Protocols for Streaming Dataflows

3.2.2 Consistency of Global State
Data stream execution is data-driven, where processing is orchestrated by messages being
sent and received between tasks, triggering local computation. Without loss of gener-
ality, a distributed stream execution consists solely of send and receive operations
corresponding to each message.

Modern distributed stream processing engines refer to the global state as the collection
of the states of all operators of a streaming pipeline. We refer to an operation (send
or receive) being part of the global state if it occurred before the respective state
acquisition. Furthermore, the state of the communication channels can also be included in
the global state. These messages are also known as in-flight messages or channel state. The
consistency [38] of the global state is of major importance here. In order to define what a
consistent state entails, we first define the concept of orphan messages:

Definition 3.4 (Orphan message). Given a global state checkpoint G, an orphan message
has been received prior to the receiver’s local checkpoint S in G, but it was not sent prior
to the sender’s checkpoint S’ in G.

The global state of a streaming pipeline becomes inconsistent in the presence of a
dropped or an orphan message [155, 29, 59]. Following the seminal processing model of
Chandy-Lamport [38], we define consistent global state as follows:

Definition 3.5 (Consistent global state). The global state 𝐺 of a streaming pipeline is
consistent if for each message 𝑚 :

• No Orphans: if receive(m) happened before the checkpoint acquisition, the
corresponding send(m) operation should also happen before the checkpoint.

• No Dropping: if send(m) happened before the checkpoint acquisition then either
receive(m) happens before the checkpoint or 𝑚 is added in the checkpoint as
an in-flight message.

In principle, consistency is straightforward to maintain and reason about under the
normal operation of a streaming system. In the face of failures, however, a streaming
system ought to roll back to a previously consistent global state in order to resume its
operation and regain consistency. At that point, the recovery mechanism attempts to
recover such a global state from the collection of existing operator checkpoints.
Recovery line. A recovery line consists of a collection of operator checkpoints that can
be used to recover the global state (Figure 3.1). Since not all candidate recovery lines
lead to a consistent state, the recovery mechanism must find the most recent recovery
line corresponding to a consistent state. Checkpoints that cannot belong to a consistent
recovery line are considered invalid.

In Figure 3.2, we provide example cases that illustrate when a recovery line and its
corresponding global state are consistent. Figure 3.2a showcases a consistent global state
since all messages are sent and received before the checkpoints that compose the recovery
line. In Figure 3.2b, message 𝑚2 is an orphan message since its side-effects are reflected in
the checkpoint of 𝑂3 but not in the checkpoint of the sender operator 𝑂2. Therefore, the
global state corresponding to this recovery line is inconsistent, and the recovery line is
unsuitable for recovering from a failure.
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Table 3.1: Summary of the features of the checkpointing protocols explored in Section 3.3

Blocking
(markers)

In-flight
Logging

Deduplication
Required

Message
Overhead

Independent
Checkpoints

Straggler
Stalls

Unused
Checkpoints

Forced
Checkpoints

Coordinated – – – – – –
Uncoordinated – – – –
Communication-induced – –

If in-flight messages (i.e., channel state) are not captured, then a different type of
global state inconsistency appears. In Figure 3.2c, operation send(𝑚2) occurs before 𝑂2

acquires its checkpoint, whereas, receive(𝑚2) occurs after 𝑂3 takes its checkpoint.
Using this recovery line without a captured channel state will result in never processing
𝑚2 at operator 𝑂3 and, therefore, dropping messages. In this case, to achieve a consistent
global state, capturing the channel state and replaying in-flight messages is necessary
(Figure 3.2d). To ensure exactly-once semantics when in-flight messages are replayed, some
form of message deduplication must be employed.

3.3 Checkpointing Protocols
In what follows, we describe the three main checkpointing protocols and discuss their core
ideas and some possible drawbacks. In table 3.1, we summarise the necessary mechanisms
employed for each protocol to ensure exactly-once processing and the main side effects
and features of each protocol.

3.3.1 Coordinated Aligned Checkpointing (COOR)
To the best of our knowledge, virtually every stream processing engine in production that
guarantees exactly-once processing, implements a variation of the coordinated checkpoint-
ing protocol [30, 73, 35, 46]. Typically, in stream processing engines that implement a
coordinated checkpointing protocol, the operators will block processing to allow the align-
ment of a checkpoint across the system. The checkpoint can be used to create a recovery
line in case of a failure. The most adopted version of such a protocol is the Chandy-Lamport
marker-based algorithm [38] and its adaptation for acyclic dataflow graphs [30]. In what
follows, we describe the core ideas of the protocol, and we illustrate its core functionality
with an example.

At its core, the coordinated aligned checkpointing protocol works as follows:

• A checkpoint round initiates at source operators by taking a checkpoint. After taking
its checkpoint, each source operator forwards a marker to all its outgoing channels
and continues processing.

• When an operator (excluding source operators) receives a marker from an incoming
channel, it blocks that channel and buffers the channel’s traffic.

• When an operator receives a marker from all its incoming channels, it takes a
checkpoint, unblocks processing in all incoming channels, and forwards a marker to
all its outgoing channels.

• When the markers reach the end of the pipeline, and the checkpoints are stored in
durable storage, the coordinated checkpoint round finishes.
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(a) Initiate checkpoint round (b) 𝐽! takes a checkpoint while 𝐽"
blocks one channel waiting for
the other marker.
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marker and unlocks processing in
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Figure 3.3: Example execution of the coordinated aligned checkpointing protocol. Messages are represented as
circles, and markers are squares. Different colors denote different coordinated rounds.

By blocking processing until all markers are received from the upstream operators,
we achieve the alignment of the checkpoints. This alignment guarantees exactly-once
processing without the need to capture in-flight messages and the channel state, as it
creates a frontier of processed messages through the use of markers.

Figure 3.3 illustrates an example protocol execution. The execution graph presented
consists of only the first couple operators of the pipeline. Operators 𝑆

{1−3}
are parallel

source operators, operators 𝐽1 and 𝐽2 are parallel stateful join operators, and operator 𝐴1 is
a stateful aggregation operator. A coordinated checkpoint round is initiated at the source
operators by taking a checkpoint. When a parallel source operator finishes with its own
checkpoint, it sends a checkpointing marker to all its outgoing channels (figure 3.3(a)) and
continues processing. In figure 3.3(b), operator 𝐽1 has received the marker from its sole
incoming channel and takes a checkpoint. On the other hand, operator 𝐽2 has received
a marker from source operator 𝑆3 and blocks processing in that channel while it waits
for the marker from 𝑆2. 𝐽2 takes a checkpoint when it has received all markers, while 𝐽1,
after taking the checkpoint, forwards a marker to its downstream operator and unblocks
processing in all the incoming channels (figure 3.3(c)). Finally, 𝐽2 also forwards a marker
and continues processing after taking a checkpoint (figure 3.3(d)). The markers will then
be received by 𝐴1, and the checkpointing process will continue in the same way until it
reaches the end of the pipeline.
Strengths. Compared to the in-flight message logging required in uncoordinated ap-
proaches (Section 3.3.2), the markers used by the coordinated protocol are lightweight and
are not affected by the message size. Additionally, since aligned checkpoints compose a
consistent global state, an algorithm that identifies the recovery line is not required.
Drawbacks. One important downside of marker circulation surfaces in cases of stragglers,
e.g., due to skewed workloads and/or backpressure. For example, if most of the load falls on
a single operator, its downstream operators would have to block the other channels, wait for
the straggler to finish processing, and then forward a checkpoint marker. Additionally, in
case of shuffling, the protocol needs to transfer as many markers as the parallel instances of
the receiving operators (one to each parallel instance). In essence, coordinated checkpoints
could take a substantial amount of time in complex topologies due to the markers having
to pass through the entire dataflow graph to be completed.

Another drawback of the coordinated protocol is that it does not support cyclic stream-
ing workloads out of the box. Cycles are an integral aspect of iterative computations such
as fixpoint calculations, which are common in graph queries [124]. Accounting for cycles
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Algorithm 2 Rollback propagation algorithm [172]
Require: all available checkpoints 𝐶𝑃 ordered by freshness for each operator, a check-

points graph
Ensure: a consistent recovery line
1: include in 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡 the latest 𝐶𝑃 of each operator;
2: mark all 𝐶𝑃𝑠 in the 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡 that are strictly reachable from any other 𝐶𝑃 in the 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡;

3: while ∃𝐶𝑃.𝑚𝑎𝑟𝑘𝑒𝑑 ∈ 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡 do
4: ∀𝐶𝑃.𝑚𝑎𝑟𝑘𝑒𝑑 ∈ 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡 replace by the next unmarked 𝐶𝑃 from the same operator;
5: mark all 𝐶𝑃𝑠 in the 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡 that are strictly reachable from any other 𝐶𝑃 in the

𝑟𝑜𝑜𝑡_𝑠𝑒𝑡;
6: end while
7: return 𝑟𝑜𝑜𝑡_𝑠𝑒𝑡

in the coordinated checkpointing protocol entails a) special handling of markers in order
to avoid deadlocks owed to the blocking of the cyclic input channel by a marker and b)
additional progress tracking mechanisms.

3.3.2 Uncoordinated Checkpointing (UNC)
The uncoordinated checkpointing (UNC) [172] protocol allows each operator to decide
individually when to take a checkpoint. In contrast to the coordinated approach, there are
no markers since there is no need for coordination, and the protocol can only provide at-
most-once processing semantics since the checkpoints only contain the operator state. Thus,
capturing the channel state between operators is necessary to provide stronger guarantees.
To do so, log-based recovery and upstream backup [22, 43] need to be implemented. Pairing
uncoordinated checkpointing with a log for keeping track of the channel state allows the
replay of messages after recovery, achieving at-least-once semantics. For the protocol to
achieve exactly-once semantics, message deduplication must be employed when replaying
messages from the message log.
Finding Recovery Lines. The freedom of taking checkpoints independently per operator
comes with a cost when recovering after a failure. Since the checkpoints are not coordinated,
we cannot simply use the most recent operator checkpoints as a recovery line, as it might
not correspond to a consistent global state. Therefore, we need to employ a recovery line
algorithm to find a suitable recovery line, i.e., one that provides a consistent global state
and has the minimum rollback distance. The algorithm for finding such a recovery line is
the rollback propagation algorithm [172], which requires a checkpoint dependency graph.
There are two approaches to creating such a graph, the rollback dependency graph [25] and
the checkpoint graph [172]. Both of these approaches result in the same recovery line, and
in this work, we opt for the checkpoint-graph [172] since it is more intuitive.

The checkpoint graph has checkpoints as nodes and directed edges between two
checkpoints 𝑐𝑖,𝑥 and 𝑐𝑗 ,𝑦 if:

• 𝑖 ≠ 𝑗 , i.e., the checkpoints belong to different operators, and there is at least one
orphan message that was sent from operator 𝑖 after checkpoint 𝑐𝑖,𝑥 was captured and
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Figure 3.4: Example overview of Rollback propagation algorithm on a given execution timeline

was processed from operator 𝑗 before checkpoint 𝑐𝑗 ,𝑦 was taken.

• 𝑖 = 𝑗 and 𝑦 = 𝑥 +1, i.e., 𝑐𝑖,𝑥 and 𝑐𝑗 ,𝑦 are consecutive checkpoints of the same operator.

In Figure 3.4, we provide an example of a checkpoint graph and showcase step by
step how the rollback propagation algorithm uses the checkpoint graph to find a suitable
recovery line. To create the checkpoint graph, we include the IDs from channel state logs for
the last received and last sent messages alongside the checkpoints. We can identify orphan
messages using these IDs and add directed edges in the checkpoint graph (Figure 3.4(a)).
The rollback propagation algorithm uses this graph to find the recovery line. First, the
algorithm will include the last checkpoints of all operators in a set called the root set
(Figure 3.4(b) - step 1). The next step is to identify the nodes in the root set that are strictly
reachable from other nodes in the root set and mark them (Figure 3.4(b) - step 2). Then,
each marked checkpoint in the root set is replaced by the next most fresh checkpoint for
the same operator, and the newly added checkpoints are checked and marked if applicable
(Figure 3.4(b) - step 3). When the algorithm reaches a root set that does not include any
marked checkpoint, it returns this root set as the desired recovery line.
Strengths. The primary strength of any coordination-free protocol is that it does not block
waiting for markers from a coordinator node or its upstream operators, leading to lower
latency in the event of a skewed workload. Another benefit yet to be explored by literature
is the configurability of such an approach. For instance, the stateless, non-source operators
in the uncoordinated approach do not need to participate in the checkpointing pipeline,
which is not the case in the coordinated approach because they still would have to propagate
the markers. Furthermore, different operators can have different checkpoint intervals,
making them adaptive to the current system’s needs (e.g., a windowed aggregation operator
can checkpoint right after the aggregate is calculated in order to avoid storing the large
window’s contents).
Drawbacks. To provide exactly-once semantics, message logging is required. However,
message logging is costly and can considerably impact the system’s performance. Moreover,
since checkpoints are not aligned, some captured checkpoints may be rendered invalid
when looking for the appropriate recovery line (an invalid checkpoint cannot take part in
any recovery line). As seen in Figure 3.5, this problem could be aggravated when dealing
with cyclic queries, leading to a phenomenon known in the literature as the unbounded
domino effect [59], where during recovery, one checkpoint after the other is rendered invalid
leading to a considerable rollback distance or even starting from scratch. In Figure 3.5,
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Figure 3.5: Domino effect of invalid checkpoints on a cyclic query.

the first option would be a recovery line consisting of the checkpoints 𝐶<1,3>, 𝐶<2,3>, and
𝐶<3,2>; however, this is invalid due to the orphan message 𝑚6. The next option is the
recovery line consisting of 𝐶<1,2>, 𝐶<2,3>, and 𝐶<3,2> with again 𝑚4 making this invalid. 𝑚5

makes the 𝐶<1,2>, 𝐶<2,2>, and 𝐶<3,2> invalid. The domino effect continues with the rest of
𝑚3,2,1 leading to 𝐶<1,1>, 𝐶<2,1>, and 𝐶<3,1> being the only available recovery line option.

3.3.3 Communication-induced Checkpointing (CIC)
The communication-induced checkpointing (CIC) protocol is built on top of UNC and pro-
vides a loose coordination of the checkpoints in order to tackle the problem of the unbounded
domino effect. This loose coordination happens through encapsulating information related
to the protocol in the messages containing records across the pipeline. This protocol recog-
nizes two different types of checkpoints: a) local checkpoints (equivalent to uncoordinated
checkpoints), and b) forced checkpoints, which are inserted by the protocol to prevent the
domino effect.

Communication-induced protocols are tightly connected to Z-paths and Z-cycles [59]
based on the fact that a given checkpoint is invalid if and only if it is part of a Z-cycle. A CIC
protocol tries to detect Z-cycles and break them by forcing checkpoints before processing
messages that will lead to a cycle. Alvisi et al. [15] have shown that a CIC protocol can
handle cyclic communication patterns without the risk of a domino effect, but they may
introduce significant overhead.

The most complete and well-documented CIC protocols are BCS [28] and HMNR [83].
Initial tests indicate that the HMNR has better performance than BCS. Therefore, in this
work, we adopt HMNR as our CIC protocol. In short, in HMNR each operator keeps a
Lamport clock and a vector clock plus three boolean vectors with a length equal to the
number of operators participating in the pipeline. Every operator updates his Lamport
clock by increasing its value when it takes a new checkpoint. The vector clock ckpt stores
how many checkpoints have been taken by each operator from the perspective of the
current operator. A boolean vector sent_to keeps information about messages sent to other
operators since the last checkpoint of the current operator. Another boolean vector taken
stores the existence of Z-paths since the last known checkpoint. The last boolean vector
greater stores the information whether the operator’s clock is greater or not from each other
operator’s clock. The operator’s Lamport clock, the vector clock ckpt, the boolean vector
taken, and the boolean vector greater are piggybacked to every message. The protocol
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uses all these structures to detect cycles and decide when to force a checkpoint. When an
operator receives a message, it checks if there is a message previously sent from it to the
sender and the sender’s clock is larger than its own or if there is a Z-path detected in the
current checkpoint interval of the sender operator. More details on the cycle detection and
the forced checkpoints can be found in the original paper [83].
Strengths. The primary strength of the CIC protocol is the forced checkpoints mechanism,
leading to a smaller rollback distance and, most importantly, eliminating the domino effect.
Drawbacks. The main drawback of a CIC protocol is the overhead it introduces. For big
and complex pipelines, the vector clocks and the boolean vectors can be rather large and
greatly impact the size of the messages flowing throughout the system.

3.4 Testbed System
We compared the checkpointing protocols in Styx [135], the backend of Stateflow [136].
For the requirements of our experiments, we developed all necessary protocol mechanisms
(e.g., message logging and coordination) and streaming operators (i.e., map, filter, window,
join, aggregates).

The Stateflow cluster consists of the typical architecture. A coordinator node is respon-
sible for scheduling/deploying the dataflow graph to workers and running the coordination
logic of the checkpointing protocols. Worker nodes execute the dataflow logic and take
checkpoints asynchronously based on the checkpointing algorithm. Finally, Stateflow uses
Apache Kafka as a replayable fault-tolerant source and Minio as a persistent state store for
the operator state checkpoints.

We choose Stateflow for the following reasons: i) unlike other streaming dataflow
systems such as ApacheFlink, Stateflow allows for cycles in the dataflow graph; ii) Stateflow
provides a sandboxed environment, where we can evaluate the different protocols in
isolation, without additional overhead; iii) Other systems (e.g., Apache Flink) base their
entire design on coordinated checkpoints – when implementing uncoordinated protocols
on Apache Flink, we realized that we needed to virtually rewrite the complete system itself.

3.5 Metrics
Although there is a significant body of work in benchmarking and evaluating stream
processing systems and fault tolerance (Section 3.8), no metrics are established to measure
the performance of a checkpointing protocol meaningfully. In this work, we argue that the
following metrics should be used to evaluate the performance of such a protocol.
End-to-end Latency. A standard metric to evaluate the performance of stream processing
systems is the end-to-end latency, i.e., the time it takes for a record to result into output in
the sink from the moment it is available in the input queue. Although latency is mainly
related to the deployed query and the underlying system rather than the checkpointing
protocol itself, it allows us to measure the impact of each protocol on normal execution,
as the overhead it introduces in terms of latency. We opt to measure the 50th and 99th
percentiles.
Sustainable Throughput. Another common metric in stream processing literature is
the maximum sustainable throughput [95]. The maximum sustainable throughput indicates
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the maximum throughput that the system can handle for a long period of time without
provoking backpressure. Backpressure leads to constantly increasing latencies and an
average processing throughput that is lower than the rate of incoming messages. Similarly
to end-to-end latency, it allows us to assess the impact of the checkpointing protocol on
the overall performance.
Average Checkpointing Time. In this work, we measure the average checkpointing time,
i.e., the average time it takes for each protocol to take a checkpoint. The fundamental
differences between the protocols lie in checkpoint triggering and the additional informa-
tion that needs to be captured apart from the internal state. Therefore, measuring how
these differences affect the time it takes to capture a checkpoint is crucial. Also, as the
checkpointing time rises, a significant impact on the processing performance is expected.
Restart & Recovery Time. Restart time consists of all the time the system spends to
reload all the needed states and be ready to process data. The recovery time, on the other
hand, informs us how long it takes to recover from a failure. The measurement starts when
the failure is detected and finishes when the system has managed to return to normal
execution. The higher the recovery time, the bigger the impact of a failure. Recovery time
also encompasses restart time.
Invalid Checkpoints. Depending on the checkpointing protocol, invalid checkpoints may
exist, i.e., checkpoints that cannot be part of a consistent recovery line and, thus, cannot be
used for recovering after failure. The existence of invalid checkpoints can be problematic
as the state grows since a lot of expensive storage space is occupied by information that
will never be used. Moreover, invalid checkpoints can lead to significant rollback distance,
which will result in replaying and reprocessing a significant number of messages. Therefore,
the number of invalid checkpoints is a good indicator of the performance of a checkpointing
protocol. The fewer invalid checkpoints exist, the better a protocol is performing.
Message Overhead. Each protocol introduces messages and requires specific information
to be exchanged between workers or sent to the coordinator. Measuring the size of protocol-
related information that circulates the system during execution allows us to capture the
overhead that the protocol introduces in network usage. A higher percentage of protocol-
related information means that a significant portion of our network is used, and additional
serialization/deserialization CPU time is spent on information unrelated to processing.

3.6 Streaming Query Workload
To evaluate the checkpointing protocols, we employ four distinct queries from Nex-
Mark [163] and our adaptation of the cyclic query introduced in [36].
NexMark Queries. NexMark benchmark [163] simulates an e-commerce application
and provides streaming queries with different properties and needs. We selected the
following four queries, which allow us to measure the performance and the impact of the
checkpointing protocols in different conditions:

• Query 1 is a stateless map query that transforms the bid values. There is no shuffling.

• Query 3 implements an incremental stateful join, which joins persons with auctions.
It involves a complex topology and shuffling between operators.
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Figure 3.6: Execution graph of the reachability query.

• Query 8 employs a windowed join between users and auctions. We opt for a process-
ing time tumbling window; however, the type of the time window does not affect
the checkpointing protocol’s performance. It employs a complex topology, shuffling,
and the complexity of the windowing. To meaningfully measure the impact of the
protocols on the latency during execution, we implement a running window, i.e., the
processing is triggered on record arrival, and the window is cleaned when it expires.

• Query 12 employs a windowed count over bids. Similarly to query 8, we choose
the running version of a processing time tumbling window. The query performs
aggregation over time windows and includes minor shuffling.

Fundamental processing operators in modern stream processing engines [73, 31, 13]
include maps, joins, windows, and aggregates. The queries we choose represent those
fundamental operations and sufficiently cover the operations appearing in the NexMark
suite.

Cyclic Query. Most stream processing engines do not support cyclic queries. However,
there is existing research on cyclic or recursive queries in stream processing [36, 127, 124].
To further enable research on cyclic streaming queries and to encourage stream processing
engines to support such queries, it is essential to evaluate existing checkpointing protocols
with cyclic queries. For our evaluation, we adapt the reachability query employed by
FFP [36]. Given a static set of nodes, the goal of the query is to identify all reachable
nodes from the available source nodes based on the available directed links between the
nodes and provide the corresponding paths. The available source nodes and the directed
links between the nodes are not known a priori, but they are processed on the fly and are
temporal. Figure 3.6 illustrates the execution graph of the query. The query ingests two
streams, the directed links between the nodes and the source nodes. Directed links are
joined with sources that contain the starting node of the link as a reachable node. In the
select operator, we check if the end node of the directed link of a joined pair is contained
in the path of the source of the pair, and we discard such pairs. In the project operator, we
discard unnecessary information and create a new source with the same source node, the
end node of the link as a reachable node, and the path augmented by the pair’s link. The
new source is provided as output and recursively as input to the join operator. Finally, the
join operator can receive direct messages when a specific link or source node is unavailable.
In that case, it will remove every link or source affected from its state.
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3.7 Experimental Evaluation

3.7.1 Evaluation setup
The experiments are conducted on a local cluster with AMD EPYC 7H12 2.60GHz CPUs
and 512GBs of memory. We deploy our benchmarking system using docker and docker-
compose. Each worker uses 1 CPU for processing and handles a single parallel instance
of each of the operators of the deployed pipeline. We do not use any limits on memory
usage. Apache Kafka is used as the source and the sink of our system. Minio is used as a
persistent storage for the checkpoints. We extend the NexMark generator from [93, 149]
to provide the input in the required format of the system, and we provide a generator that
creates source nodes and corresponding links for our cyclic query. We evaluate the three
checkpointing protocols using the NexMark queries and our cyclic query. We implement
and compare the vanilla versions of the protocols as described in Section 3.3 in order to
ensure a fair comparison of their core concepts that is not affected by optimizations tailored
to specific system properties.

3.7.2 Results
In what follows, we present the results of our experimental evaluation of the three check-
pointing protocols concerning the metrics for benchmarking checkpointing protocols that
we previously discussed in Section 3.5. For the NexMark queries, we distinguish two
settings: a balanced setting where the distribution of our input follows the uniform distri-
bution and a skewed setting where we leverage NexMark’s generator to provide different
percentages of hot items.
NexMark Queries. In practice, streaming systems are overprovisioned, ensuring a stable
execution that does not cause backpressure in case of input rate fluctuations or transient
system issues (e.g., garbage collection). In our experiments, we run all queries at 80%
of the maximum sustainable throughput that each protocol achieves for each query and
parallelism. We found 80% to be the most stable configuration. Each run lasts for 60 seconds
with 30 seconds of warmup. We introduce a failure on the 18th second of a 60-second run.
– Maximum Sustainable Throughput (MST). In Figure 3.7, we present the maximum sustain-
able throughput (MST) each protocol achieved normalized by the MST of the checkpoint-
free execution for each query. For Q1, Q8, and Q12, the coordinated approach outperforms
the rest and reaches the same MST as the checkpoint-free execution until we reach 70
workers. For 70 and 100 workers, we observe a slight decrease in MST for Q1 and Q12,
which results in approximately 90% of the checkpoint-free MST. The impact of the increase
in parallelism is more significant for Q8, which employs a join. The uncoordinated protocol
follows closely, achieving an MST around 10% lower than the coordinated approach in all
cases. On the other hand, the communication-induced protocol fails to keep up and, in
higher parallelism, can reach an MST lower than 50% of the checkpoint-free MST. None
of the protocols can keep up with the checkpoint-free execution for Q3. However, the
coordinated and uncoordinated protocols achieve an MST higher than 70% of the optimal
for Q3 in most cases while maintaining an MST of 50% of the optimal for the edge case of
100 workers. On the contrary, the communication-induced protocol fails to achieve an MST
higher than 50% for Q3 primarily due to the high message overhead it introduces. In terms
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Figure 3.7: Normalized maximum sustainable throughput per query achieved by each protocol for different
parallelism.

Table 3.2: Ratio of message overhead with respect to an execution without checkpoints.

10 workers 50 workers
Protocol Q1 Q3 Q8 Q12 Q1 Q3 Q8 Q12
COOR 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
UNC 1.00x 1.00x 1.00x 1.00x 1.00x 1.01x 1.01x 1.00
CIC 2.10x 1.82x 1.74x 1.79x 2.53x 2.58x 2.49x 2.58x

of MST, the coordinated approach outperforms the others, while only the uncoordinated
can remain competitive.
– Message Overhead. The overhead of the protocol-related information transferred through-
out the system can either be in the form of additional protocol messages and/or piggy-
backed information to process messages. The only protocol-related overhead for the
coordinated approach is the messages between workers and the coordinator when starting
and concluding a coordinated round, and the markers forwarded from the sources to the
pipeline sinks. The uncoordinated protocol requires the operators to send the metadata of
every checkpoint they take to the coordinator. Table 3.2 shows that the overhead that the
coordinated and the uncoordinated introduce is insignificant in all cases. On the contrary,
as explained in Section 3.3, additionally to the information required by the uncoordinated
protocol, the communication-induced protocol piggybacks to the process messages all
the information required to decide on forcing a checkpoint. The size of this information
depends on the number of total instances of the operators employed. As Table 3.2 indicates,
even for a parallelism of 10, the overhead can double the size of the messages that are
communicated between the workers and the coordinator, while for 50 workers, the message
size can reach up to 2.58x the size of messages of a checkpoint-free execution. Increased
message size does not only result in the need for higher network bandwidth but also
cripples the processing power of our system as it has to serialize and deserialize much
larger messages. Therefore, it significantly affects the maximum sustainable throughput
we can achieve using the communication-induced protocol, as shown in Figure 3.7.
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Figure 3.8: Average checkpointing time on different parallelisms.

– Average Checkpointing Time. We showcase the average checkpointing time for each
protocol for all settings in Figure 3.8. The uncoordinated and communication-induced
protocols have an average checkpointing time of a few milliseconds for all settings. The
coordinated approach requires a full checkpointing round to be completed to consider its
checkpoints as valid. Therefore, in contrast to the other protocols, it incurs an average
checkpointing time of up to two magnitudes higher for Q3, Q8, and Q12, which involve
shuffling. This is especially the case for Q3, which employs a complex topology and has a
high computational complexity, as well as for the higher parallelisms that result in a higher
degree of shuffling. The latency overhead caused by the increased checkpointing time in
Q3 is also visible in Figure 3.9 for 10 workers.
– Impact on the 50th and 99th percentile of latency. In Figure 3.9 and Figure 3.10, we
present the 50th and 99th percentiles per second for each protocol and query for different
parallelisms. Due to space limitations, we include 10, 30, and 50 workers in our discussion.
However, the other settings follow a similar trend. The 50th percentile latency allows us to
evaluate the mean performance of the protocols, while the 99th percentile highlights the
stragglers and the outliers. For the settings of 10 and 30 workers, the 50th percentile for
all protocols for the simpler queries Q1, Q8, and Q12 is similar before the failure occurred
and after the system recovered to a stable execution. However, for the 50-worker case, the
communication-induced protocol requires piggybacking additional protocol information
of significant size at every message. This results in a slight increase observed in the 50th
percentile, which is considerably higher in Q8 because it employs a costly join. As for Q3,
the coordinated approach suffers from latency spikes every time a checkpoint is taken,
which is more evident as the state grows and for the 10-worker case. The 99th percentile
follows the same patterns as the 50th percentile for the execution period prior to the
failure. Q3 employs an incremental join; the spikes and the increasing instability in latency
that we observe are expected and attributed to a combination of the query’s nature and
checkpointing.
– Recovery & Restart Time. Recovery time is the time passed from detecting the failure
until the system returns to normal and stable execution. Looking at the 50th percentile
(Figure 3.9), all protocols require around 10 seconds to recover to normal execution for
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Figure 3.11: Restart time after failure per query for each protocol on different levels of parallelism.

Q1 for a parallelism of 10, while very small differences are also observed for Q1 for 30
workers. For 50 workers, the communication-induced protocol requires around 10 more
seconds to recover due to the significant message overhead it introduces. For Q8 and Q12,
the communication-induced protocol performs marginally better than the uncoordinated
protocol for 10 workers, but it falls behind when the parallelism increases as it requires
around 10 more additional seconds to recover. In Q3, the communication-induced protocol
has a smaller recovery time than uncoordinated by up to 20 seconds for 10 and 30 workers,
resulting from replaying fewer messages due to forced checkpoints closer to the failure.
On the other hand, it requires 10 additional seconds for 50 workers. On average, the
coordinated protocol greatly outperforms the other protocols regarding recovery time,
mostly because the uncoordinated and communication-induced protocols have to replay
many messages.

The restart time (Figure 3.11) is part of the recovery time and reflects the time passed
from detecting the failure until the system is ready to restart processing. On average, the
coordinated protocol restarts faster than the other two protocols. This is especially evident
for a larger number of workers. For example, the restart process for the uncoordinated and
communication-induced protocols can take up to 10 times longer than the coordinated for
100 workers. The UNC and CIC protocols need to fetch and prepare the messages to replay
and, therefore, take more time to restart. On the other hand, finding the recovery line has
an insignificant cost.

– Invalid checkpoints. The percentage of invalid checkpoints over the total checkpoints
indicates how much the system rolled back. Low percentages show no domino effect and
better utilization of the checkpointed state. The coordinated approach does not introduce
any invalid checkpoints. Table 3.3 shows that for all the acyclic queries, the uncoordinated
and communication-induced protocols introduce very few invalid checkpoints and result
in similar total checkpoints. Overall, the uncoordinated and communication-induced
protocols result in more checkpoints than the coordinated protocol since every operator
independently decides when to take a checkpoint based on its worker’s clock.
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Table 3.3: Total checkpoints and percentage of invalid checkpoints.

10 workers 50 workers
Total(Invalid) Total(Invalid)

Query UNC CIC COOR UNC CIC COOR
Q1 303(0%) 285(0%) 240(0%) 1437(0%) 1428(0%) 1200(0%)
Q3 455(4%) 471(3%) 400(0%) 2399(3%) 2517(4%) 2000(0%)
Q8 384(2%) 386(3%) 360(0%) 1924(2%) 1920(3%) 1800(0%)
Q12 282(3%) 282(4%) 240(0%) 1446(3%) 1451(3%) 1200(0%)

Skewed NexMark. Operating under a skewed workload usually results in workers strag-
gling to process the excessive load they are responsible for. Although operating under such
conditions is not preferable, avoiding it is not always feasible. Therefore, it is important to
investigate how the different protocols perform under skew. To measure the impact of skew
on the protocols’ performance, we employ Q3, Q8, and Q12 under different hot item ratios
provided by the NexMark generator. Q1 is not affected by skew as it involves non-keyed
operations. Therefore, we omit it. We run Q3, Q8, and Q12 on 10 workers at 50% and 80%
of the maximum sustainable throughput of the non-skewed execution of every protocol
without introducing any failure. Both throughputs result in straggling workers. However,
the latter stresses significantly more the system, resulting in fewer checkpoints taken
and higher sensitivity to skew. We consider these settings representative of a real-world
deployment, where overprovisioning is employed to handle spikes and unexpected skews.
We employed three different hot item ratios to increase the skew gradually, from 10% to
30%. The straggling workers heavily affect the 99th percentile of latency, so we focus on
the 50th percentile. We also report the average checkpointing time, as it is also heavily
affected by the skew and can significantly affect the latency.

Unlike the non-skewed experiments, as illustrated in Figure 3.12, the coordinated pro-
tocol performs the worst regarding 50th percentile latency and average checkpointing time
in both throughputs. With every increase in the hot items ratio, latency and checkpoint-
ing time increase by at least an order of magnitude for the lower throughput, while for
the higher throughput, even the lowest skew ratio has a significant impact on Q3. The
coordinated protocol is so heavily impacted by skew because not only are the straggling
operators slow to take their checkpoints, but they also delay propagating their markers
to downstream operators that block processing in other channels to wait for the delayed
markers. Meanwhile, both UNC and CIC keep both metrics relatively low. In summary, the
uncoordinated and communication-induced protocols can handle skew more effectively in
every case.

Similar to the non-skewed experiments, we perform another run using the 50% MST,
introducing a failure. Figure 3.13 shows the time needed to restart processing. Unlike
the non-skewed experiments, where the coordinated outperformed the other approaches,
the differences are mitigated under skew, and all protocols perform similarly. This is an
immediate result of the coordination under skew with the stragglers. Invalid checkpoints
remain the same under skewed and non-skewed conditions. We do not report recovery
time since none of the protocols managed to recover within the time frame for 20% and



3

62 3 Evaluating Checkpointing Protocols for Streaming Dataflows

10% 20% 30%
102
103
104

50
p 

La
t.

 (
m

s) Q3

10% 20% 30%
102
103
104

Q8

10% 20% 30%
102

103

104 Q12

10% 20% 30%
Hot Items Ratio

100
101
102
103

CT
 (

m
s)

10% 20% 30%
Hot Items Ratio

100
101
102
103

10% 20% 30%
Hot Items Ratio

100
101
102
103

COOR UNC CIC No checkpoints

(a) 50% of the MST of the non-skewed execution.

10% 20% 30%
102
103
104

50
p 

La
t.

 (
m

s) Q3

10% 20% 30%
102
103
104

Q8

10% 20% 30%
102
103
104

Q12

10% 20% 30%
Hot Items Ratio

100
101
102
103
104

CT
 (

m
s)

10% 20% 30%
Hot Items Ratio

100
101
102
103
104

10% 20% 30%
Hot Items Ratio

100
101
102
103
104

COOR UNC CIC No checkpoints

(b) 80% of the MST of the non-skewed execution.

Figure 3.12: 50th percentile latency & average checkpointing time under different hot items percentages.

30% skew, while for 10% skew, the performance is similar to the non-skewed experiments.
Cyclic query. For the cyclic query, we only evaluate the uncoordinated and communication-
induced checkpointing protocols. The aligned version of the coordinated protocol cannot
handle cyclic queries. That is because at least one operator would be waiting for a marker
that originates from itself, thus leading to a deadlock.

We evaluate the protocols with two parallelisms, 5 and 10 workers. We refrain from
using higher parallelisms since CIC is greatly affected by complex topologies and higher
parallelism, as shown in Figure 3.7. For both deployments, we use the same configuration
for our generator. It creates events with the following probabilities: 60% chance of creating
a new link, 15% of creating a source node, 20% chance of deleting an existing link, and 5%
of deleting an existing source node. The generator also assumes a static set of 1M nodes.
We evaluate the two protocols with an input rate of 75% - 80% of their MST for the query.
We run the experiments for 60 seconds and introduce a failure at the 48th second.

Regarding latency and maximum sustainable throughput, both protocols perform
similarly to a checkpoint-free execution; therefore, we omit these metrics. We present the
average checkpointing time, the recovery time, and the number of invalid checkpoints
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Figure 3.13: Restart time after failure per query in the presence of skew.

Table 3.4: Average checkpointing time (CT), restart time (RT), and invalid checkpoints (IC) for the cyclic query.

Uncoordinated Communication-induced
#Workers CT RT IC CT RT IC

5 0.01 ms 620 ms 1.4% 2.73 ms 347 ms 1.7%
10 1.38 ms 344 ms 1.4% 8.39 ms 399 ms 1.6%

in table 3.4. Regarding average checkpointing time, the uncoordinated protocol is faster
than the communication-induced protocol since the communication-induced protocol
requires checkpointing additional protocol-related information apart from an operator’s
state. However, the difference between the two measurements is practically insignificant.
The communication-induced protocol required less time to restart after a failure for a
parallelism of 5 workers, as it forced checkpoints that led to fewer messages being prepared
to be replayed. For 10 parallel workers, the uncoordinated protocol restarts slightly faster
than the communication-induced protocol, although the difference is insignificant. Based
on the literature and the core characteristics of both protocols, the uncoordinated protocol
was expected to introduce many invalid checkpoints and lead to a domino effect. Although
this might still hold in some extreme cases, our experiments show that both protocols
unexpectedly share very similar percentages of invalid checkpoints for both parallelisms.
Neither protocol outperforms the other when employed on top of cyclic queries in any
meaningful aspect, and the uncoordinated protocol does not introduce a domino effect.

Summary. In our experiments, we explore three different cases: the NexMark queries
with a uniformly distributed workload, the three more complex NexMark queries, i.e.,
Q3, Q8, and Q12 for a skewed input, and a cyclic query. In the first case, the coordinated
approach outperforms the rest regarding latency, recovery time, and maximum sustainable
throughput but has a significantly higher checkpointing time. Surprisingly, in contrast to
the theoretical analysis, although parallelism and shuffling impact the checkpointing time
of the coordinated protocol, they hardly affect the overall performance and only result in
mild spikes in latency when a checkpoint is taken. Additionally, the uncoordinated protocol
remains competitive in all queries and parallelisms. However, under skewed inputs, the
uncoordinated greatly outperforms the coordinated one, which suffers both in terms of
latency and checkpointing time. For the cyclic query, surprisingly, the uncoordinated
does not showcase an increased number of invalid checkpoints (e.g., a domino effect) and
performs slightly better than the communication-induced.



3

64 3 Evaluating Checkpointing Protocols for Streaming Dataflows

3.8 Related Work
This section presents the related work regarding benchmarking for stream processing
systems and experimental evaluation of fault tolerance in stream processing.
Benchmarking for stream processing. Linear Road [18] is one of the first benchmarks
proposed for stream processing that simulates a trafficmonitoring application and evaluates
the benchmarked solution in terms of latency, throughput, and accuracy. CityBench [14]
and RioTBench [147] are real-time analytics benchmarks that employ real-world Internet
of Things (IoT) data and extend the evaluation using metrics such as memory and CPU
utilization and completeness of query results. SparkBench [106] is tailored to Apache Spark
and targets CPU and memory utilization, network and disk I/O, job execution time, and
throughput. NEXMark [163] is a widely adopted benchmark, also extended by Apache
Beam [4], represents an e-commerce application, and provides streaming queries that cover
all the fundamental processing workloads.
Experimental evaluation of fault tolerance. StreamBench [115] employs seven work-
loads on Spark and Storm and performs an evaluation focusing on throughput and latency.
Qian et al. [137] evaluate fault tolerance, including additionally Samza and Kafka. However,
their evaluation lacks representative workloads as they only consider a simple workload
that consumes input and performs no operations.

3.9 Conclusions
In this chapter, we surveyed the three checkpoint protocol families for fault-tolerance in
stream processing and discussed the theoretical advantages and drawbacks of each one of
them. We developed an open-source testbed system that allows for isolated comparison
of the approaches and performed a thorough experimental evaluation. While our experi-
ments empirically confirmed the reasons behind the universal adoption of the coordinated
approach, they also highlighted cases (e.g., skewed input) where the uncoordinated ap-
proach shows more robustness and better performance. Based on these results, we urge the
research community to research the uncoordinated approach further since even a "vanilla"
implementation of it was proven to perform well in uniformly distributed workloads, and
it is the only viable solution for skewed workloads.
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4
Evaluating Stream Processing

Autoscalers
While the concept of large-scale stream processing is very popular nowadays, efficient dynamic
allocation of resources is still an open issue in the area. The database research community has
yet to evaluate different autoscaling techniques for stream processing engines under a robust
benchmarking setting and evaluation framework. As a result, no conclusions can be made
about the current solutions and problems that remain unsolved. Therefore, we address this
issue with a principled evaluation approach.

This chapter evaluates the state-of-the-art control-based solutions in the autoscaling area
with diverse, dynamic workloads, applying specific metrics. We investigate different aspects
of the autoscaling problem as performance and convergence. Our experiments reveal that
current control-based autoscaling techniques fail to account for generated lag cost by rescaling
or underprovisioning and cannot efficiently handle practical scenarios of intensely dynamic
workloads. Unexpectedly, we discovered that an autoscaling method not tailored for streaming
can outperform others in certain scenarios.

This chapter is based on the following papers:

 George Siachamis, Job Kanis, Wybe Koper, Kyriakos Psarakis, Marios Fragkoulis, Arie Van Deursen and
Asterios Katsifodimos. 2023. Towards Evaluating Stream Processing Autoscalers. In SMDB (ICDEW). IEEE,
95-99. [149]

 George Siachamis, George Christodoulou, Kyriakos Psarakis, Marios Fragkoulis, Arie Van Deursen and
Asterios Katsifodimos. 2024. Evaluating Stream Processing Autoscalers. In DEBS. Association for Computing
Machinery, 25–36. [148]
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4.1 Introduction
A plethora of applications utilize services provided by cloud computing vendors with a
variable demand for resources over time. Thus, the vendors have to prepare their platforms
for a highly dynamic allocation of resources, depending on the configurations set by users.
Furthermore, cloud platforms offer pay-per-use pricing models so that applications only
pay for the resources they actually consume. To tackle this multi-conditional problem, the
resources should be able to upscale and downscale elastically, adapting to the dynamic
demand of the applications.

Most of the widely adopted stream processing engines (SPEs) were originally developed
for deployment on clusters of fixed resources. These SPEs provide limited autoscaling
capabilities and require substantial operational effort to adapt to changes in needs and
workloads. An operations team has to always monitor the performance of the deployed
system or application, estimate the required resources, decide whether to scale, and perform
a manual rescaling. This process is time-consuming and offers slow reactions to workload
changes with serious performance implications.

To provide automated solutions, specialized autoscalers have been developed to equip
SPEs with the missing self-managing capabilities. However, it remains unclear how these
autoscalers perform in different practical scenarios due to the absence of a proper com-
parison framework. We argue that without a principled and configurable experimental
analysis, it is doubtful that these autoscalers will have the desired impact on modern stream
processing engines.

Identifying the difference in resource demand is a critical point of this problem. The
shift in demand can be identified by monitoring the underlying infrastructure. Autoscaling
methods can vary in terms of problem modeling, heuristics, parameters, provisioning
metrics, granularity, and performance [139, 114]. Furthermore, the more fine-grained
the rescaling actions can be, based on the operators employed in the pipeline, the better
an autoscaler will adjust the resources to the workload patterns. The most prevalent
categories of autoscalers include reactive, such as threshold-based [81, 87], reinforcement
learning [112, 54], queue-based [67, 111], control-based [93, 65] and proactive solutions, like
time series forecasting [113, 21].
Contributions. In this work, we thoroughly investigate the existing control-based au-
toscaling solutions for SPEs and provide a concrete set of metrics, queries, and workloads
to evaluate them principally. We focus on control-based solutions due to their versatility,
their simplicity and the lack of training requirements. In short, the contributions presented
in this chapter are the following:

• We stress the importance of extensive experimental evaluation of autoscalers for
stream processing.

• We reproduce state-of-the-art autoscalers for stream processing under a common
framework.

• We extend the autoscaling solutions operating on the deployment level to rescale
on an operator level to ensure that the resource allocation will harmonize with the
demand.
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• We extend the experimental evaluation of the state-of-the-art control-based autoscal-
ing solutions with heavily dynamic workloads, and we establish important metrics
for evaluating autoscaling. We present our experimental results over diverse queries.

• We reach a series of interesting conclusions which, in our opinion, will spark addi-
tional research in the area:

– The design choices of each operator heavily influence their performance and
their ability to adhere to different objectives.

– General-purpose autoscalers can perform better for stateless queries than the
evaluated solutions specifically tailored to stream processing.

– The evaluated autoscalers struggle with complex stateful queries under dynamic
workloads.

– The stop-and-restart state migration process of current SPEs hinders the per-
formance of autoscalers that do not account for the lag generated during the
rescaling action.

All the resources are publicly available:
https://github.com/delftdata/espa-autoscaling.git
https://zenodo.org/doi/10.5281/zenodo.11652756
Outline. In Section 4.2 we present preliminaries and necessary notation. Section 4.3
reviews autoscaling techniques and benchmarks relevant to our work. In Section 4.4, we
present in detail autoscaling solutions, which we evaluate in this work. In Section 4.5, we
describe the metrics, workloads, and queries used for this evaluation. Section 4.6 includes
our experimental evaluation. In Sections 4.6.5 and 4.7, we discuss our key findings and
limitations, highlight open challenges, and share the lessons we learned, concluding the
chapter.

4.2 Background
In this section, we dive into the autoscaling process and discuss the necessary concepts to
discuss the selected autoscalers.

4.2.1 Autoscaling Process
The process of autoscaling resembles the MAPE loop from control theory. As depicted in
Figure 4.1, the first step includesmonitoring of a stream processing job and acquiring all the
metrics needed both for the evaluation of its performance and for the decision to perform
rescaling actions. Then, the analysis step takes place, where we evaluate the job’s current
state and calculate the job’s needs to adhere to the enforced agreements. The analysis
outcome is then used from the planning step to decide on the proper rescaling actions.
The goal is to satisfy the calculated needs while minimizing the resources employed. The
last step is executing the devised plan. The monitoring API of the SPE or any applicable
monitoring tool is usually responsible for retrieving the metrics, while execution usually
falls on the SPE and its rescaling mechanism. The analysis and planning steps are handled
from the autoscaler.

https://github.com/delftdata/espa-autoscaling.git
https://zenodo.org/doi/10.5281/zenodo.11652756
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Autoscaler

SPE's
Monitoring API

SPE's rescaling
mechanism

Analyze

Monitor

Plan

Execute

Figure 4.1: MAPE loop for stream processing autoscaling

4.2.2 Common notions
Workers & Operators. In this work, we use Apache Flink as our SPE. We choose Flink
among other SPEs since it is the current state-of-the-art and the most widely adopted
system in production while providing all the mechanisms expected by the autoscalers.
Apache Flink refers to workers as task managers. By default, a task manager runs multiple
operators that share its resources. However, we have configured Flink to isolate operators
and assign a single operator to each task manager.
Back pressure. Back pressure is a rate control mechanism employed by many SPEs. When
an operator cannot handle the input rate, the system uses the back pressure mechanism to
regulate the output rate of the upstream operator. The backpressure can be propagated up
to the source operator and the input queue.
Lag. Lag is defined as the number of unprocessed records waiting in the input queue or
the operator buffers.
Elasticity. Elasticity in cloud computing is the system’s ability to dynamically adjust the
resource allocation to evolving workloads transparently. The system’s cost is optimized by
aligning resource allocation with actual demand.

4.3 Related Work
In this section, we discuss the related work on autoscalers specifically designed for stream
processing and the available stream processing benchmarks.
Threshold-based. In [81], threshold-based rules are shown to boost performance when
applied on individual hosts but not on the entire system. The distributed stream processing
engine in [87] supports system scaling at run-time. The proposed autoscaler uses threshold-
based rules to test the scaling capabilities of the system.
Reinforcement Learning. Heinze et al. [81] also propose a reinforcement learning
approach that can result in high performance while minimizing the initial configuration
costs. This problem is further addressed in [82], where an online parameter optimization
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technique is proposed, which detects changes in the workload pattern and adapts the scaling
policy accordingly. Lombardi et al. [112] propose ELYSIUM, an autoscaler that optimizes
resource consumption considering the trade-off between horizontal and vertical scaling. In
another work, Lombardi et al. [113] propose PASCAL, a general-purpose autoscaler based
on reinforcement learning. A proactive approach forecasts incoming workloads, while
a profiling system estimates the optimal provisioning. Doan et al. [54] propose a fuzzy
deep reinforcement learning method for autoscaling streaming architectures. Although
effective, the parameter tuning of the method is a non-trivial task. Cardellini et al. [33]
propose an autoscaler for stream processing in a decentralized environment. It consists of
two reinforcement-based learning approaches on a two-layered hierarchical structure for
handling each operator in the system individually.

Queue-based. Lohrmann et al. [111] propose a generalized Jackson network, allowing for
more precise performance estimations. The scaling decision is determined by comparing
various resource allocations. Similarly, Fu et al. [67],[68] propose DRS to capture the
impact of provisioned resources using a queuing-theory-based autoscaler. [21] propose
an autoscaling method for distributed stream processing in geo-distributed environments.
A performance model decides which geo-distributed servers need additional resources to
optimize the maximal sustainable throughput of the system.

Control-based. Gedik et al. [72] proposed one of the first autoscalers specifically designed
for distributed stream processing engines (SPEs) with stateful operations support. Floratou
et al. [65] propose a framework to create self-regulating streaming systems using scaling
policies based on the back-pressure status of the system. A self-adaptive processing graph
was introduced in [85], which divides the workload of overloaded operators over multiple
replicas. Using a control algorithm, the topology can be reactively and proactively scaled,
improving the performance and resource efficiency of the system. Kalavri et al. [93]
propose DS2, a control-based autoscaler for distributed stream processing. The authors
introduce true processing and output rate notions and estimate the optimal parallelism for
every operator in a single iteration. Mencagli et al. [121] propose a two-fold autoscaling
method based on adaptive scheduling techniques for the short-term spikiness, while a
fuzzy logic controller handles the long-term rate variability. Liu et al. [110] develop a
profiling model to capture the impact of provisioned resources on the performance and
scale the application accordingly. Varga et al. [165] propose two custom metrics combined
with Kubernetes’ out-of-the-box autoscaler HPA [3] for scaling SPEs.

Benchmarking. NEXMark [163], later extended by Beam [4], is a streaming benchmark
that includes a set of analytical queries on streaming data from an online auction platform.
Linear Road benchmark [19] simulates a toll system for a fictional urban area. The system
monitors traffic and supports operations on live and historical data. Another benchmark on
traffic sensor analytics is OSPbench [164]. SmartBench [116] focuses on querying IoT data
derived from a smart building monitoring system. The benchmark performs a diverse set
of temporal and spatial queries. SparkBench [107], a benchmark focused on Apache Spark,
emphasizes on popular Spark applications, including machine learning, graph computation,
SQL query and streaming. Analogously, ESPBench [84], use multiple types of data to test
workloads of varying complexity (e.g. filtering, machine learning). DSPBench [27] covers
multiple streaming scenarios with 15 different benchmark workloads. Yahoo Streaming
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Benchmark (YSB) [44] uses an advertisement campaign simulation focusing on relational
algebra operations, including filtering, projections and joins. StreamBench [116] generated
streams from real-time web log processing and network traffic monitoring seeds. The
operational workload varies in complexity and scenarios (e.g. performance, fault-tolerance).

4.4 Control-based Autoscalers
In this section, we delve into the core concepts of the selected autoscalers and how we
extended some of them. For our evaluation, we select the state-of-the-art DS2[93] and
Dhalion[65]; these solutions are easily deployed and widely accepted by the community.
We also consider Horizontal Pod Autoscaler [3], a solution applied to a commercial product.
Finally, we employ the metrics suggested by Varga et al. [165] to extend HPA towards a
solution more tailored to stream processing.

4.4.1 Dhalion
Dhalion [65] is a framework that provides self-regulating capabilities to underlying stream
processing systems that employ a backpressure mechanism to perform rate control. It
utilizes user-defined policies to handle performance issues related to different underlying
causes, such as load skew, slow instances, and provisioning. In this work, we are only
interested in its proposed policy for autoscaling. The policy distinguishes two cases: an
overprovisioning and an underprovisioning case.
Overprovisioning. For an operator of a running job to be considered overprovisioned,
two conditions must hold: (a) there is no backpressure anywhere in the pipeline, and (b)
the input queue of the operator has a length of almost zero. For each operator considered
overprovisioned, new parallelism is calculated using a provided scale down factor.
Underprovisioning. If there is any backpressure along the pipeline, the job is considered
to be in an unhealthy state and underprovisioned. To resolve the issue, the first step is
to identify the operator which is the root of the backpressure. Then, a scale up factor is
calculated for this operator based on the amount of time the job used to process the input
normally and the amount of time backpressure occurred over the monitoring window. The
current monitoring window is denoted as 𝑤𝑖. More precisely, the scale up factor is provided
by the following formula:

𝑠𝑐𝑎𝑙𝑒𝑈𝑝𝐹𝑎𝑐𝑡𝑜𝑟 =

𝑏𝑎𝑐𝑘𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒𝑑𝑇 𝑖𝑚𝑒𝑤𝑖

𝑛𝑜𝑟𝑚𝑎𝑙𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑇 𝑖𝑚𝑒𝑤𝑖

(4.1)

As we consider Kafka as our source, we need to scale up/down Flink’s KafkaSource
operators. Since there is no backpressure information available for these operators, we
decided to use the increase of lag noticed in Kafka as an indicator of backpressure caused by
the KafkaSource operators. We denote as pendingRecordsRate, the average lag increase per
second, and the average number of records consumed per second as consumedRecordsRate.
Finally, the scale up factor is calculated as:

𝑠𝑐𝑎𝑙𝑒𝑈𝑝𝐹𝑎𝑐𝑡𝑜𝑟𝐾𝑆 =

𝑝𝑒𝑛𝑑𝑖𝑛𝑔𝑅𝑒𝑐𝑜𝑟𝑑𝑠𝑅𝑎𝑡𝑒𝑤𝑖

𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑𝑅𝑒𝑐𝑜𝑟𝑑𝑠𝑅𝑎𝑡𝑒𝑤𝑖

(4.2)
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We gather the needed metrics using the monitoring API of Flink and Prometheus.
Since Flink does not report the input queue size of each individual operator, we use the
percentage of input buffers used to decide on the lag in the input queues.

4.4.2 DS2
In contrast to Dhalion, which scales each operator independently, DS2 [93] attempts to
combine the scaling of all operators in a single step by leveraging the topology of the
streaming query. To do so, it introduces the notions of useful time, true processing rate,
and true output rate. Useful Time is the time spent by an operator in (de)serializing and
processing records. True processing rate is the number of records an operator processes per
unit of useful time, while true output rate is the number of records an operator outputs
per unit of useful time. Based on these notions, DS2 calculates progressively the optimal
parallelism of each operator 𝑜𝑖 as follows:

𝑂𝑃𝑜𝑖
=

∑ true output rate of upstream operators
𝑎𝑣𝑔(true processing rate) of 𝑜𝑖

(4.3)

In this work, to calculate the optimal parallelism for the KafkaSource operators, we
use the rate at which records are written to Kafka as the true output rate of the upstream
operators. In addition, we extend DS2 with a user-provided overprovisioning factor to help
DS2 to handle noisy spikes and the lag accumulated due to scaling actions. This is the only
tunable parameter of DS2.

4.4.3 HPA
The Horizontal Pod Autoscaler (HPA) [3] is the default autoscaling solution shipped with
Kubernetes. HPA scales horizontally a deployment by adding or removing pods in order to
match user-provided target values based on an observed metric. The observed metric can
be either the standard average CPU/memory utilization or any custom user-defined metric,
applied as shown in Equation (4.4).

𝑑𝑒𝑠𝑖𝑟𝑒𝑑𝑃𝑜𝑑𝑠 = ⌈𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑃𝑜𝑑𝑠 ×

𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑀𝑒𝑡𝑟𝑖𝑐𝑉 𝑎𝑙𝑢𝑒

𝑡𝑎𝑟𝑔𝑒𝑡𝑀𝑒𝑡𝑟𝑖𝑐𝑉 𝑎𝑙𝑢𝑒

⌉ (4.4)

When scaling down, HPA opts for a conservative approach. It records the scaling
recommendations over a stabilization window and picks the highest recommendation as
the desired amount of resources. Thus, it ensures a gradual scaledown that is not affected
by fluctuations in the metric values.
HPA as a Streaming Topology Autoscaler. Since a given worker in the streaming
topology runs on an individual pod, HPA can be used as a basis for building a streaming
topology autoscaler that will add or remove workers when required. Although, HPA works
over the workers’ deployment of Flink and is agnostic of the underlying operators. Our
version of HPA monitors the actual operators within a pod instead of the deployment of
the workers. We employ the average CPU utilization as a metric. From now on, we will
refer to this custom version of HPA as HPA-CPU. HPA-CPU has two tunable parameters:
the CPU utilization target value and the length of the stabilization window.
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4.4.4 HPA-Varga
Varga et al. [166] extend the HPA autoscaler to use metrics tailored for stream processing;
relative lag change and utilization can be used in an ad-hoc fashion for HPA.
Utilization. Utilization provides additional system performance insights. It separates
over-provisioning from optimal provisioning by analyzing the percentage of the available
resources currently employed for stream processing tasks. To do so, utilization employs
the idle-time-per-second metric that most modern stream processing engines provide out
of the box. The utilization of the system is calculated using the following formula:

𝑈 𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 1−𝑎𝑣𝑔(idle time per second) (4.5)

Utilization can take values between 0 and 1. A value close to 1 means that the system
is using the provided resources to their limits. Otherwise, the resources are underutilized.
If the targeted value is close to 1, the autoscaler suggests intensive resource utilization,
resulting to fewer scale-up and more aggressive scale-down actions. Although such a
strategy might lower resource costs, it might also result in underprovisioning. When
lowering the target value, the autoscaler issues scale-up actions more frequently. Such a
setting has a higher chance of leading to overprovisioning.
Relative lag change rate. To mitigate the effects of a possible utilization’s misconfigura-
tion, Varga et al. [165] pair utilization with another metric. Relative lag change estimates
the portion of the workload the system cannot handle. It uses the derivative of the system’s
lag and the application’s input throughput recorded at the input queue. The following
formula calculates the relative lag change rate:

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐿𝑎𝑔𝐶ℎ𝑎𝑛𝑔𝑒𝑅𝑎𝑡𝑒 = 1+

𝑑𝑒𝑟𝑖𝑣(total lag)
input throughput (4.6)

The relative-lag-change rate denotes the rate at which the lag in the input queue is
increasing (> 1) or decreasing (< 1). When equal to 1, the lag is not changing, and the
current resources are sufficient to handle the workload. Therefore, the relative lag change
rate’s target value is usually 1.0. When HPA is provided with two monitored metrics,
it decides on a scaling actions based on the metrics resulting to the highest parallelism.
To allow the autoscaler to scale down in cases of overprovisioning, the authors propose
ignoring the relative lag change rate when the lag is below a user-provided threshold. As a
result, the HPA will only consider utilization when the lag is below the threshold, allowing
for scale-down actions when overprovisioning

As discussed, in Section 4.4.3, the original HPA autoscaler targets deployment-level
autoscaling, which is insufficient for a stream processing engine. The extensions suggested
by Varga et al. [165] operate similarly. To achieve operator-level autoscaling, we use the
same procedure with HPA-CPU, monitoring the operators. While measuring the utilization
is straightforward, measuring the relative lag change rate per operator is not trivial. We
measure it at the input queue and propagate the result to the operator responsible based
on the utilization metric and the backpressure mechanism.
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4.5 Evaluation Components
We now focus on establishing a principled evaluation framework for stream processing
autoscaling. First, we establish the metrics that can provide feedback on the effectiveness
of the autoscaling solutions. Then, we discuss the most interesting NEXMark queries, and
finally, we propose a set of dynamic workloads that enable a meaningful evaluation of the
autoscalers. We conclude this section with a discussion about the evaluation contributions
in contrast to the original papers of the methods we cover.

4.5.1 Performance Evaluation Metrics
Latency. Stream processing usually targets processing data and acquiring results in real-
time. Therefore, the most important metric characterizing the performance of an SPE is
latency [94]. Since the goal of every autoscaler is to provision just the optimal resources for
an SPE to perform efficiently, the SPE’s latency can also be used to evaluate the performance
of an autoscaler [69, 110]. Typically, the latency is measured as the time it takes for a
record to be processed and produce results from the moment it becomes available in the
input queue [94]. However, this definition of latency is difficult to measure and depends
significantly on the underlying query. Instead, we measure latency as the time a record
stays in the input queue until the SPE processes it. We focus on the 50th and the 95th
percentile of this latency.
Throughput. Throughput is also one of the primary and most important metrics used to
evaluate the performance of an SPE under the current deployment condition and, therefore,
the performance of an autoscaler. We define throughput as the number of records the SPE
ingests and processes over a second. By comparing the SPE’s throughput with the input
rate of our source, we can see whether the system can keep up with the input rate and
evaluate whether an autoscaler has provided enough resources to the SPE.
Resource efficiency. To estimate the autoscalers’ efficiency regarding resource consump-
tion, we consider the number of workers deployed at any time during execution. This is
equal to the sum of the operators’ parallelism.
Number of scaling actions. We also consider the total number of scaling actions. Depend-
ing on the system’s topology, scaling the application can induce a significant overhead. This
is especially the case with stateful operators and stop and restart migration mechanisms
such as the one of Apache Flink, where the state needs to be persistently stored, then
migrated offline and reloaded according to the new topology when the system restarts.
Convergence time & steps. Finally, we also investigate the convergence time of the
autoscaler, i.e., the total amount of time it takes for the autoscaler to converge to a specific
deployment for a new throughput. We also measure the total number of scaling actions
required before converging to a new configuration.

4.5.2 Queries
For the evaluation of the autoscalers, we employ queries from the original NEXMark
benchmark [163] and the extended version provided by the Apache Beam project [4].
NEXMark simulates an e-commerce application, mainly featuring three types of records:
people, auctions, and bids. NEXMark provides a set of different streaming queries with
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different properties and complexities. From these queries, we select the following subset
that covers the most common types of streaming queries.
Map (Map). We first evaluate the autoscalers using an implementation of Q1 of the original
NEXMark benchmark [163]. We will refer to Q1 as the Map query. The Map query
transforms the values of auctions’ bids between different currencies, for example, converting
U.S. dollars to Euros. Thus, it performs a map over the stream of data. We choose Q1 as a
representative stateless query with a low-complexity topology and a low computational
load.
Filter (FQ). FQ filters out bids that do not belong to a number of selected auctions. Similarly
to Q1, Q2 is also a stateless query with low computational complexity that employs a
flatmap as a filter.
Incremental Join (IJ). IJ focuses on profiling user lifecycles within an online marketplace
or an auction platform. It creates insights about user behavior and engagement inside the
platforms. The query performs operations involving filtering and grouping. It is a stateful
query with a constantly growing state and a non-linear to the input computational cost
and, therefore, a complex and heavy workload-wise query. IJ has the highest number of
operators among the selected NEXMark queries. We apply a time-to-live setting for the
state’s records, as a continuously expanding state is an unrealistic streaming scenario and
will eventually strain our limited resources.
Sliding Window Aggregate (SA). SA targets items in the auction platform based on their
popularity over a certain time period measured by the volume of bids. SA operates a sliding
window aggregation query, i.e., it computes the total number of bids received for each
auction over a sliding time window. The query needs filtering and grouping steps before
performing the aggregation step. SA is also a computationally expensive query with a large
state; however, in contrast to IJ, the computational cost is linear to the input rate.
Session Window Aggregate Query (SWA). SWA focuses on calculating the number of bids
a user makes in each active session. To do so, it performs a windowed aggregate (count)
over a session window. Therefore, it also comprises a stateful complex computation task,
like the other windowed queries.

4.5.3 Workloads
We use a scalable generator that utilizes the NEXMark’s entity generators to create dynamic
workloads following specified patterns. We employ five different workload patterns.
Increasing. The increasing workload pattern (figure 4.2a) starts from zero input rate and
constantly increases over time. The underlying system starts from the minimum parallelism
and must scale up following the increase of the input rate. The increasing workload allows
for focusing only on scaling up actions and investigating how each autoscaler handles
them.
Decreasing. The decreasing workload (figure 4.2b) provides a symmetrically different
scenario than the increasingworkload. It starts at amaximum input rate and then constantly
decreases towards zero input rate. The system starts from an appropriate for the high
throughput configuration and scales down following the decrease in the input rate. Contrary
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to the increasing workload, the decreasing workload allows us to focus only on scaling
down actions.

Cosine. The cosine workload (figure 4.2c) combines the increasing and decreasing work-
loads following a cosine pattern. The cosine workload allows for evaluating both the
scaling up and scaling down capabilities of an autoscaler, a more complex scaling scenario.
It imitates a significant subset of real-world scenarios of dynamic workloads that show
some periodical or seasonal behavior.

Random. Another workload that mimics a real-world scenario is the random workload
(figure 4.2d). The random workload starts at a specific input rate, which is randomly
increased or decreased over time. Not following a predefined pattern makes it more
difficult for the autoscalers to anticipate changes in the input rate, potentially uncovering
unwanted behavior programmed into the autoscalers.

Steps. Finally, the steps workload (figure 4.2e) simulates a workload that consists of
fixed pulses of input rates. This workload allows for investigating the performance of
autoscalers when the objective is to handle specific changes in the input rate efficiently. It
resembles a real-world scenario of changes in the throughput SLAs between a provider
and a client. It also enables us to investigate the time autoscalers take to converge to the
optimal parallelism configuration after a change in the targeted input throughput.

4.5.4 Discussion

To the best of our knowledge, this work is the first to compare multiple autoscalers under a
common framework and establish specific workloads and metrics for this evaluation. The
original works presenting the evaluated autoscaling methods are limited, using metrics
tailored to a specific goal, and do not include extensive comparisons with competitors under
a variety of scenarios. Dhalion’s evaluation includes a single wordcount query for through-
put performance measurement, a convergence experiment measuring the provisioned
resources, and an experiment with two input rate changes while omitting experiments
with competitors. Varga HPA focuses on snapshot capturing duration and operator loading
during rescaling without including experiments with competitors. DS2 performs the most
comprehensive evaluation across three systems, employing six NEXMark queries and
a wordcount query. However, it only compares against Dhalion, while the evaluation
includes experiments with only two input rate changes and convergence experiments.
DS2’s primary focus lies in outlining the convergence steps required to reach a requested
throughput. Finally, HPA has not been evaluated in a stream processing setting.

In this work, we establish the metrics that are relevant to autoscaling and should always
be used for evaluating autoscaling solutions. Additionally, we propose four heavily dynamic
workloads that constantly change their input following specific patterns. In this specific
evaluation, we focus on latency performance, which none of the evaluated solutions have
previously considered. Finally, we stress-test all methods in real-world conditions where
data sources continuously produce items during rescaling, leading to potential lag. Notably,
none of the evaluated solutions has been previously tested in this setting.
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Figure 4.3: Increasing pattern

4.6 Experimental Evaluation
We now present our detailed experimental analysis. First, we evaluate the performance of
the autoscalers with queries from the NEXMark benchmark on different workloads. Then,
we demonstrate the performance of the autoscaling solutions on additional queries. Next,
we compare the convergence ability of each autoscaler. Finally, we discuss the results of
our experimental evaluation.

4.6.1 Experimental Setup
The experiments are conducted on a 3-node Kubernetes cluster with AMD EPYC 7H12
2.60GHz CPUs. On top of this Kubernetes cluster, we have configured an Apache Flink
cluster in application mode. The JobManager (Flink’s coordinator) instance is provided
with 1 CPU and 8GB of memory, while each employed TaskManager (Flink’s worker)
consists of 1CPU and 4GB of memory. An NFS server is deployed as a persistence layer,
Prometheus1 is used for scraping and gathering all the metrics, and an Apache Kafka2
deployment is used as a source for the experiments. We cap the available resources to 70
task managers, resulting in a maximum of 70 CPUs and 280GB of memory available for
processing.

In our experiments, we set Dhalion’s scale-down factor to 0.2, a value suggested in
the original work. We use an overprovisioning factor of 0.2 for DS2, which we consider
to be sufficient as the intention of DS2 is to avoid any overshooting of resources. We use
the default stabilization window of 5 minutes for HPA-CPU, and we choose a target CPU
utilization of 70% as the best performing among the values tested. For HPA-Varga, we also
consider a CPU utilization target of 70%, the same with HPA-CPU. In addition, we employ
1https://prometheus.io/
2https://kafka.apache.org/

https://prometheus.io/
https://kafka.apache.org/
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Figure 4.4: Decreasing pattern

a cooldown window of 5 minutes after every scaling action to allow time for the system
to reach a stable state and avoid back-to-back scaling actions due to a slow restart of the
system or the lag produced by the scaling action.

4.6.2 Workload Comparison
Our first set of experiments involves four workloads from Section 4.5.3: increasing, de-
creasing, cosine, and random pattern workloads. The selected workloads represent heavily
dynamic workload patterns whose input rate changes constantly. Due to space constraints,
we limit our evaluation of the autoscalers across different workloads to two queries, the
Map and the Session Window Aggregate. We choose the Map query as a reference query
because of its simplicity and lack of state, allowing us to investigate the performance of the
autoscalers on a query with low computational complexity. For such a query, performance
is mostly influenced by the ability of the system to ingest and circulate the input to its
operators rather than the actual computation. Alternatively, the Session Window Aggregate
query represents a common operation in real-time analytics. Calculating time intervals for
session windows makes the Session Window Aggregate one of the most computationally
complex queries available. In contrast to the Map query, the Session Window Aggregate
query employs a heavy computational task that dominates the impact on the performance
of the underlying system and, thus, the employed autoscaler.
Increasing pattern. As discussed in Section 4.5.3, the increasing workload pattern allows
us to study the scaling-up behavior of the autoscalers in isolation. Figure 4.3 showcases
the performance of the autoscalers on this workload in terms of the number of deployed
workers and the resulting latency throughout the execution of the two deployed queries.
– Performance on Map. Figure 4.3a present the number of deployed workers per minute
during the Map query execution. We observe that the number of workers Dhalion recom-
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Figure 4.5: Cosine pattern

mends does not follow the input pattern. Although the input rate constantly increases,
Dhalion has large intervals of decreasing resources. At first, Dhalion reacts slowly to
the increasing rate; the backpressure keeps increasing, translating to increasing latency
(Figure 4.3b), which triggers an aggressive scale-up. Evidently, Dhalion fails to suggest the
right resources leading to overprovisioning and a large scale-down interval that does not
match the expected behavior. DS2 avoids unnecessary rescaling actions while providing
the minimum required resources for low latency when the input remains relatively low.
When the input increases significantly, every scaling action generates progressively more
lag, and DS2 rescales more frequently. This causes a constant increase in latency due to
DS2 failing to accommodate the generated lag. The HPA-based solutions assign workers to
follow the input pattern smoothly. Both autoscalers keep latency low and perform more
frequent rescaling actions than DS2. However, HPA-Varga constantly suggests a lower
number of workers without compromising performance. Overall, HPA-based autoscalers
match the input pattern and perform better in latency. However, they assign a slightly
higher number of resources than DS2.

– Performance on SWA. We observe in Figure 4.3c that the methods follow a similar trend.
Dhalion shows the same behavior as in the Map query; it fails to react on time to the input
increase, then aggressively overprovisions resources, leading to large scale-down intervals.
Contrary to the Map query, DS2 performs frequent rescaling actions even while the input
remains low. The latency (figure 4.3d) starts to increase early on, and DS2 never manages to
recover. However, DS2 assigns the lowest number of workers throughout the experiment.
HPA-Varga follows the input pattern but aggressively issues scale-up actions, reaching
the maximum available resources early. Despite the many resources, it fails to ensure low
latency. HPA-CPU matches the input pattern, steadily providing more resources. However,
it still fails to retain low latency.
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Figure 4.6: Random pattern

Decreasing pattern. In contrast to the increasing pattern, the decreasing workload
employs a constantly decreasing input rate. This experiment demonstrates the scale-down
performance of the autoscalers in isolation. Figure 4.4 illustrates the behavior of the
autoscalers in terms of workers deployed and latency.
– Performance on Map. Similar to the increasing workload, Dhalion does not react to
input on time, resulting in fluctuating behavior. DS2 again keeps the resources low but
fails to reduce the latency before the input decreases sufficiently. HPA-CPU follows the
decreasing pattern and retains low latency throughout the execution while issuing slightly
fewer rescaling actions than the rest. HPA-Varga also keeps latency relatively low while
recommending fewer resources than HPA-CPU.
– Performance on SWA. The SWA query presents a challenge to all methods in the decreasing
pattern. Dhalion immediately considers the initial parallelism inadequate and quickly scales
the system to the maximum available resources. Despite utilizing all the available workers,
Dhalion fails to handle the high latency early on. It only manages to reduce the latency
after the input rate has been decreased significantly, although it issues an unexpected
upscale. HPA-CPU achieves the same performance in terms of latency. However, it assigns
significantly fewer resources throughout the execution. DS2 and HPA-Varga cannot retain
low latency throughout the entire run. DS2’s provisioning adheres to the input pattern,
while HPA-Varga quickly maximizes the resources, remaining at the highest parallelism
for the entire run.
Cosine pattern. The cosine pattern combines increasing and decreasing input behavior
and composes a representative real-world workload that requires varied scaling actions. It
is an interesting experiment that allows us to evaluate the autoscalers on an explainable,
highly dynamic workload. We illustrate the performance of the autoscalers in Figure 4.5.
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Figure 4.7: Filter.

– Performance on Map. Contrary to its behavior on the increasing and decreasing patterns,
Dhalion’s resource allocation follows the input with a small delay. This delay causes a
latency increase during periods of high input rate. Dhalion manages to recover during
periods of lower input rate. Similarly, DS2 suffers from a small latency increase only
during periods of high throughput. DS2 keeps providing fewer resources throughout the
experiment while following the input pattern. This is a consequence of failing to handle the
generated lag arising from rescaling. The same latency behavior is observed for HPA-Varga,
resulting from a slow scale-up of workers. In contrast, HPA-CPU maintains low latency
while adjusting resources on time to keep up with the input.

– Performance on SWA. Similar to Map query, Dhalion does not react in time to the input
changes, resulting in a latency increase. DS2 follows the input accurately. However, it
suffers from high latency since it doesn’t recover even during low input periods. Both
HPA-based autoscalers have high latency for high input periods as they react late to the
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input changes. However, HPA-CPU achieves the same performance with fewer deployed
workers.
Random pattern. The random workload pattern is the most complex and another repre-
sentative real-world challenging pattern. It resembles real-world traffic with sudden spikes
and irregular input changes, making the scaling actions varying and less obvious.
– Performance on Map. Unsurprisingly, Dhalion fails to match resources with the input
pattern. It reacts slowly to the random pattern’s sudden input changes, leading to large
periods of high latency. Despite the randomness of the pattern, DS2 manages to assign
resources according to the input pattern. However, in terms of latency, it fails to adapt
during prolonged periods of high input rates. HPA-Varga and HPA-CPU adapt to the input
pattern for the majority of the time. However, HPA-Varga suffers from sudden increases in
input rate, leading to temporary higher latency. HPA-CPU maintains low latency for most
of the experiment, except for a high latency period at a sudden increase in input rate.
– Performance on SWA. Only DS2 manages to follow the progression of the input pattern
for the SWA query. However, latency remains high for all periods of medium to high input
rates. Both HPA-based autoscalers fail to match the input at any moment, and after a
while, they constantly scale up, trying to deal with the lag accumulated in the input queue.
Although Dhalion does not keep up with the changes in the input rate, it has the best
overall performance in terms of latency and the longest periods of low latency.

4.6.3 Query Comparison
Although the Map and the Session Window Aggregate queries are representative processing
tasks, we evaluate the autoscalers on additional queries for completeness. Due to space
limitations, we only present the performance of additional queries deployed on the cosine
workload. Figures 4.7, 4.8 & 4.9 illustrate the performance of the autoscalers on the
additional queries.

Performance on Filter. The Filter query belongs to the same class of stateless low-
complexity computation tasks as the Map query. As so, we expect similar behavior from
the autoscalers. Indeed, DS2 and HPA-CPU show the same behavior as inMap. During peak
periods of activity, Dhalion follows the input with a slight delay, resulting in high latency;
similar to Dhalion’s behavior in Map. HPA-Varga has a similar resource provisioning as in
Map but performs slightly better in terms of latency because of better resource allocation.

Performance on Incremental Join. Incremental Join is the most complex query employed.
This gives us an opportunity to evaluate the autoscalers on a system under stress, even
during low input rates. Dhalion is the only autoscaler that matches the input rate and
achieves low latency for the whole experiment duration. However, it employs twice as
many resources as DS2 or HPA-CPU. DS2 and HPA-CPU minimize the scaling actions and
the deployed resources but also see latency increases. HPA-Varga reacts slowly to the input
increases, reflecting high latency during periods of high input rate.

Performance on Sliding Windowed Aggregate. The Sliding Windowed Aggregate (SA)
differentiates from SWA in the type of window employed. While a session window produces
a constant flow of records throughout the system, a sliding window produces output only
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Figure 4.8: Incremental Join

when a time interval ends.
For SA, HPA-CPU performs the best as it follows the input pattern and keeps latency

low while provisioning a minimal number of workers for the entire run. DS2 cannot align
with the input pattern as it perceives dead periods as underprovisioning. Thus, it decides
that the system underperforms and falsely raises the resources. Dhalion has competitive
performance with delayed scale-up decisions that lead to small latency spikes when the
input rate increases. At the same time, on average, it deploys more workers than HPA-CPU.
HPA-Varga provisions resources similarly to HPA-CPU but fails to allocate them correctly,
impacting the latency.

4.6.4 Convergence comparison
We perform a convergence experiment to evaluate the ability of the autoscalers to converge
to an optimal configuration, given a specific input rate. We use the steps workload discussed
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Figure 4.9: Sliding Windowed Aggregate.

in Section 4.5.3 and theMap and SWA queries. The experiment assesses the time and scaling
actions required to converge to an optimal configuration.

Figures 4.10a and 4.10b show the deployment of workers over time. Dhalion shows a
slow reaction to input changes. As a result, it fails to converge within the provided time
frame to any of the two input rates. HPA-Varga reacts slowly to the increased input rate
and does not converge regardless of the input rate and the query. Surprisingly HPA-CPU is
also slow to react to the high input change for both queries. However, it converges for the
medium input rate within two scaling actions for the Map query. We deploy DS2 with and
without overprovisioning. Both versions react quickly to input changes but only manage to
converge for the medium input rate of the Map query within two and three scaling actions,
respectively. Although DS2, without overprovisioning, temporarily decides on a stable
configuration, it continues oscillating after a while.
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Figure 4.10: Convergence

4.6.5 Summary of findings
In our experiments with different workloads, we observed varying behavior among au-
toscalers. DS2 consistently follows the input pattern but may encounter occasional high
latency. Dhalion struggles to adapt to less complex patterns, reacts slowly to more complex
patterns, and allows for high latency. HPA-Varga generally aligns with the input patterns
but may react slowly to input rate increase. HPA-CPU outperforms all autoscalers for
less complex queries in terms of latency, adjustment, and resource utilization. However,
HPA-CPU fails to sustain low latency when facing high-input periods for more demanding
queries.

Experiments with additional queries support our earlier observations. HPA-based
autoscalers perform well for stateless queries. HPA-CPU matches the input pattern while
maintaining low latency. HPA-CPU also performs adequately for the sliding windowed
aggregate query but fails to provide enough resources in the case of the Incremental
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Join query. HPA-Varga performs worse on complex queries, both in terms of latency
and deployed workers. Dhalion reacts slowly to input changes and allocates resources
inefficiently, leading to high latency. DS2 allocates fewer resources and avoids unnecessary
scaling actions. However, it struggles to maintain low latency in high throughput periods,
especially for complex queries. Finally, our convergence experiments show that none of the
evaluated autoscalers can converge within the time limits of our experiments for complex
queries. Only HPA-CPU and DS2 converge when scaling down from a higher load to a
medium input rate.

The design choices of each autoscaler reflect on its performance. DS2 adjusts to the
input rate accurately and fast due to effective metrics and efficient scaling of multiple
operators at once, by propagating changes to downstream operators. However, DS2
does not consider the lag generated when it issues scaling actions, leading to high latency.
Dhalion relies on backpressure and input buffer usage to decide on scaling actions. However,
when backpressure can be detected, the system has already entered an unhealthy state.
Additionally, Dhalion only scales a single operator in each scaling action, reacting slowly
to changes. Dhalion fails to distribute efficiently resources to the operators resulting to
unstable performance and slow convergence. HPA-CPU solely depends on CPU load,
which may not accurately reflect the performance impact of complex stateful queries that
involve accessing large datasets from memory or disk. Despite our best efforts, we could
not overcome that HPA-Varga is designed to work on a deployment level rather than on
an operator level. Its utilization metric can be directly measured per operator, while the
relative lag can be calculated only indirectly.

As seen in our experiments, the evaluated autoscalers are affected by the lag generated
during the rescaling actions, and none can currently consider it when deciding on the
optimal configuration. This generated lag is partially a side effect of current systems’
inability to migrate their state without a stop-and-restart process. Although the problem
of state migration is orthogonal to autoscaling, it plays a crucial role in the performance.
Despite prior work introducing proposals for on-the-fly state migration techniques with
low overhead, stream processing systems have yet to adopt it.
Previous evaluations. The original evaluation of Dhalion shows a necessity for numerous
rescaling actions and considerable time to achieve desired throughput convergence. Our
experiments validate this observation, as the time frame are insufficient for Dhalion to
reach convergence. In our work, we observe that Dhalion deploys more resources than the
other autoscalers. The findings from the DS2 evaluation show lower resource deployments
and faster convergence with fewer actions than Dhalion. Unlike the original evaluation,
DS2 does not always converge within the time frame set in our experiments. HPA-Varga
and HPA-CPU do not conduct an evaluation using the same metrics or offer similar insights.
Limitations. In this work, we propose a principled evaluation framework for evaluating
control-based autoscalers. Evaluating additional autoscalers under this framework can
provide rich insights, as we showcase with our experiments, and might lead to different
conclusions. Furthermore, we evaluate the performance of the autoscalers on top of Apache
Flink. Our evaluation framework assumes durable input and output queues and a stream
processing engine that allows for per-operator scaling. The evaluated autoscalers are
agnostic to the specifics of the underlying rescaling mechanisms of an SPE and only require
specific metrics provided by the engine as well as a rate control mechanism in the case of



4.7 Conclusion

4

87

Dhalion. However, extending the current evaluation to other stream processing engines,
such as Storm3 and Heron [102], can provide valuable insights regarding the autoscalers’
applicability and the configurations’ performance based on the rescaling mechanisms.

4.7 Conclusion
In this work, we highlighted the lack of significant comparison between existing autoscaling
solutions in stream processing. We provided a principled experimental framework to
evaluate performance and identify unsolved challenges. We extensively evaluated four
control-based autoscalers on dynamic workloads and queries. Surprisingly, a method
utilizing CPU usage outperforms state-of-the-art solutions for minimal queries in all
workloads. We showcased that none of the evaluated autoscalers can perform well for
complex queries over highly dynamic workloads. We discuss the impact of the autoscalers’
design choices on their performance, and we argue that the poor performance of the
evaluated autoscalers is a result of their inability to account for the lag generated during an
autoscaling action or due to slow reactions to the input changes. Finally, we urge stream
processing engines to adopt online state migration techniques as it would significantly
improve the performance of autoscaling.

3https://storm.apache.org
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Conclusion

In this thesis, we studied the ability of streaming dataflow engines to adapt to unforeseen
events related to their processing workload or the underlying infrastructure. In the era
of cloud computing, where flexible resource allocation and flexible pricing schemes are
provided, stream processing engines must be able to automatically adapt to occurring
changes in the workload or the underlying infrastructure in order to leverage the provided
capabilities and facilitate the prosperity of small and medium-sized businesses. We focused
on three main adaptivity problems for streaming dataflow engines: adaptivity to statistical
workload changes (Chapter 2), infrastructure failures (Chapter 3), and input rate changes
(Chapter 4). We investigated adaptivity to statistical workload changes through streaming
similarity joins, an important data processing task heavily influenced by statistical changes
and imbalanced workloads.

Several solutions have been proposed to enhance the stream processing engines with
the desired adaptive capabilities. With respect to streaming similarity joins, existing so-
lutions targeted single-node executions, load balancing without reducing the number of
unnecessary computations, or specific subproblems, such as similarity joins on sets of
words. No efficient solution was proposed that is generalizable to different types of data
and similarity metrics. In this thesis, we proposed a novel adaptive distributed streaming
similarity joins method that targets the general metrics space (Chapter 2). In terms of
adaptivity to infrastructure failures, most modern stream processing engines have adopted a
coordinated checkpoint-based fault tolerance mechanism. However, there was no empirical
or experimental evidence that supports the superiority of the preferred coordinated check-
pointing protocol. Therefore, it remained unclear how the preferred coordinated approach
performs under executions of different scales or input distributions and if the existing alter-
natives are better options under certain conditions. This lack of experimental evaluation
hindered further research on the important topic of fault tolerance for stream processing.
In this thesis, we tackled this issue with Checkmate, a principled evaluation framework for
checkpointing protocols for streaming Dataflows (Chapter 3). Finally, regarding adaptivity
to input rate changes, many autoscaling solutions that target stream processing have been
proposed. However, the experimental evaluation of these solutions is shallow and usually
does not include detailed comparisons with other autoscalers. Therefore, it was unclear
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what the state of the field is, if the existing solutions could cover the needs of stream process-
ing effectively, and how a stream processing autoscaler should be evaluated. In Chapter 4,
we proposed a principled evaluation framework for stream processing autoscaling and
compared the state-of-the-art control-based autoscalers extensively.

In this chapter, we conclude the thesis and summarize our findings and insights from
our quest to answer our main research questions and tackle the discussed research gaps.
We then discuss the limitations of our work and present possible future research directions
based on our insights.

5.1 Main Findings
In this section, we discuss our findings and our insights when addressing each of the
targeted adaptivity problems.

5.1.1 Adaptivity to statistical changes for streaming similarity joins
Statistical changes are very frequent when dealing with high-velocity data streams. Their
impact can be detrimental to the performance of certain tasks. In Chapter 2, we investigated
the adaptivity of streaming similarity joins, a task that is heavily affected by load imbalance
due to statistical changes in the input load. We drove our research based on the following
main research question:

M-RQ1: How can we perform streaming similarity joins on multidimensional streams
in a distributed fashion, even when distribution changes, achieving low latency?

In order to address M-RQ1, we studied the problem of distributed streaming similarity
joins in the general metric space. We conducted a thorough investigation of existing
related work, including not only streaming solutions but also all relevant solutions from
the MapReduce paradigm. We revisited the Inner-Outer partitioning paradigm (section 2.2)
and discussed its main concepts. Driven by the research gaps identified in the related work,
we proposed S3J; the first adaptive distributed streaming similarity joins solution in the
general metric space that employs an adaptive partitioning scheme influenced by the Inner-
Outer partitioning paradigm and a load balancing scheme that leverages the partitioning
scheme to provide low-cost online adaptivity to distribution changes. More specifically,
the partitioning scheme consists of two operations. First, the input records are divided
among the available workers into space partitions following the Inner-Outer paradigm with
random partition centroids. Then, within each space partition, records are partitioned into
fine-grained partitions, called worksets, that allow for reducing unnecessary computations.
Each workset consists of an inner, an outer, and an outlier subset. Similarity computations
are performed only between records that belong to the same workset. The load balancing
scheme uses the existing worksets to adapt to occurring load imbalances due to distribution
changes by redistributing the existing worksets to workers by using a workset balancing
algorithm and without reconstructing the costly fine-grained partitions.

We evaluated S3J against the ClusterJoin-based baseline under queries of varying selec-
tivities and varying operator parallelism [48]. Our experimental evaluation shows that S3J’s
adaptive partitioning scheme outperforms the baseline in all scenarios. More specifically,
S3J maintains sub-second latency for low selectivities, even when the parallelism of the task
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is low. For high selectivities, S3J’s partitioning scheme results in higher processing through-
put than the baseline, even for unsustainable input rates. Our experiments with varying
parallelism show that S3J can scale efficiently by leveraging the additional resources better
than the baseline. Regarding record duplication, S3J outperforms the baseline under both
scenarios. Finally, S3J’s adaptive partitioning manages to reduce effectively the unnecessary
computations performed by leveraging its worksets. Finally, our load balancing experiment
shows that the load balancing scheme can gradually reduce the latency observed and
redistribute the load to the workers adequately.

As our results show, S3J is an efficient adaptive streaming similarity joins solution that
can handle distribution changes while maintaining low latency. S3J’s adaptive partitioning
can follow the distribution changes efficiently and does not require any prior knowledge of
the workload. Its load balancing scheme allows for fast reconfigurations that can gradually
reduce the observed latency and balance the load among the workers. We argue that an
effective solution to M-RQ1 must provide, first and foremost, an adaptive partitioning
scheme alongside an efficient load balancing mechanism.

5.1.2 Recovering from infrastructure failures using checkpoints
Infrastructure failures are common in distributed systems. Reacting effectively to such a
failure is crucial for long running streaming analytics. Most modern streaming dataflow
engines employ a checkpoint-based fault tolerance mechanism. However, there was no
empirical or experimental evidence on the performance of the different checkpointing
protocols. In Chapter 3, we addressed this research gap by focusing on the following main
research question:

M-RQ2: How do checkpointing protocols for streaming dataflows perform in different
workloads and input data distributions?

We investigated M-RQ2 by proposing CheckMate. CheckMate is an open-source prin-
cipled evaluation framework for checkpointing protocols. In CheckMate, we summarized
all the necessary preliminaries a researcher or a practitioner needs to explore checkpoint-
based fault tolerance. We discussed in detail the three main protocol families and performed
a theoretical account of the advantages and drawbacks of each protocol. As a principled
evaluation framework, CheckMate establishes the most important and relevant metrics,
queries, and distribution scenarios needed to measure effectively the performance of a
checkpointing protocol. It provides a common open-source testbed system that allows for
an isolated and comparable evaluation of the checkpointing protocols. Finally, CheckMate
implements the vanilla versions of each checkpoint protocol and evaluates them under the
proposed scenarios, leading to interesting and insightful experimental results.

CheckMate’s experimental evaluation sheds much-needed light on the performance
of the different checkpointing protocols. First of all, it attests to the strong preference of
most modern streaming dataflow engines towards coordinated checkpoints. As our results
indicate, coordinated checkpoints are indeed the best-performing choice for uniformly
distributed workloads in the absence of straggling nodes. However, the uncoordinated
checkpointing protocol is a competitive choice for uniform workloads as it results in
slightly worse performance despite the expensive message logging that it employs. In the
presence of skew in the input data, CheckMate shows that uncoordinated checkpoints
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are more robust and outperform the alternatives. Coordinated checkpoints suffer from
high checkpointing time as the percentage of skew increases. Straggling nodes slow
down processing due to coordination, resulting in high observed latency. Finally, the
uncoordinated and communication-induced approaches are further evaluated on a cyclic
graph reachability query. In theory, the uncoordinated checkpointing protocol can lead to
a domino effect when employed on cyclic queries. However, no domino effect is observed
in our experiments. Therefore, the uncoordinated protocol is the better choice for cyclic
queries as it slightly outperforms the communication-induced approach.

In summary, CheckMate answers M-RQ2 effectively. It provides the theoretical back-
ground of checkpoint-based fault tolerance and a principled evaluation framework, ac-
companied by an open-source testbed system. Its experimental evaluation provides a
detailed comparison of the checkpointing protocols that will inspire further research on
checkpoint-based fault tolerance.

5.1.3 Adapting to input rate changes using automated solutions
To fully leverage the features offered by cloud providers, stream processing engines rely
on autoscaling techniques that leverage the metrics provided by the engine to adapt the
deployed resources to the observed input rate. Although multiple solutions have been
proposed, it remained unclear how these solutions perform and what open problems still
exist. In Chapter 4, we acknowledged this research gap that we summarise in the following
main research question:

M-RQ3: How well can existing stream processing autoscalers perform? How can we
effectively evaluate them, and what are their inefficiencies?

In Chapter 4, we addressed M-RQ3 through a detailed experimental evaluation of
stream processing autoscalers. We first explored the landscape of autoscaling solutions that
target stream processing applications. We then focused on control-based autoscalers due
to their simplicity and applicability to many different topologies. We discussed in detail the
state-of-the-art control-based autoscalers, DS2 [93] and Dhalion [65], a commercial generic
autoscaler from Kubernetes called HPA [3] and an extension of HPA with metrics tailored
for stream processing which we call HPA-Varga. Since HPA operates on a deployment level,
we adapt HPA and HPA-Varga to achieve per-operator scaling instead. Then, we established
the relevant metrics from the literature that are important for evaluating the performance
of stream processing autoscalers. We employed different representative queries from
NexMark [163, 4], and we proposed five heavily dynamic workload patterns that allow
for a thorough evaluation. Finally, we implemented the discussed autoscalers on top of
Apache Flink and performed an extensive evaluation based on the proposed framework.

Our experimental evaluation validates some of the results of the original works. DS2
maintains a better performance than Dhalion in most evaluated scenarios, both in terms of
latency and deployed resources. However, our evaluation also leads to surprising results.
Unexpectedly, none of the autoscalers can adjust the resource efficiently under heavily
dynamic workload patterns when a complex query is employed. At the same time, although
HPA is a generic autoscaler not tailored for stream processing, it outperforms the state-of-
the-art control-based autoscalers when dealing with simple stateless queries. Our results
show that the design choices and the employed metrics of each autoscaler play a crucial
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role in the performance. Dhalion depends on the backpressure mechanism of the stream
processing engine to decide on scaling actions. As a result, Dhalion is slow to react to
workload changes since the system is already in an unhealthy state when backpressure
is observed. HPA and HPA-Varga decide on scaling actions based on CPU utilization,
which fails to capture the complex non-linear queries. DS2 can accurately calculate the
required resources for the input rate observed at the time. However, it does not take into
account the lag generated due to a scaling action. Generally, the performance of all the
evaluated autoscalers is heavily affected by the underlying stop-and-restart state migration
mechanism and the lag it generates after rescaling actions.

Our experimental framework provides concrete guidelines and establishes the required
resources to evaluate effectively the performance of autoscaling. It answers adequately
M-RQ3, providing thorough details on the performance of the existing control-based
autoscaling solutions.

5.2 Limitations
Despite our best efforts and the thorough design of the research conducted in this thesis,
some limitations remain that are worth mentioning.

In Chapter 2, most of our experiments employed synthetic datasets of only two di-
mensions created by a custom generator following a specified distribution. The proposed
solution can handle any kind of data, including data of higher dimensionality. Therefore,
our evaluation may be limited with respect to the capabilities of the solution. At the same
time, the lack of high-quality, real-world datasets does not allow us to evaluate our solution
under real-world conditions. Moreover, we limited our evaluation to a single baseline. Al-
though no other solutions can handle streaming similarity joins in the general metric space,
our evaluation could benefit from comparing our solution to available solutions on specific
sub-problems. Such an evaluation would reveal the trade-off between a generalizable
solution and a solution tailored to a specific subproblem.

In Chapter 3, CheckMate proposes a principled framework for evaluating checkpointing
protocols for streaming dataflows. However, it still largely performs its evaluation on
synthetic data produced by the NexMark benchmark, which was designed and developed
more than a decade ago. Although the results and the insights of CheckMate are reliable
and insightful, including representative real-world workloads in the evaluation would
provide useful insights into the performance of the protocols on modern, real-world use
cases. Additionally, CheckMate implements the vanilla versions of the three main protocol
families. It is, therefore, intentionally limited to evaluating the effectiveness of their main
concepts. We did not consider any optimization tailored to the specifics of any commercial
system.

In Chapter 4, we proposed a principled evaluation framework, and we compared the
state-of-the-art control-based stream processing autoscalers. However, we limited our
scope to control-based autoscalers, and we omitted the existing literature proposing other
types of solutions. Although our results on the performance of the control-based autoscalers
are reliable and insightful, they only provide insights for a specific subset of the existing
autoscaling landscape. Moreover, for our evaluation, we employed an official Apache Flink
distribution that did not provide any online state migration mechanism. Therefore, in
order to perform a scaling action, we used the stop-and-restart mechanism, which stops
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the execution temporarily, takes a savepoint, and restarts Flink with the new operator
parallelism. However, this rescaling mechanism introduces lad that significantly affects
the performance of the autoscalers.

5.3 Future Research Directions
In this section we identify open problems and discuss future research directions in the field
of stream processing that derive from our insights during the design of our research work
and the implementation of the frameworks and the methods included.

5.3.1 Evaluating MapReduce solutions in a streaming environment
As we mention in Chapter 2, there are currently very few works that target similarity
joins in the stream processing paradigm. To the best of our knowledge, our proposed
solution is the first to address the problem in the general metric space, while the solution
proposed in [174] is the only other solution that combines load balancing with the reduction
of unnecessary similarity computations in a distributed stream processing environment.
However, there is a significant body of work that deals with similarity joins on aMapReduce
environment [48, 171, 167, 123]. Although these works are not directly applicable to
the stream processing paradigm, they can be of great inspiration and a good starting
point moving forward in the topic of streaming similarity joins. These solutions have
been extensively evaluated and compared in the MapReduce environment [64], but their
concepts have never been applied and evaluated in a streaming environment. Thus, it
remains unclear which of these solutions can be adapted for streaming applications, how
well they would perform in such a scenario, and what could be the optimization that would
enhance their performance in the new setting. Therefore, we argue that a detailed and
extensive evaluation of these solutions in the stream processing paradigm, which also
discusses the hurdles of adapting these solutions to the new environment, is necessary,
and it will certainly inspire more research on the topic of streaming similarity joins.

5.3.2 Learned Partitioning for Streaming Similarity Joins
In Chapter 2, we proposed a solution for streaming similarity joins in the general metric
space that leverages an adaptive partitioning scheme to reduce the number of unnecessary
similarity computations without losing any potential joins. From our experience, designing
and implementing such a generic partitioning scheme is difficult and may be outperformed
by alternative approaches tailored to the specific subproblem. In the last decade, machine
learning approaches have revolutionized the way of thinking and addressing particular
data management tasks [100, 57, 120]. Lately, machine learning approaches have also
been proposed for partitioning cloud databases [86], but also for adaptively partitioning
stream processing tasks [176]. Dalton [176] uses reinforcement learning to learn the
optimal partitioning for a specific data stream and a specific query and quickly adapt
this partitioning scheme on the fly. Dalton is oblivious to the specifics of the streaming
similarity joins task, and therefore, it does not optimize for reducing the unnecessary
similarity computations, and it cannot ensure the completeness of the result. However, it
has shown great results and inspires further research. We argue that an interesting future
direction involves investigating different types of learning, such as reinforcement or active
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learning, to learn an optimal partition that minimizes unnecessary computations and can
adapt on the fly to retain a balanced load. Indeed, we believe that a reinforcement learning
model could be combined with S3J’s partitioning scheme to provide efficient load balancing
by learning the most efficient distribution of the worksets to the workers.

5.3.3 Hybrid Checkpointing for Streaming Dataflows
In Chapter 3, we revisit checkpoint-based fault tolerance, we establish a principled eval-
uation framework, and we perform a detailed evaluation and comparison of three main
checkpointing protocol families. Our experimental evaluation provides rich insights into
the performance of each protocol and showcases the scenarios in which each of them
prevails. Our experiments show that the coordinated approach outperforms the unco-
ordinated approach when the load is uniformly distributed across the parallel operators.
However, in the presence of stragglers, for example, in the case of a skewed input load, the
uncoordinated approach is a better option since it does not block the processing of other
operators due to the straggling ones. At the same time, uncoordinated checkpoints can
efficiently support cyclic queries that the aligned coordinated checkpoints do not. All in all,
our experiments indicate that there is no protocol that can efficiently cover all use cases.
Thus, we believe that hybrid checkpoint-based fault tolerance is an interesting research
direction. Similar to [76], which proposes adopting different checkpointing intervals for
different parts of a pipeline, a hybrid approach may use different checkpointing protocols
for different parts of a pipeline based on the needs and the observed workload of each
operator.

5.3.4 Tackling Adaptivity Problems with One Stone
Both autoscaling and load balancing, which are studied in this thesis, are important adap-
tivity problems that the research community has studied extensively, each one on its own
accord. Although these problems are related to different workload properties, systems that
are in an unhealthy system often require to tackle both in order to recover. Additionally, it
is not always trivial to decide which of the adaptivity mechanisms should be employed to
treat the system, and the benefits of each mechanism may affected by the reconfigurations
applied by other adaptivity mechanisms. Therefore, it is important to not only study each
problem independently but also integrate these problems into a common solution. An
approach that was also proposed in [119]. From the autoscaling solutions that we discuss
in detail in Chapter 4, only Dhalion can address multiple adaptivity problems, but still,
it only considers them independently, one at a time. At the same time, none of the load
balancing techniques, also discussed in Chapter 2, consider other adaptivity or reconfigu-
ration problems that are relevant and may jointly affect the performance of the system. As
shown in [119], tackling multiple problems with one stone is difficult. However, we argue
that looking at adaptivity holistically can have a huge impact on the performance of the
proposed tools.

5.3.5 Rethinking Stream Processing Benchmarking
In Chapters 3 & 4, we proposed two principled evaluation frameworks concerning two
different problems of adaptivity. Although the insights we gather from applying these
frameworks to evaluate state-of-the-art solutions to the problems are rich and valuable,
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they can be further improved. Both of these frameworks rely on the most complete, to
this date, benchmark for stream processing, the NexMark benchmark [163, 4]. However, it
has been almost two decades since NexMark was first proposed. Since then, the stream
processing landscape has changed significantly. New engines have been proposed, and
new applications have risen. Therefore, NexMark does not fully capture the current state
of stream processing. Although it includes the main processing tasks that are part of the
modern pipelines, it does not describe the modern use cases and workloads.

Consequently, we argue for the need to revamp benchmarking for stream processing.
To build such a modern benchmark, we need to consider all the current needs of a stream
processing engine, such as autoscaling, fault tolerance, or load balancing. We believe
that the first step towards a new benchmark is investigating the current state of stream
processing from the practitioners’ point of view. Inspired by previous work in the graph
processing field [141], questionnaires, interviews, and a survey of industrial applications
can be employed to unveil the current needs, the challenges, and the open problems of
stream processing, but more importantly, the applications, the workloads and the policies
that are currently relevant in the industry. Based on these insights, a new benchmark
can be designed and implemented in order to better represent modern stream processing,
allowing experimental evaluation to provide richer and more valuable insights that are
also very useful in practice.
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