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Abstract
Active or engaged learning is often seen as a way to improve students’ performance concerning STEM topics.When following
such a form of self-directed learning, students often need to receive feedback on their progress. Giving real-time feedback on
an individual basis is usually beyond the teacher’s capacity; in digital learning environments, this opens the door for exploring
automated feedback. In the current study, a posttest only design was used to investigate the effect of providing students with
different forms of automated feedback while they were creating a concept map about photosynthesis in an online inquiry
learning environment. Participants were high school students (N � 138), divided over two experimental groups. In one group,
feedback was given by a humanoid robot and in the other group via an avatar. The effects of the different feedback forms
were compared for the two groups in terms of the frequency with which students consulted the feedback, concept map quality,
and students’ attitudes. Results showed that the robot group consulted feedback more often than the avatar group. Moreover,
the robot group had higher scores on a scale measuring enjoyment than the avatar group. Both of these differences were
statistically significant. However, the average quality of the concept maps created by both groups was similar.

Keywords Humanoid robots · Avatar · Feedback · Inquiry-based learning · Concept mapping

Learning science topics often poses a challenge to students.
Students frequently have difficulty grasping the essence of
the science topic to be learned and do not reach a level of
deep knowledge, as noted in the PISA 2015 report, “It is
also worrying to see how many young people fail to reach
even the most essential learning outcomes” [30, p. 3]. Recent
PISA numbers [31] show that student performance in science
did not improve over the past years and that for mathemat-
ics scores even dropped considerably This lack of mastery of
science topics is often attributed to students’ low engagement
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due to directive and non-interactive teaching methods which
has spurred a search for more engaging science learning
experiences (e.g., [13]). These engaging or active learn-
ing approaches include, for example, inquiry learning with
online labs and/or the use of interactive concept maps for
knowledge expression. Overall, it is important for this active
way of learning to be supported, so that students actually
profit from being in charge of their own learning process
[14]. For inquiry learning with online labs, this support may
consist of online scaffolds [43], while students may be pro-
vided with feedback when creating a concept map [25]. In
previous work we developed an online automated feedback
mechanism for digital concept mapping in the context of an
inquiry learning process, in which students received feed-
back through an on-screen avatar [1]. In the current study we
introduce a humanoid robot to deliver the same feedback as
the avatar does, to explore if some of the disadvantages of
the avatar (e.g., students ignoring the avatar) are overcome.

In inquiry learning, students follow an inquiry cycle that
resembles a scientific inquiry process. In this cycle, processes
such as setting up hypotheses, designing an experiment, and
drawing conclusions are central [34]. Through these pro-
cesses students are active processers of information and

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s12369-024-01144-y&domain=pdf
http://orcid.org/0000-0002-7472-279X
http://orcid.org/0000-0002-5120-7891
http://orcid.org/0000-0003-0416-4304


International Journal of Social Robotics

engage in extending and adapting their knowledge base,
which is assumed to lead to deeper knowledge [12, 17].
Inquiry processes, however, are rather complex, and require
good structuring and guidance in the learning environment in
order to be effective [27]. Additionally, for inquiry learning
to be effective, students need adequate initial knowledge to
build upon [19, 20]. For example, to be able to create informa-
tive hypotheses, learners need to have sufficient knowledge
of the variables in the domain involved [24]. One way to cre-
ate such an initial knowledge base is to have students produce
a concept map in the starting phases of the inquiry cycle.

Concept maps are used to display relationships between
concepts. In other words, concept maps are 2-dimensional
diagrams that enable information to be organized by visual-
izing concepts and their organization [21]. Concept maps are
used as a tool in teaching and learning, as well as in evaluat-
ing conceptual understanding and knowledge. In the context
of inquiry learning, creating concept maps can be consid-
ered part of the orientation and conceptualization phases of
the inquiry cycle, which occur at the beginning of an inquiry
cycle [34]. Students re-activate prior knowledge by creating a
conceptmap, and after receiving feedback, they can also con-
struct a solid foundation for the subsequent inquiry process.
However, giving feedback to each individual student takes
too much time in a face-to-face educational environment and
thus may be not doable by the teacher. Furthermore, the tim-
ing of feedback is also important. If a student’s expression in a
concept map needs corrective feedback, the feedback should
be provided as soon as possible so that the learner can react
accordingly. If feedback is not provided until the end of the
task, learners will not be able to correct their concept map
during the inquiry process [35]. Automated feedback may
be a solution for this, and some tools have been designed for
that purpose (e.g., [22]). More specifically for our context,
Anonymous [1] developed an automated feedback tool that is
part of the Go-Lab ecosystem, an online sharing and learn-
ing platform for inquiry-based learning [15]. Anonymous
[1] demonstrated that their tool could effectively assess the
quality of concept maps and provide accurate and helpful
feedback on a number of specific shortcomings that are fre-
quently visible in students’ concept maps. However, their
results showed that students with feedback available fre-
quently did not consult it or did not fully utilize the feedback
provided to them. In the Anonymous [1]’s study, feedback
was given via a virtual agent (avatar). In the current study we
investigate what happens if the feedback is given in a way
that is more attractive and engaging than through an onscreen
avatar, that is, via a humanoid robot.

The use of robots is becoming an increasingly common
practice influencing different aspects of daily life [7]. More
specifically, the use humanoid robots has become popular in
the educational field [37]. Research into the use of robots in
education has highlighted the positive influence of robots on

the cognitive and affective dimensions of learning, attribut-
ing this impact mostly to the robots’ ability to display social
behavior that encourages learners to participate in the learn-
ing process [5]. Research has also indicated an increase in
learners’ achievement of cognitive learning objectives fol-
lowing the robots’ presentation of content [28]. Furthermore,
it has also been noted that robots can display socially sup-
portive behavior and provide personalized aid by naming the
learners and referring to previous interactions [5]. Their dis-
tinguishing characteristics of repeatability (i.e., the ability to
consistently perform specific tasks or behaviors), humanoid
appearance, intelligence, sensing capability, flexibility, inter-
action, body motion capability and adaptability allow robots
to interact with learners in varying roles, as teaching assis-
tant, peer, teacher and/or teaching resource/material in the
class [4, 8].

In the literature, there are studies comparing robots and
avatars in terms of various variables in different domains.
Pan and Steed [33] conducted a study to compare users’ trust
in expertise in avatar-, video-, and robot-mediated interac-
tion. They analyzed participants’ advice-seeking behavior
in limited advice and risk situations as an indicator of trust.
They found that participants were less likely to choose advice
from the avatar, regardless of whether the avatar was an
expert or not. In the study, the avatar scored the lowest on
the trust assessment, while the robot and video were rated
similarly. van den Berghe et al. [41] conducted a study to
compare children receiving a programming training with a
non-humanoid robot or an avatar. In the study, they compared
learning to program a robot or an avatar. According to results
of the study,although no differences in self-reported motiva-
tion or cooperation during the training were found, children
showed higher learning outcomes when learning to program
a robot rather than an avatar. Moreover, in the study of [11]
on emotional storytelling using virtual and robotic agents,
it was reported that the physically embodied robot garnered
greater narrative attention from listeners compared to a vir-
tual embodiment. Additionally, the study found that human
voice narration was favored over the current text-to-speech
technology. Furthermore, the results revealed a multifaceted
relationship between the emotional content of the story, the
facial expressions of the narrating agent, and the emotional
responses of the listener. Notably, the empathetic engage-
ment of the listener was demonstrated through observable
facial expressions.

In the research, humanoid robots are used most frequently
in foreign language teaching and in the field of special edu-
cation [32]. However, robots can also be suitable supports for
science instruction. Robots can provide motivation for stu-
dents to learn science, relieve students’ anxiety and create a
fun learning environment. For instance, humanoid robots can
be interactive feedback providers that may improve interest
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and motivation to learn scientific subjects. Only a few arti-
cles have explored this type of activity in science education
(e.g., [3, 9]). In the current study, students were asked to cre-
ate a concept map in an early stage of an inquiry process
and received feedback on their concept map either from an
avatar or a humanoid robot. Both avatar and robot followed
the same rules for generating and delivering feedback. Our
study examines the following research questions:

What effect, if any, does provision of feedback by a
humanoid robot as compared to an avatar?

• RQ1 What effect, if any, does provision of feedback by
a humanoid robot as compared to an avatar have on the
frequency of students’ accessing available feedback?

• RQ2 What effect, if any, does provision of feedback by
a humanoid robot as compared to an avatar have on the
quality of the students’ concept maps?

• RQ3 What effect, if any, does provision of feedback by a
humanoid robot as compared to an avatar have on students’
attitudes?

1 Method

In this study, students were asked to create a concept map on
the topic of photosynthesis. Studentswere randomly assigned
to one of two groups.While a humanoid robot provided feed-
back for the concept maps of the students in one condition
(HRC), the feedback was provided by an avatar in the other
condition (AC).

1.1 Participants

In total, 138 students (58%male) from two Dutch secondary
schools participated in the experiment. The students were all
in their second year and aged around 13 years. Participants
from each class of each school were randomly assigned to
one of the two conditions: the humanoid robot condition (n
� 73, 64.4% male) or the avatar condition (n � 65, 50.8%
male).

1.2 Learning Environment

An inquiry learning environment (ILS, Inquiry learning
Space) for the topic of photosynthesis in biology that was
designed for our previous study Anonymous [1] formed the
basis for the ILS in the current study. The ILS in the current
study focused on the starting phases of the inquiry learning
cycle. The ILSwe used had a basic text-based introduction on
photosynthesis as the starting phase, it then proceeded by pre-
senting an example concept map about fruits and vegetables
to demonstrate how to use the concept mapping tool, and in

its third phase gave a concept mapping tool to create the con-
ceptmap about photosynthesis. Studentswere asked to create
a concept map on photosynthesis from scratch without any
predefined concepts available. After that the ILS presented
students with a brief questionnaire about participants’ expe-
riences with the avatar or humanoid robot while they were
creating their concept map. All materials were presented in
the students’ native language, what is presented in this article
are translations.

The concept map was at the center of the current experi-
ment. Figure 1 displays an ‘expert’ concept map for the topic
of photosynthesis, which was used as the reference concept
map in this study.

1.3 Feedback

Feedback was based on the algorithms from our previous
study [1]. The concept mapping tool used those algorithms
to evaluate every action by a student (adding new concepts,
editing existing concepts, creating a relation between con-
cepts, etc.) while creating their concept map. Both humanoid
robot and avatar used the same algorithms.

After each change to the concept map, a list of all pos-
sible feedback was created and sorted, and the student was
presented with the most relevant feedback prompt. The types
of feedback students could receive were: (a) a suggestion to
add a specific concept to the concept map, (b) a suggestion
to add a proposition (link between two concepts) to the con-
cept map, (c) a question asking the student if an irrelevant
concept in their concept map is really necessary, (d) a ques-
tion asking if an irrelevant proposition is necessary, (e) a
suggestion to change the direction of a proposed relation, (f)
a suggestion to change a label, or (g) a suggestion to add
an intermediate concept in a proposition. These suggestions
and questions were based on a comparison between the ref-
erence map (Fig. 1) and the student concept map. In mapping
the student concept map onto the reference map, synonyms
(e.g., ‘sugar’ replacing ‘glucose’ and ‘O2’ replacing ‘oxy-
gen’) and potential typos (based on Levenshtein distance,
[26, 29]) were taken into account.

The timing of the feedback was based on the student’s
actions in the concept map. This means that feedback was
presented within a certain timeframe after a meaningful
change (excluding, e.g., changing the position of a concept)
or as a result of the student’s responses to the preceding feed-
back. The relevance of feedback prompts was based on a
combination of the type of feedback and the state of the stu-
dent concept map.When starting their concept map, students
were guided towards adding the main concepts and proposi-
tions.When the concept map had reached a certain threshold,
feedback was aimed at making specific improvements to the
concept map. As the feedback algorithm relied on being able
to identify content in the student conceptmap, fixingpotential
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Fig. 1 The reference concept
map for photosynthesis

typos and removing irrelevant information was prioritized.
In all cases, students had the option of immediately imple-
menting the prompt (e.g., adding, removing, or relabelling
concepts and propositions) or ignoring and suppressing it.
Each specific prompt was only suggested to a student once.
Feedback prompts (including all the possible prompts that
were not presented), student concept maps, and changes to
those concept maps were saved in the learning analytics logs
for later use. The intention of the feedback was to assist
students in developing effective concept maps. If a student
successfully creates an effective concept map independently,
then they may not require any feedback. Therefore, it is
understandable that students who produce inadequate con-
cept maps will receive more feedback—as this aligns with
the purpose of providing constructive feedback.

1.3.1 Humanoid Robot Feedback

A NAO model humanoid robot was used as a feedback
provider. The robot was placed on the table in a standing
position next to the computer that the student used. A picture
of the humanoid robot’s setting is given in Fig. 2. The robot
was in alive mode, which means that it tracked the student’s
face with its head to make eye contact. To alert students to
available feedback (determined based on the feedback rules
outlined in the previous section), the humanoid robot raised
its right hand and waited for 10 s. If a student touched one of

its hands within 10 s, the robot gave the feedback by speak-
ing to the students in their native language. If the student
did not touch one of the hands, this was taken as a sign that
no feedback was wanted. In that case, the robot lowered its
hand. If the feedback was a question requiring an answer
from the student, the robot listened to the student’s response.
When the robot got a response, it transmitted the response
to the concept mapping tool, which then acted according
to the response. For instance, suppose that the student had
the concept ‘orange’ in their concept map, and assume that
the feedback from the robot was “Do you need the concept
‘orange’ in your conceptmap?”. If a student respondedorally,
“Yes”, the tool did not perform any action; if the response
was “No”, the tool deleted the concept ‘orange’ from the
concept map.

1.3.2 Avatar Feedback

The feedback process for the avatar was essentially identical
to that for the humanoid robot, but the avatar had a different
physical presence. To alert students to available feedback, the
avatar popped up in the bottom-right corner of their computer
screen. If the student clickedon the avatar, indicating that they
would like to see the feedback, the feedback was presented
next to the concept map as a speech balloon coming from
the avatar. Possible responses were identical in function to
those used in the HRC, though the specific wording might
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Fig. 2 Pictures from the
humanoid robot setting

Fig. 3 Screenshot of feedback by
avatar for a superfluous concept

be changed to improve clarity. A screenshot of the avatar is
shown in Fig. 3.

1.4 Measurement Instruments

1.4.1 Students’ Use of Feedback

To answer the first research question, interaction logs such
as occurrences of feedback being offered and consulted were
saved. We calculated how often students used the feedback
that was offered, by dividing the number of times feedback
was consulted by the number of times it was offered.

1.4.2 Concept Map Quality

In order to evaluate the quality of concept maps, the first
author and research assistants used four criteria based on the
relevant literature [38] in a hand-coding process. The criteria
used were: (1) topic-relevant concepts, (2) relevant proposi-
tions, (3) correct concepts, and (4) correct propositions. The
team performed the hand-coding process jointly and aimed
to reach consensus on the quality of the concept maps. This
strategy facilitated an iterative and collective assessment pro-
cedure, which enhanced both dependability and validity of
scoring. Furthermore, the first author and research assistants
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compared the concept map with a reference concept map for
correctness.

Topic-relevant concepts and propositions were simply the
number of concepts and propositions—nodes and edges—p-
resent in the student concept map and relevant for the topic
in general (in this case, photosynthesis). The inclusion of a
greater number of relevant elements in a student concept map
was assumed to be associated with greater understanding of
the topic, with students being able to name more concepts
relevant to the topic and identify more of the connections
between them.

Evaluation of the remaining two criteria, correct concepts
and propositions, was done by comparing the students’ con-
cept maps to a reference concept map (see Fig. 1). A concept
was marked as correct when it was present in the refer-
ence map; a similar approach was used for propositions.
It should be noted that when comparing propositions, the
causal direction and label for the proposition were ignored.
For example, the proposition “photosynthesis requireswater”
was considered equivalent to the proposition “water is used
in photosynthesis”, as both propositions connect photosyn-
thesis and water.

For each criterion, we counted the number of concepts or
propositions in each student conceptmap.Next, we classified
the quality of the concept map based on a four-point scale
ranging from excellent through good and fair to poor, with
the use of the rubrics shown in the Appendix. To have a
numerical indication of the quality of the concept map, each
of these four criteria was transformed into a numerical score
(see the Appendix). The total concept map quality score was
determined as the average of the scores obtained for these
four criteria.

For example, Fig. 4 shows a concept map created by
a student (Translated from the student’s native language).
This concept map contains 11 concepts and 10 propositions.
Regarding the first criterion,we gave a rating of Excellent (10
points) because that rating applies when there are 9 or more
relevant concepts, and the student’s concept map contains 11
relevant concepts. Similarly, for the second criterion,we gave
a rating of Excellent (10 points) because the map contains 10
relevant propositions. For the third criterion, we gave a rat-
ing of Fair (6 points), because although the majority (64%)
of the ideas are correct, some concepts are incorrect, such as
substances of interest, ground, sun, men, and animals, and
some concepts are missing, such as roots and leaves. Finally,
for the fourth criterion, we gave a rating of Good (8 points),
because three of the 10 propositions are false (70% correct).
For example, while the proposition linking glucose and plant
is in the reference map, in the student map there are sepa-
rate propositions linking photosynthesis and plant, as well
as photosynthesis and glucose. Averaging the scores for the
four criteria gives a total score of 8.5 for the student concept
map in Fig. 4.

1.4.3 Attitude Test

Sisman et al. [37] developed and validated a scale formeasur-
ing attitudes towards robots, which consists of the subscales
Engagement, Intention, Enjoyment, and Anxiety. The scale
items were created as five-point Likert-type questions (from
1 � strongly disagree to 5 � strongly agree),according to
a reliability analysis, the internal consistency coefficient for
the whole scale was 0.90 [37]. For this study, the scale was
slightly adapted. The item “I enjoy lessons that are handled
using a robot” means that the lesson was taught by the robot.
However, the robot just gave feedback in this study, it did not
teach. Therefore, that item was removed. A new item, “I like
getting feedback from the humanoid robot” was added to the
Enjoyment subscale, in line with similar feedback studies in
the literature [10]. This item directly refers to receiving feed-
back from the robot. A parallel version of the questionnaire
for the use of an avatar was created based on the opinion of
two domain experts. The new version of the scale is given
in Table 1. The scale was translated into Dutch and checked
and corrected by two English and Dutch language experts.

Cronbach’s alpha for the total Attitude scale in this study
was 0.92. For theEngagement subscaleα�0.79, for theAnx-
iety subscale α � 0.73, for the Intention subscale α � 0.81,
and for the Enjoyment subscale α � 0.86. Moderate skew-
ness and kurtosis were observed for the Enjoyment, Anxiety
and Attitude (sub) scales (see Table 2).

1.5 Procedure

The experiment was conducted at two schools in the east of
the Netherlands. In each school, two NAO humanoid robots
were used. All students were randomly assigned to the HRC
or AC groups before the experiment. The logistical arrange-
ment differed slightly between the two schools. In the first
school, two rooms were set up for the AC and one larger
room for the HRC. The rooms for the AC each had one note-
book computer, and the other larger room for the HRC had
two humanoid robots and two notebooks that were next to
the robots. The larger room was used by two participants at
the same time. The space was large enough to isolate the
participants from each other and the space was isolated in
such a way that the participants could not see or hear each
other. In the second school, students in the AC worked in
a room with two notebooks, so that two participants used
the space at the same time. The other two rooms each had
a notebook and a humanoid robot that was standing next to
the notebook. In both schools, on the morning of the actual
experiment, one of the researchers informed students in each
participating class as a group about the goals of the exper-
iment, extent and purpose of data gathered, and students’
right to withdraw at any time. The participants were also
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Fig. 4 Example of a student concept map

given an introduction to concept maps and the concept map-
ping tool in general. They were also instructed on how they
would be called to the experiment individually throughout the
day. The experiment was organized in such a way that four
students (two from each condition) could participate in the
study at the same time. The participating students were asked
to direct the next students, or one of the researchers directed
the next students to the relevant rooms. Students used their
student number to log in to the ILS. One of the researchers
or a research assistant gave a quick introduction about the
experiment. Students were provided with a brief refresher on
photosynthesis in the first phase of the ILS. In this section,
there was a short paragraph about what photosynthesis is and
the process of photosynthesis accompanied by two visuals,
one showing a very general impression of the role of pho-
tosynthesis in food production and the other one showing a
plant in the soil with a sun in the sky and indicating that in
a leaf of the plant carbon dioxide goes in and oxygen comes
out. Following that, one of the researchers or a research assis-
tant introduced the use of the concept mapping tool for the
example topic of fruits and vegetables. After this, students
had 15 min to complete the concept map on photosynthesis.

After 10 min, the student was informed by the experiment
leader that there were 5 min left. After 15 min, students were
instructed to stop working on their concept map and to fill
out the questionnaire.

1.6 Ethical Consent

The experimental procedure was approved by the ethical
committee of the University of Twente. Both secondary
schools have agreements with all parents covering research
for the purpose of improving education. The topic of the
learning environment was aligned with students’ regular cur-
riculum to minimize the impact on students. Given these
circumstances, students’ passive consent was deemed appro-
priate.

Students were informed of the purpose of the experiment,
the extent and purpose of data gathered during the experi-
ment, and their right to withdraw from the experiment at any
time. Contact information for the researchers was provided
directly to the students, and it was made clear that they could
also direct any questions to their teacher – who would con-
tact the researchers if needed. Data collection took place in
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Table 1 Items from the attitudes questionnaires

Sub-category Questionnaire items
for the robot

Questionnaire items
for the avatar

Engagement 1 I try to make sense
of the lesson better
when a robot is
used in the lesson

I try to make sense
of the lesson
better when an
avatar is used in
the lesson

2 I can pay more
attention to the
lesson when there
is a robot in the
class

I can pay more
attention to the
lesson when there
is an avatar in the
learning
environment

3 I can consider the
robot as a teacher
as it talks and
moves like a
human

I can consider the
avatar as a teacher
as it talks and
moves like a
human

I feel more
interested in the
topic when there is
a robot in the class

I feel more
interested in the
topic when there
is an avatar in the
learning
environment

Intention 5 I would like robots
to take part in the
lessons in the
future

I would like avatars
to take part in the
lessons in the
future

6 I would like to have
a robot that would
keep me company
while studying at
home

I would like to have
an avatar that
would accompany
me while studying
at home

7 I would like robots to
be utilized in other
lessons as well

I would like avatars
to be utilized in
other lessons as
well

8 I think robots should
be used in the
lessons because the
age of technology
necessitates this

I think avatars
should be used in
the lessons
because the age of
technology
necessitates this

Enjoyment 9 It is interesting to
see a robot acting
and talking like a
human

It is interesting to
see an avatar
acting and talking
like a human

10 Communicating with
the robot is fun

Communicating
with the avatar is
fun

11 I like
communicating
with the robot on a
one-on-one basis

I like
communicating
with the avatar on
a one-on-one
basis

Table 1 (continued)

Sub-category Questionnaire items
for the robot

Questionnaire items
for the avatar

12 I enjoy it when the
robot understands
what I am saying
and responds to me

I enjoy it when the
avatar
understands what
I am doing and
responds to me

13 I like getting
feedback from the
humanoid robot

I like getting
feedback from the
avatar

Anxiety* 14 I don’t like the robot
to be in the class

I don’t like the
avatar to be in the
learning
environment

15 The existence of a
robot in the class
causes disruption

The existence of an
avatar in the
learning
environment
causes disrupt

16 Communicating
with the robot is
difficult

Communicating
with the avatar is
difficult

17 I feel nervous while
talking with the
robot

I feel nervous while
talking with the
avatar

*Negative items, reverse-scored

Table 2 Skewness and kurtosis per (sub) scale

(Sub)scale N Skewness Kurtosis

Engagement 138 − 0.34 2.66

Intention 138 − 0.33 2.74

Enjoyment 138 − 0.72 3.50

Anxiety 138 − 0.56 3.44

Attitude 138 − 0.54 3.20

the school during school hours. Students were guaranteed
confidentiality of data handling.

1.7 Data Analysis

Multiple analyses were conducted. First, to analyze students’
consultation of feedback, logfiles were analyzed with regard
to feedback interaction frequency. As data were not normally
distributed, a Mann–Whitney U-test was used to investigate
between-condition differences.

Second, the quality scores for the concept maps were
determined on the basis of the criteria presented above. To
test for significant differences in total quality scores for the
concept maps between the HRC and the AC, an independent
samples t-test was carried out.
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Table 3 Feedback consultation rate per condition

Condition n Mean SD

HRC 39 62.31 26.44

AC 37 19.51 20.85

Third, students’ attitudes were compared between the
HRC and AC conditions using analysis of variance
(ANOVA;Attitude scale) or multivariate analysis of variance
(MANOVA; on subscale level), as the four attitude sub-
scales were moderately correlated. Subsequently, estimated
marginalmeanswere computed to investigate the direction of
potential differences. Prior to all analyses, descriptive statis-
tics were computed for all variables analyzed.

2 Results

The study was conducted at two schools, but for technical
reasons data on avatar and robot feedback access were not
available for the first school. For that reason, results for the
attitude questionnaire and concept map quality are based on
data from two schools, whereas data on the use of feedback
are only available for one school.

2.1 Students’Accessing of Feedback

Students’ access of feedbackwas calculated from the logfiles,
where we determined how often students clicked the avatar
to see the feedback or tapped the hand of the robot to hear the
feedback. The consultation rates pertaining to the feedback
messages were computed for both conditions. Descriptive
statistics are given in Table 3. To determine whether these
feedback consultation rates data were normally distributed,
a Shapiro–Wilk test was performed. The result (W � 0.914,
p < 0.01) showed that the data were not normally distributed.
Therefore, we performed a non-parametric Mann–Whitney
U-test to determine whether a significant difference existed
between theHRCandACconditions. A total of 62.31% feed-
back messages were consulted by the students in the HRC,
whereas only 19.51% of feedback messages were consulted
by the students enrolled in the AC. There was a significant
difference between the conditions in terms of consultation
rate in favor of the HRC (W� 172, p < 0.001, r� 0.35). Sta-
tistical power was determined to be 0.51, sensitivity analysis
yielded a required effect size of 0.44 to achieve 0.8 power.

2.2 Concept Map Quality

With skewness and kurtosis values between − 1.5 and 1.5,
these data followed a normal distribution [40]. On aver-
age, students scored 4.80 points (SD � 2.42). Skewness and
kurtosis were− 0.08 and− 1.01 respectively. Themeans and

standard deviations of the total scores and the scores for each
criterion are presented in Table 4 for both conditions. Results
of independent samples t-tests are also given in Table 4. The
results showed no significant difference between the total
scores for the two conditions (p � 0.838), and no signifi-
cant differences on the separate criteria. Therefore, we can
conclude that there was no difference in terms of concept
map quality between the two conditions. Sensitivity analy-
ses yielded that, given 0.8 power, an effect size of 4.8 would
have been required.

2.3 Attitudes Towards Robot and Avatar

The Attitude questionnaire was administered at both partici-
pating schools. Table 5presents descriptive statistics summed
over both schools.

To test for significant differences in students’ attitudes
towards the robot and avatar, an ANOVA was carried out
on the total score (Attitude), yielding no significant differ-
ence: F(1, 136) � 0.39, p � 0.532. Assuming statistical
power of 0.8, sensitivity analyses yielded a required effect
size of 0.24. As described in Table 6, the subscales cor-
relate significantly. Consequently, MANOVA analyses with
the subscales as dependent variables were performed, yield-
ing a significant between-condition difference: F(4, 133) �
6.38, p<0.001,V � 0.06. This significant between-condition
difference stemmed from theEnjoyment subscale,where par-
ticipants in theHRChad significantly higher scores than their
peers in theAC: t(136)�–2.47,p�0.015.No significant dif-
ferences were found for the subscales Engagement, Intention
and Anxiety. For the MANOVA analysis we achieved a sta-
tistical power of 0.62. Sensitivity analysis yielded a required
Pillai’s trace V of 0.08, given a statistical power of 0.8.

3 Conclusion and Discussion

In the current study, students had to construct a concept
map and received feedback during the construction process.
This is a common approach to help improve the quality of
the concept map and traditionally this feedback is given
by humans, either the teacher (e.g., [36]) or fellow stu-
dents (e.g., [16]). Feedback given by humans is hard for the
receiver to ignore, but also time-consuming for the feedback
giver. Therefore, alternatives in the form of automated feed-
back have been developed. However, this feedback, often
presented by prompts or avatars, is easier for students to
ignore than human feedback Anonymous [1]. The current
study sought to find out if offering students feedback from
a humanoid robot meant that students consulted the feed-
back more frequently compared to feedback coming from
an avatar and looked into the effects of the humanoid robot
versus an avatar on students’ experiences and the quality of
their concept maps.
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Table 4 Concept map quality as total score and per criterion

Robot Avatar t df p

n M SE n M SE

Total score 73 4.85 .28 65 4.76 .30 .20 136 .838

Criterion 1 73 5.53 .29 65 5.89 .32 − .83 136 .406

Criterion 2 73 5.00 .33 65 4.74 .39 .52 136 .606

Criterion 3 73 5.25 .31 65 5.02 .32 .52 136 .607

Criterion 4 73 3.60 .33 65 3.40 .31 .45 136 .657

Table 5 Descriptive statistics for
attitude scale and its subscales
per condition

Robot Avatar

n M SD n M SD

Engagement 73 3.32 .83 65 3.18 .91

Intention 73 3.32 .92 65 3.30 .91

Enjoyment 73 3.91 .74 65 3.58 .783

Anxiety* 73 3.62 .89 65 3.87 .72

Attitude 73 3.56 .72 65 3.49 .71

*A score of 1 is the lowest level of the measured construct and 5 is the highest. The Anxiety score was reversed
to line up with the other subscales, with a higher score meaning a more favorable attitude

Table 6 Correlations between the
subscales Engagement Intention Enjoyment Anxiety

Engagement

Intention 0.66*

Enjoyment 0.70* 0.63*

Anxiety 0.56* 0.53* 0.59*

* p < .001

Within the scope of RQ1, our results indicate that students
tended to consult the robot feedbackmore frequently than the
avatar feedback. This may be because the robot’s embodied
presence ismore noticeable and trustable than a non-physical
object such as an avatar. Bainbridge et al. [2] investigated the
impact of a robot’s physical presence on human evaluations
of the robot as a social collaborator. Their results indicated
that individuals were more inclined to complete trust-related
activities when they interacted with the robot in vivo rather
than through live video transmission, the latter being similar
to a screen avatar. In addition, the fact that the humanoid
robot raised its hand when there was feedback available may
also have attracted the students’ attention. This feature of the
robot may have served as a visual and audible cue to alert
students to engage with the feedback.

For RQ2, we had expected that students would produce
higher quality conceptmaps if theywerewilling to follow the
advice of an agent. Since students more often consulted the
advice given by the robot, we might have expected higher
concept map quality in the HRC condition. However, we

found no significant difference between the quality of the
concept maps created by students in the HRC versus the AC.
Students generated fairly low-quality products (M � 4.85
for HRC, M � 4.76 for AC) regardless of the type of agent
they interacted with. The most obvious explanation may be
that students dismissed the recommendations offered by the
robot, although in a few cases the robot advicemay have been
suboptimal. For example, this was the case when students
spoke in a low voice and the robot did not understand the
student’s response. In that case, the robot prompted for a
repetition. However, if no suitable reply was received even
after two attempts, no automatic modification of the concept
map was applied, leaving the concept map as it was.

Within the scope of RQ3, in terms of attitudes, no signifi-
cant overall difference was found between students’ attitudes
towards the robot and the avatar. On the subscale level,
students who interacted with the robot reported a higher
level of enjoyment than students who received feedback
through the avatar. This may have been because students per-
ceived the robot as more entertaining than an avatar, due to
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its three-dimensional human-like appearance and interactive
behavior. In relation to this, research has shown that human-
like social robots tend to evoke more positive emotional
responses from users than systems lacking the humanoid
form [6]. The presence of a robot may also play a signifi-
cant role in students’ motivation [23, 42]. Therefore, based
on the findings of previous studies and our current research
results, it could be concluded that using humanoid robots to
provide feedback to studentsmay have advantages in terms of
attracting student attention, increasing engagement with and
utilization of the feedback, and enhancing students’ enjoy-
ment and motivation [39].

No significant differences in engagement and intention
were found between those using the robot or the avatar but the
descriptive data here also showed an advantage for the HRC.
Previous research has shown that the impact of the physical
presence and embodiment of social robots on engagement
and intention is complex and may depend on various fac-
tors such as robot behavior, task demands, and individual
user characteristics [18]. This, of course, makes the proper
design of robot instruction a challenging task. What may
complicate matters could be that a robot may evoke more
anxiety for some students than an avatar. We did not find a
significant difference in anxiety between the two conditions,
but the descriptive data suggested that the lack of physical
presence in the avatar condition could create a less threaten-
ing atmosphere for some students, resulting in a lower level
of anxiety. However, due to the lack of evidence for this, we
can only speculate about this.

The limitations of our study include the relatively small
sample size, the use of only one type of humanoid robot, and
the short duration of our intervention. Future research could
investigate the impact of different designs for robot behavior
and various types of robot tutors on students’ engagement,
motivation, intention to use feedback, and anxiety levels in
order to gain a more comprehensive understanding of how
social robots can be most effectively implemented in educa-
tional settings. In this context, it may have been the case that
the robot by its very nature was more attractive to students
than the avatar. A study set-up in which also a condition with
a robot-like avatar is included could have shed more light on
this aspect. Also, the intervention in our study only lasted for
15 min, which is shorter than a typical instructional interven-
tion. It should be tested if students’ results and attitudes are
similar when a longer intervention is used. Furthermore, the
study did not account for individual student characteristics
such as prior experiencewith or attitudes towards technology,
which may have affected their engagement and motivation
levels.Additional research could explore how the social robot
tutor can adapt to individual differences to provide more per-
sonalized education and support. Another limitation may be
not having a control group to determine the effectiveness
of the robot and avatar conditions compared to a traditional

human-led tutoring approach or a control groupwithout feed-
back. Additionally, another limitation of the study is that the
intervention duration is limited, which may not adequately
reflect the long-term impacts. The fact that no study has been
conducted to understand the anxiety of students due to com-
municationwith robots can be stated among the limitations of
this study. In addition, the application of a pre-test to deter-
mine the level of familiarity of students with robots could
have been useful in terms of evaluating parameters such as
the novelty effect. For future studies, we can suggest that
researchers should consider issues such as the robot’s inabil-
ity to understand the speech of students who speak in a low
voice, rarely the touch sensors do not work, and rarely com-
munication errors.

Our study contributes to the growing body of literature
on the use of robots and avatars in educational settings. Our
results suggest that robots can be more effective than avatars
in promoting enjoyment of the learning process and lead to
higher accessing of feedback than an avatar does. Imple-
menting robots in the actual school practice schools/teachers
would, of course, still have to deal with aspects as costs, set-
up, maintenance etc. Future research may consider exploring
the mechanisms behind the effects we found and ways to
optimize the use of humanoid robots and avatars to enhance
student learning experiences.
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Appendix

Numerical Indication of the Quality
of the Concept Map

This appendix consists of the quantitative representation of
the concept map’s quality, evaluated against four criteria
derived from the literature.

Excellent (10 points) Good (8 points) Fair (6 points) Poor (4 points)

Number of concepts The concept map
includes a large number
of concepts (9 or more)
that are relevant to the
topic and cover a wide
range of related ideas.
The concepts are
well-organized and
demonstrate an
in-depth understanding
of the subject matter

The concept map
includes a sufficient
number of concepts
(between 6 and 8) that
cover the main ideas of
the topic. The concepts
are well-organized and
indicate a solid
understanding of the
subject matter

The concept map
includes a limited
number of concepts
(between 3 and 5) that
only cover some of the
main ideas of the topic.
The concepts may be
less well-organized and
indicate a somewhat
limited understanding
of the subject matter

The concept map
includes a very small
number of concepts (2
or fewer) that do not
adequately represent
the topic. The concepts
may be poorly
organized and fail to
demonstrate a clear
understanding of the
subject matter

Number of propositions The concept map
includes a large number
of relations (9 or more)
that show how the
concepts are connected
to each other in a
comprehensive and
meaningful way. The
connections between
concepts are clear,
well-organized, and
effectively demonstrate
the relationships
between the concepts

The concept map
includes a sufficient
number of relations
(between 6 and 8) that
show the main
connections between
the concepts in a clear
and organized way.
The connections
between concepts are
well-defined and
demonstrate a solid
understanding of the
relationships between
the concepts

The concept map includes
a limited number of
relations (between 3
and 5) that only show
some of the connections
between the concepts.
The connections may be
less well-defined, and
may not fully capture
the relationships
between the concepts

The concept map
includes very few (2 or
fewer) relations,
making it difficult to
understand the
connections between
the concepts. The
connections may be
absent or unclear, and
may fail to
demonstrate a clear
understanding of the
relationships between
the concepts

Correctness/incorrectness
of concepts

The concepts in the
concept map are all
correct and accurately
represent the topic (i.e.,
100% accuracy)

The majority of the
concepts in the
concept map are
correct and accurately
represent the topic
(i.e., 70–99%
accuracy)

Some of the concepts in
the concept map are
correct, but others are
inaccurate or not fully
representative of the
topic (i.e., 50–69%
accuracy)

Most of the concepts in
the concept map are
inaccurate or do not
adequately represent
the topic (i.e., less than
50% accuracy)

Correctness/incorrectness
of propositions

The relations between the
concepts in the concept
map are all correct and
accurately represent the
connections between
the concepts (i.e.,
100% accuracy)

The majority of the
relations (i.e., 70–99%
accuracy) in the
concept map are
correct, but there may
be a few minor
inaccuracies

Some of the relations in
the concept map are
correct (i.e., 50–69%
accuracy), but others
are inaccurate or do not
fully represent the
connections between
the concepts

Most of the relations in
the concept map are
inaccurate (i.e., more
than 50% inaccuracy)
or do not adequately
represent the
connections between
the concepts, or there
is no relation
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