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Abstract

In recent years, GitHub Actions (GHA) has emerged as the leading platform
for Continuous Integration and Continuous Deployment (CI/CD) within the GitHub
ecosystem, offering developers seamless workflow automation. However, as with other
CI/CD tools, GHA workflows are susceptible to ”smells” which are suboptimal prac-
tices that can lead to technical debt, reduced maintainability, and performance issues.
This thesis investigates the prevalence and nature of these workflow smells in GHA
configurations. Through an extensive analysis of commit histories from 83 projects,
we identify common patterns of frequent changes in GHA workflows that may indicate
the presence of smells. We propose a set of potential GHA-specific smells, develop a
tool to automatically detect these smells, and validate our findings through a contri-
bution study involving 40 pull requests to open-source projects. After qualitatively
analysing the comments on 32 pull requests we settle on 7 confirmed GHA workflows
smells, including one novel smell previously unrecognised in the literature, This work
contributes to improving the quality of GHA workflows and offers insights for devel-
opers to optimise their CI/CD processes. Finally, this research was also accepted as a
paper to the SCAM 2024 conference.
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Chapter 1

Introduction

Continious Integration (CI) and Continuous Deployment (CD) are emerging as one of the
biggest success stories in automated software engineering [18]. These concepts were first
described by Beck in 2000 as part of the Extreme Programming methodology [2] and have
become vital for software development to ensure software quality and streamline the deliv-
ery process [9, 12, 29, 18, 32].

For many years CI/CD tools such as Travis-CI1 and CircleCi2 were very popular CI/CD
platforms for GitHub users [7]. In order to facilitate the CI and CD process, GitHub has
released their own tool namely GitHub Actions (GHA), bringing automation directly into
the software life cycle on GitHub [27]. The tool was released in november of 2019 and
has seen a rapid increase in adoption rate among many popular open source projects [5,
21, 7]. The GHA’s tight integration into GitHub ecosystem and the open-source library of
reusable actions have been a key contributor to the current success of GHA [8], making
GHA currently the most popular CI/CD tool [17, 32].

Both Gallaba et al. and Zampetti et al. have identified smells for continuous integra-
tion [35, 14] which can lead to technical debt in terms of maintainability, performance and
usage of CI. Gallaba et al. studied Travis CI specification code and identified a number
of anti-patterns. They created an automatic detection tool for these patterns that allowed
them to fix these problems for open-source software projects [14]. Whilst Zampetti et al.
conducted interviews with technical experts and mined stackoverflow posts to compile a list
of smells which they were able to verify in literature [35].

1.1 Problem statement

We hypothesise that GHA configuration files are also affected by a set of smells, and that
fixing them would help developers in creating a more effective CI/CD setup for their project.
Given that five years have passed since the introduction of GHA, we believe that currently a
substantial commit history has accumulated for GHA workflow configuration files in which
we can identify recurring fixes to smells.

1https://www.travis-ci.com/
2https://circleci.com
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1. INTRODUCTION

Furthermore, earlier studies have brought attention to specific problems in GHA con-
cerning security and resource utilisation [23, 7, 27, 4]. Nonetheless, there is either a lack of
tools to identify these problems, or the issues have not been validated by the open-source
community. Therefore, our goal is to identify anti-patterns in existing workflow configura-
tion files by looking at the history of changes which we can then verify with the open-source
community in order to judge their relevance.

1.2 Research Questions

In order to address the problem statement, we formulated the following research questions:

Are there common patterns of frequent changes in GHA workflow configurations?

RQ1

To answer this question we mine commits from 83 projects using GHA and analyse the
evolution of the GHA workflow configuration files. The goal is to understand the existence
of common patterns of frequent changes in GHA workflow configuration files.

Afterwards, we inspect these common patterns of frequent changes to determine whether
some of these are fixes to frequently occurring problems in GHA workflow configuration
files to answer our second research question:

Are frequent change patterns in workflows indicators of workflow smells?

RQ2

After establishing a set of potential GHA workflow configuration smells, our aim is to
automatically identify these smells for our third research question:

Are we able to automatically detect these workflow smells?

RQ3

With the help of our tool in RQ3, we finally, aim to validate our list of potential GHA
workflow configuration smells. We conduct a contribution study by opening 40 pull requests
(PRs) to open-source projects and analysing the feedback provided by maintainers. This
analysis will answer our fourth research question:

To what extent do developers find the proposed fixes for the identified GHA con-
figurations smells relevant?

RQ4

2



1.3. Contributions

1.3 Contributions

There are four main contributions for this thesis:

1. A list of seven relevant smells strongly supported by our contribution study. Within
this list, we have identified one novel smell which was never discussed before in the
literature.

2. A list of nine smells for which we have some indication regarding their relevance.
However, more research is required to confirm the relevance. This list also includes a
novel smell that has never been discussed before in the literature.

3. A tool that can automatically identify 18/22 smells with a reliable recall, precision,
and F1 score.

4. A dataset with labelled changes for GHA workflows files in our replication pack-
age [33].

1.4 Thesis outline

In Chapter 2 we start with presenting some contextual background information on GitHub,
CI/CD and known optimisation and security concerns in GHA. Then, in Chapter 3, we we
describe the steps we took in order to label commits, identify potential smells and perform
a contribution study. Chapter 4 describes our findings for each research question after fol-
lowing our methodology described earlier and answers the research questions. We discuss
current research on CI/CD smells in Chapter 5. Finally, Chapter 6 concludes the thesis and
identifies potential improvements and possibilities for future research.
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Chapter 2

Background

Before delving into the specifics of our study, we will initially present some contextual
background information. We start by introducing GitHub1, the provider of GHA. After-
wards, we discuss the role of CI/CD in the software development cycle. Next, we discuss
how GitHub enables CI/CD on GitHub by explaining how workflows are automated with
GHA. Finally, we will discuss known optimisation techniques and security concerns related
to GHA.

2.1 GitHub

GitHub is a web-based platform built around Git, a tool that allows easy version control
and collaborative software development. On GitHub, users can create repositories in which
they can upload their code, known as commit, and store it in the mainline which represents
the latest state of the project. A developer can divert from the mainline, using a branch,
in order to make changes to the project, such as adding features or fixing bugs, without
having to worry about changes made by other developers [25]. GitHub uses the concept of
a Pull Request (PR) to allow software developers to add these changes back to the mainline.
A developer can open a new PR that contains changes to the current project, and other
developers can comment and make suggestions for potential improvements before adding
the changes to the main line [34].

2.2 What is CI/CD?

Continuous Integration (CI) and Continuous Delivery (CD) is the key enabler of DevOps,
and plays a crucial role in the extreme programming methodology described by Beck in
2000. The goal of CI is to allow developers to frequently integrate their work into the
mainline, while ensuring the quality of the contributions of developers [36]. This integration
is triggered by a PR on platforms such as GitHub which will cause a variety of (automated)
checks to start and lets the developer know if they have made any breaking changes in their

1https://github.com

5

https://github.com


2. BACKGROUND

code [13]. CI allows developers to pretend they are the only programmer working on a
project. This allows them to not take into account the changes made by the other developers
and rely on CI to successfully integrate the work done by all developers [2]. Furthermore,
frequently integrating reduces the time spent doing integrations, decreases the number of
bugs, and allows frequent refactoring of the code to prevent decay and incorporate new
lessons learnt during the development process [13].

CD is a software development practice where software can be released to production
at any time. It is considered an extension of CI because the software is verified to be
ready for production by automating the release process. CD allows for faster feedback from
stakeholders and quickly identifies problems that would otherwise be too hard to detect [24].

2.3 Workflow Automation with GHA

GitHub Actions is a platform integrated into GitHub in 2018. The goal is to automate CI/CD
activities by defining workflows that can be triggered by several repository activities, such
as opening a pull request. Workflows are defined in the .github/workflows folder using
YAML files [22]. An example of a workflow can be seen in listing 2.1.

name: B u i l d R ep o r t
on:

push:
paths :

- . g i thub /
- r ep or t /

jobs :
b u i l d :

runs −on: ubuntu − l a t e s t
s t e p s :

- name: Get Date
id : ge t − d a t e
run: |

echo "::set-output name=minute::$(/bin/date -u "+%M")"
echo "::set-output name=week::$(/bin/date -u "+%U")"
echo "::set-output name=date::$(/bin/date -u "+%Y−%m−%d")"
echo "::set-output name=hour::$(/bin/date -u "+%H")"

s h e l l : bash
- name: Checkout code

uses : a c t i o n s / checkout@v2
- name: LaTeX c o m p i l a t i o n

uses : xu−cheng / l a t e x −act ion@v2
with :

r o o t f i l e : t h e s i s . t e x
w o r k i n g d i r e c t o r y : r e p o r t /
c o n t i n u e o n e r r o r : t rue

6



2.4. Optimisations for GHA

compi ler : l a t exmk
- name: Upload t h e s i s

i f : ${{ a lways ( )}}
uses : a c t i o n s / upload − a r t i f a c t @ v 2
with :

path : r e p o r t / b u i l d / t h e s i s . pdf
name: C u r r e n t S t a t e o f T h e s i s

Listing 2.1: Workflow to compile latex report - release-report.yml

Workflows must contain at least a trigger condition, for Listing 2.1 this is a push to the
repository containing changes to .github/ or report/ folder and a list of one or more jobs.
Listing 2.1 contains exactly one job, build. Each job requires an operating system, runs-on,
and a list of steps the job needs to run. There are two category of steps: 1) running a bash
command or script and 2) running a predefined Action. Developers can create their own
actions using JavaScript or Docker, which can be published on the GitHub Marketplace so
that other users can also use them.

Once a workflow has been executed successfully, the results can be shown in various
forms, such as through a GitHub Action bot. Similar to other GitHub bots, this bot functions
as a GitHub user capable of submitting code changes, engaging in comments, and managing
pull requests by merging or closing them.

GitHub Actions provides a free plan which includes a total of 500MB of storage and
2,000 minutes of runtime for workflows per month. When a user exceeds this limit, they
will be billed using a per-minute rate depending on the runner they are using [16].

2.4 Optimisations for GHA

Resource optimisation in GitHub Actions has been discussed by Bouzenia et al. [4]. During
their research they have compiled a list of six optimisations developers are already using
in their workflows and four optimisations not currently being used but would also improve
workflows. Below we list the optimisations for each category.
A total of six optimisations are currently being applied by developers:
Caching: Using caching prevents runners from having to download and install the same
dependencies every time a new workflow is started.
Fail-Fast: This optimisation is applied to workflows using a matrix to create multiple jobs
with similar configurations. Using fail-fast will allow GitHub Actions to cancel all the jobs
related to the matrix that are queued.
Cancel-in-progress: This optimisation causes the workflow to stop running if the same
workflow is triggered in the meantime.
Skip workflow: Workflows can be triggered by pushes or PR’s. Developers can skip these
workflow runs by adding [skip ci], [ci skip], [no ci], [skip actions] or [actions skip] to their
commit message.
Filtering target files: Developers can specify whether a workflow should run based on the
type of file that has been modified.
Custom timeout: Developers can specify custom timeouts, over the default timeout of 360

7
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minutes, to stop running unnecessary long workflows.
Additionally, four optimisation opportunities are presented by Bouzenia et al. [4], includ-
ing:
Deactivate scheduled workflows after k consecutive failures: In the data set, it was dis-
covered that 13% of the scheduled runs result in a failure. Upon manual inspection, it was
noted that numerous scheduled workflows continue to fail before any intervention from the
developer takes place. In order to save resources, a scheduled workflow should therefore
stop running after k failures and notify the developer so that it is fixed sooner and does not
waste resources on failures.
Deactivate scheduled workflows during repository inactivity: A scheduled workflow
may build or release software everyday even if the state of the repository does not change,
which is considered a waste of resources. Therefore, Bouzenia et al. [4] suggest a mecha-
nism where these scheduled workflows do not run when there is no change to the repository,
preventing unnecessary builds.
Run previously failed jobs first: In the dataset it was noted that, in workflows with multiple
jobs, if a job fails, it sometimes also fails in the subsequent run of the workflow. Therefore,
it is suggested to reorder jobs by the number of times they have failed. This allows for early
identification of a problem without the need to run every job.
Job-specific timeouts: The current six hour time limit is considered too long, consider-
ing that the average run time is only 6.3 minutes. Instead, the time limit should be more
dynamic, based on the maximum time (tmax) a non-timed-out run of the job has every con-
sumed. The new timeout should be timeout = 1.1× tmax as to give a 10% buffer in case jobs
start to take longer caused by for example: an increase in test-suite size.

2.5 Security in GHA

Security is one of the five primary challenges in automating workflows [27]. Inadequately
secured CI platforms pose risks like code theft, injection, and the circumvention of code
reviews, which could result in malicious code being introduced into the code base [7]. To
mitigate security risks, four security attributes have been defined for CI: admittance control,
execution control, code control, and access to secrets [23]. Koishybayev et al. examined
these security attributes for GHA, concluding that none of them are consistently upheld but
can be addressed with proper workflow configurations [23]. Benedetti et al. developed a
tool to automatically detect security vulnerabilities in GHA workflows [3].

8



Chapter 3

Methodology

The study follows a bottom-up approach to identify GHA workflow smells. In Section 3.1
we start with identifying common change patterns in workflow configuration files through
mining commits. Subsequently, in Section 3.2 we analyse the common change patterns
to identify our candidate smells. For these candidate smells we have implemented and
analysed an automatic detector in Section 3.3. The goal is to investigate the feasibility and
effectiveness of such a detector. Finally, we conduct a contribution study in which we fix our
candidate smells in 40 open source software projects in Section 3.4.1. The whole process
has been represented in Figure 3.1.

Figure 3.1: visual representation of methodology

3.1 RQ 1. Are there common patterns of frequent changes in
GHA workflow configurations?

To answer our first research question, we will start by collecting projects from which we
can mine commits. We will label these commits based on the change they provide to the
GHA Workflow configuration files which will allow us to identify frequent change patterns.

3.1.1 Collecting Commits

To collect 100 different projects, we analysed the SEART [6] database because it provides
a consistent dataset that was created after the introduction of GitHub Actions. Using a

9



3. METHODOLOGY

consistent data set allows for easier reproduction of the experiment at a later point in time.
Furthermore, SEART provides repository data for the five most popular programming lan-
guages: Javascript, Java, C#, Python and Typescript. Using the SEART database, we gath-
ered repositories for each programming language sorted language, ordered by the highest
number of stars descendingly. From this ranked list, we chose the top 20 projects for each
programming language providing us with a total of 100 projects.

Of these 100 projects, we found that 17 projects did not use GitHub Actions and are
therefore filtered out. For the remaining 83 projects, we want to collect all commits that
modify a GitHub Actions workflow configuration. A GHA workflow configuration file can
be identified by the expected location, .github/workflows, and the file extension, .yaml or
.yml. All commits that changed at least one file following these criteria are included in our
collection of commits. Considering that there can be multiple files changed per commit, we
consider each GHA workflow changed per commit as a single change.

3.1.2 Labelling changes

To identify the common patterns of changes in GHA workflow configuration files, we coded
the commits collected in Section 3.1.1.

Initially, we started manually labelling each change for a single project. In order to
speed up the process of coding commits, automated scripts were developed for the fre-
quently occurring categories. For each automated script, we verified that it detected the
previous coded commits correctly and, we manually checked a subset of the newly coded
commits by the automated script.

3.2 RQ2. Are there frequent change patterns in workflows
indicators of workflow smells?

We assume that changes made to GHA workflow configuration files are an effort to improve
the GHA worfklows in terms of quality and maintainability. Therefore, we hypothesise that
the frequent change patterns identified in Section 3.1.2 are to some extent improvements to
the quality and maintainability of the GHA workflow. Our goal is to identify these patterns
which fix a certain smell. In this context we consider a smell to be a suboptimal configura-
tion or practice for GHA worfklows which can negatively effect affect the maintainability,
performance, security and maintainability.

Initially, we started by critically examining the labelled changes from Section 3.1.2 and
exclude the changes which directly affect the behaviour of the workflow. These changes
included, for example adding or removing a job, as these changes do not fix a configuration
problem for a workflow. On the otherhand, we kept the changes which do not immedi-
atly alter the behaviour of a workflow but are an indication of an improvement in terms of
maintainability, performance, security and maintainability. These changes included, for ex-
ample adding a name to a run-step, as this change helps developers understand the workflow
and thus improve maintainability. Additionally, we grouped together closely related labels
based on their pupose and context such as adding permissions and updating permissions.

10



3.3. RQ3. Are we able to automatically detect these workflow smells?

On the other hand, for specific labels, such as adding if statement, we delve deeper into
their context and purpose in order to better understand their purpose and further categorise
them.

For the remaining labels, we grouped them into named smells based on their purpose
and previous research on GHA Security, GHA Performance/Optimsation and Other CI/CD
smells. The names and grouping were deliberated with an academic staff member of the TU
Delft to ensure validity and consistency among the candidate smells.

Finally, we removed the candidate smells which require contextual knowledge (e.g.
repository state or available actions) and candidate smells which have less than 2 occur-
rences.

3.3 RQ3. Are we able to automatically detect these workflow
smells?

To speed up the contribution study process in Section 3.4, an automatic detector was imple-
mented to help identify smells. We created python scripts which analyse GHA workflow
configuration files and report the smells found. After implementing the detector, we selected
35 projects for on which we evaluated the performance of our tool.

3.3.1 Selecting projects

Our goal is to contribute to popular and currently active projects. Therefore, we again
looked at the SEART [6] database for the same five programming languages as Section 3.1.1.
However, now we looked at the 100 most popular projects for each programming language,
combined these lists and sorted them based on the number of PR’s they have accepted dur-
ing February 15th 2024 and March 15th 2024. From this ranking, we took the first 40
projects which do not overlap with the projects used in Section 3.1.1 and which have a
GitHub Actions workflow.

3.3.2 Tool evaluation

Before doing the contribution study we want to analyse the effectiveness of the detector.
We initially established a ground truth by manually analysing the configuration files and
identifying smells in the projects selected in Section 3.3.1. Then we ran our automatic
detector on the dataset and recorded the false-postive and false-negatives. This allows us to
calculate the precision, recall and F1-score using the following formulas in Equation (3.1).

precision =
T P

(T P+FP)

recall =
T P

(T P+FN)

F1− score = 2× (precision× recall)
(precision+ recall)

(3.1)

11



3. METHODOLOGY

3.4 RQ4. To what extent do developers find the proposed fixes
for the identified GHA configurations smells relevant?

In this section, our aim is to do a contribution study that will fix our previously identi-
fied smells in popular and active open-source projects. During the contribution study, our
aim is to better understand the relevance of smells and the perception of the open source
community regarding our identified smells in GitHub Actions.

We fixed the smells for 40 open-source repositories on GitHub and opened a PR to
gather information about the developers’ perception. Finally, we will label and categorise
this feedback so that we can report our findings in a structured manner.

3.4.1 Creating PR’s

We will run our tool on the projects selected in Section 3.3.1. For each project we strategi-
cally select between 2 and 7 smells to fix depending on the size and complexity of the fix.
The goal is to keep the PRs relatively small so that they are easy to review for maintainers
and they can provide specified feedback for each smell. In each PR we included a short
description and motivation about the smells we are fixing in the PR. See Figure 3.2 for an
example of our description.

Figure 3.2: An example of the descriptions provided to the maintainers for each PR. This is
a screenshot taken from PR10870.

12
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3.4. RQ4. To what extent do developers find the proposed fixes for the identified GHA
configurations smells relevant?

3.4.2 Labelling comments

For the comments we received, we used an open card sorting approach [37]. This approach
allows categories to emerge naturally from the data. To start, two people coded 20% of the
comments separately. The codes were compared and discussed to get a consensus. After
agreeing on the codes, the author of the thesis continued coding the remaining comments.
Afterwards, the codes are sorted on a Miro1 board for each smell and split between merged,
pending and closed. Finally, these codes are be merged into larger categories to better
understand the feedback provided for each smell.

1https://www.miro.com
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Chapter 4

Results and analysis

To answer our research questions, we thoroughly followed the methodology described ear-
lier. In this chapter, we present and analyse the results of our study for each research ques-
tion. In Section 4.1, we start with describing the common patterns of changes we found
during our mining study. Then, in Section 4.2, we discuss the potential smells we have
identified based on the common patterns from RQ1. For these potential smells, we have
created a tool which can automatically identify them and evaluated the tool in Section 4.3.
Lastly, we discuss the results of the contribution study in Section 4.4

4.1 RQ 1. Are there common patterns of frequent changes in
GHA workflow configurations?

To answer the first research question, we first look at what projects we were able to find that
use GHA workflows. Afterwards, we look at the categories of common changes we were
able to identify and which of these are the most frequent ones.

4.1.1 Collecting changes

We collected commits for five different programming languages, namely: JavaScript, Java,
C#, Python and TypeScript. For each language, the 20 most popular projects were selected
for analysis. After eliminating projects that do not use GitHub Actions, there were a total of
83 projects remaining. Table 4.1 highlights the number of number of commits and number
of changes (a commit can have more than one change) we found for each programming
language.

4.1.2 Categories of common changes

Using our tool described in Section 3.3, we identified a total of 64 distinct categories of
changes made in GHA workflow configuration files. The 64 categories are grouped to-
gether into 8 higher level categories based on their purpose. Table 4.2 lists the 8 categories
of higher level and the number of occurrences each category has in our data set. We iden-
tified that most of the changes are Run Step Configurations, which account for 36.5% of
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Language Number of projects Number of commits Number of changes

JavaScript 18 1,825 2,933
Java 15 519 856
C# 15 825 1,399
Python 15 3,105 7,665
Typescript 20 3,738 7,184

Total 83 10,012 20,037

Table 4.1: Number of changes in a workflow file per language

all the analysed changes and can be seen in 89.2% of the analysed projects. Now we will
discuss each category in more detail.
1. Run step configuration is the most common change we have identified. These changes
mainly add, remove, move or update run steps in order to modify the functionality of the
workflow. The changes also included developers converting their run step to an action call,
thereby leveraging one of the selling points of GHA.
2. Dependency versioning are changes related to updates made to a version in GHA work-
flow configurations. The most common version changes are made to Actions where either
the version used is increased or the version used is converted to a commit hash instead.
Other version updates we have seen are in the runs-on configuration and during package
installation in a run command.
3. Scheduling is related to when a Workflow is started based on a schedule and how long
the workflow is allowed to run for. The most common change in this category is the addition
of timeouts. Adding timeouts allows developers to reduce the time that a workflow wastes
when it gets stuck in an infinite loop.
4. Workflow organisation represents the category of changes made at workflow level, i.e.,
the adding/removing workflows, adding/updating names of a workflow, moving a workflow
to a different file. The 5. Add workflow category is found in every project because this is
required to start using GHA.
6. Trigger conditions are used to configure when a workflow is run. The most common
change here is the updating of the on configuration where developers can specify to, for
example, only run on a commit push or only run on a push to a PR. This category also
includes developers preventing running (parts-of) their workflow on a fork and white/black
listing specific files or directories for which a workflow can be triggered.
7. Environment Setup are changes made to the software on which a workflow is run. This
includes changing the operating system on which a workflow is run and changes made to
environment variables within the operating system.
8. Job configuration involves adjusting the conditions and parameters under which a job
is executed. The most common change is to add and remove jobs, followed by adding/up-
dating the matrix used by jobs to prevent duplicate jobs.
9. Miscellaneous are small changes we only saw occurring a few times. These include
adding/updating/removing “if” statements, comments, permissions, and changing format-
ting and styling of a workflow to make it more readable.
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4.1. RQ 1. Are there common patterns of frequent changes in GHA workflow
configurations?

Our analysis identified 64 patterns of frequent changes in GHA workflow config-
uration files. We were able to group these into eight distinct categories based on
their purpose. We see that developers most often modify their run commands to
improve workflow execution. Furthermore, developers also very often update ac-
tion versions in order to benefit from new features and security enhancements.

RQ1 analysis
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Category Occurrences Projects
Sub-category # % # %

Workflow Organization 2,177 9.2% 83 100%
Add/Remove workflow 1,907 86.5% 83 100%
Move/Refactor workflow 137 6.2% 33 39.8%
Add/Update workflow name, etc. 161 7.3% 33 39.8%

Run Step Configuration 8,709 36.5% 74 89.2%
Run command updates 3,395 39% 59 71.1%
Action configuration 2,741 31.5% 63 76%
Add/Remove run step 2,301 26.4% 60 72.3%
Update run step, etc. 272 3.1% 50 60.2%

Dependency Versioning 4,508 18.9% 70 84.3%
Bump version 2,160 47.9% 64 77.1%
Bump hash version 2,151 47.7% 19 22.9%
Use hash instead of version, etc. 197 4.4% 34 41%

Job Configuration 1,159 4.9% 63 75.9%
Add/Remove job 659 56.9% 45 54.2%
Matrix configuration 290 25% 44 53%
Update/Add job name, etc. 210 18.1% 37 44.6%

Environment Setup 1,589 6.6% 45 54.2%
Update env/env variable 1455 91.6% 43 51.8%
Update runs-on, etc. 134 8.4% 16 19.2%

Trigger Conditions 1,973 8.3% 66 79.5%
Update “on” 1,553 78.7% 65 78.3%
Prevent running on forks, etc. 420 21.3% 34 41%

Scheduling 2,408 10.1% 28 33.7%
Add timeout 2,254 93.6% 13 15.6%
Add/Update concurrency, etc. 154 6.4% 26 31.1%

Miscellaneous 1,308 5.5% 70 84.3%
Add/Update/Remove “if” 362 27.7% 34 41%
Add/Update/Remove comment, etc. 97 7.4% 27 32.5%
Access control configuration 373 28.5% 50 60%
Formatting and Styling 476 36.6% 57 69%

Total 23,862 83

Table 4.2: Categories of common changes in the evolution of the GHA YAML configura-
tion files. The complete table with all the distinct categories can be found in the replication
package [33]. The percentages of sub-categories in the “Occurrences” column are calcu-
lated relative to their parent category. However, the percentages of sub-categories in the
“Projects” column are calculated based on the total number of projects.
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4.2 RQ 2. Are frequent change patterns in workflow indicators
of workflow smells?

After evaluating all the frequent changes, we discovered 22 distinct smells grouped into 3
different categories: Security (3 smells), Performance/Optimisation (10 smells) and Other
CI/CD smells (9 smells). Table 4.3 lists all the distinct smells we found organised by their
respective category. Additionally, the number of projects in which there is at least one
commit that fixes the smell, the total number of commits that fix this smell, and the backed
research are listed. In the following sections, we explain each category and smell in more
detail.

4.2.1 Security

Security-related smells are recognised through changes that address potential security vul-
nerabilities. A total of three security smells are identified:
(1) Define permissions for workflows with external actions requires workflows which are
using external actions, meaning actions created by external developers, to have the permis-
sions configuration. Such permissions can be applied on Workflow level or Job level. The
permissions specified must be as restrictive as possible. The smell addresses the problem
proposed by Koishybayev et al. where workflows are configured to be overprivileged in
99.8% of their dataset [23].
(2) Use commit hash instead of tags for action versions to prevent malicious changes to
actions without the maintainer being aware. Tags in Git can be moved between commits,
which allows a developer to tag a malicious version of an action to be run on all workflows.
When the commit hash is used, the maintainer is certain about what is being run because
commits cannot be modified without changing the hash. This issue is discussed by both
Decan et al. and Saroar et al. stressing the importance of using commit hashes over tags
when specifying an action version [7, 27].
(3) Set permissions for GitHub Token is closely related to Define permissions for work-
flows with external actions in that sense that this smell also requires a workflow to be con-
figured with permissions. The GitHub Token used in Workflows is by default configured to
have all the permissions. This means that, any malicious code which may enter a workflow,
will then be able to use the GitHub Token in order to perform any modification to the repos-
itory. Also this smell is related to an observation made by Koishybayev et al. as workflows
should be prevented from running over-privileged [23].

4.2.2 Performance/Optimisation

Performance and optimisation related smell are identified based on changes addressing re-
source usage. The goal for these smell is to limit resource usage, improve build times and
decrease any potential costs as a result of unnecessary long running workflows. In Table 4.3
we observer 10 smells for this category. Below we go into more detail about the smell.
(4) Prevent running issue/PR actions on forks makes sure that actions which are expected
to fail on forks, i.e. actions trying to make changes to an issue or PR, will not be run on a
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fork. This avoids unnecessary resource usage through the workflow. This problem was also
identified by Bouzenia et al. during their study on optimising resource usage [4].
(5) Avoid jobs without timeouts because timeouts are by default set to 6 hours by GHA.
Repositories should use this to prevent workflows from running unnecessarily long [4].
(6) Stop running workflows when there is a newer commit in PR makes sure we do not
waste resources building commits for which developers will not be looking at the result.
The status of a PR is dependent on the result of the latest commit in the PR. Therefore,
the result of the penultimate commit will not affect the result of a PR and can therefore
be ommitted. Bouzenia et al. identified a similar problem with their Cancel-in-progress
optimisation which causes the workflow to stop running if the same workflow is triggered
in the meantime [4].
(7) Stop running workflows when there is a newer commit in branch is similar to the
previous smell, as we assume that developers are only interested in the latest state of their
branch to know if there are any problems which still need to be resolved before they can
open a PR. Also this smell is related to the Cancel-in-progress optimisation discussed by
Bouzenia et al. [4]
(8) Avoid running CI actions when no source code has changed will not lead to any new
insights of the code base because there is nothing new to be checked. This can occur when,
for example, only the README file is updated in a repository. In that scenario, it is unnec-
essary to build, test, lint, etc., the entire codebase since no modifications were made, and
therefore the results will guaranteed be the same as previous run. Bouzenia et al. also sug-
gested this optimisation as Filtering target files such that developers can specify wether a
workflow should run based on the files that have been modified [4]. This smell can be fixed
through specify the paths or paths-ignore configuration which acts as a white or blacklist
respectively. With this configuration developers can specify changes to which file, file type
or directory are allowed to trigger the workflow.
(9) Avoid executing scheduled workflows on forks will cause inefficient resource usage
on inactive forks. Bouzenia et al. noted that scheduled workflows should be deactivated
during repository inactivity. Because we often see that forks become inactive very quickly,
scheduled workflows should not be run on forks [4]. In order to prevent this smell, devel-
opers should add an if condition checking for the repository name in each job which is part
of a workflow that is being run on a scheduled interval.
(10)Avoid uploading artifacts on forks causes inefficient resource usage by wasting pre-
cious storage space of a contributor who will most likely never look at the generated ar-
tifacts. Instead, maintainers must prevent this from happening by adding a check to the
upload to step to make sure that it only runs when the workflow is run for the main reposi-
tory.
(11) Use ‘if’ for upload-artifact action to prevent unnecessary uploads. Maintainers
should be aware of when artifacts are uploaded as the need for an artifact may vary de-
pending on the result of the workflow. In case of a failing test, it it useful to upload the test
output. However, in the same case, it is not worth uploading the compiled software to be
used by others as this cleary contains a problem or bug which first requires fixing. Being
mindfull of when artifacts are uploaded makes sure that resources are used efficiently [4].
In order to prevent this smell, maintainers should add and if condition to the upload-artifact
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action, where they can specify in which case the artifact should be uploaded.
(12) Avoid deploying jobs on forks to prevent unwanted and failed upload attempts. When
workflows try to perform a deployment of software on a fork there are two problems, either
the deploy is successful which results in maintainers not having control of what is being
deployed, or the deployment fails because of lacking credentials which results in a waste
of computing resources as this will always fail [16]. To prevent this smell from occurring,
maintainers should add a condition to the upload job or action to ensure that it is only run
on the original repository.
(13) Avoid starting new workflow while previous one is running as this can cause incon-
sistent states and can be considered inefficient resource usage [16]. Therefore, developers
should add concurrency to their workflows to prevent this from happening.

4.2.3 Other CI/CD Smells

Other CI/CD smells are changes addressing bad practices, configuration smells and the need
for refactoring. These smells can lead to non-reproducible builds, inconsistent results, dif-
ficulty maintaining, and understanding workflows. A total of 9 smells are identified in this
category which are listed in Table 4.3 and described in more detail below.
(14) Correct indentation makes sure that workflows are consistently formatted and are
readable to other developers which makes it easier to maintain workflows [10, 11]. Simi-
lar to code in a repository, workflow configurations should be linted using a YAML linter
which ensures consistent formatting and the correct indentation.
(15) Use fixed version for runs-on argument ensures that a workflow always runs on the
same operating system (OS) and that changing the version of the OS on which the code is
tested is a conscious decision by the developer. Furthermore, this also allows builds to be
more reproducible as developers are aware of what OS version is being used [31, 35].
(16) Name run steps allows developers to better understand what a workflow is doing.
Hence, developers can more easily identify the cause of a workflow failure which allows
them to fix the problem swiftly [10, 11].
(17) Use cache parameter instead of cache option Using the cache option provided by the
“install-language” action reduced the complexity and mis-configuration risk of the work-
flow. This makes the workflows more maintainable and easier to modify in the future [35].
(18) Use single-command steps allows developers to better understand at which point a
workflow failed [10, 11]. If a workflow were to run both the lint and test command in one
run step and either of them would fail, a developer would need to dive into the logs to un-
derstand which of the two failed. However, if they were split into two steps, the GitHub
workflow UI will show which step exactly failed without the need to look in the logs.
(19) Run tests on multiple OS’s allows developers to test their code against multiple pro-
duction environments which gives developers more confidence that their new feature will
not break the mainline [35]. To achieve this, developers can use the matrix strategy in
which they can define multiple OS’s such that the same job is run on each OS.
(20) Specify package version allows the developer to have more control over the environ-
ment in which their code is being run. This increases the reproducibility of the workflow
and results in a more debuggable CI environment [31]. To fix this smell, package managers
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such as npm and apt should be used which allow a version to be specified when programs
or libraries are installed.
(21) Add comments to workflow allows developers to better understand the workflow
which improves the maintainability and understandability of the workflow. Allowing devel-
opers to better understand the workflow will help them in case the workflow were to fail.
Developers will be able to more easily understand the reason for the failure and thus more
easily fix the problem [10].
(22) Run CI on multiple language versions allows developers to test their code against
multiple production environments which gives developers more confidence that their new
feature will not break the mainline [35]. To achieve this, developers can use the matrix
strategy in which they can define multiple language versions which can then be used as a
variable when installing the specific language. For each language version specified, a new
job will be started in which the specific language version will be used.
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Cat ID Smell # Projects # Total Backed-research/
Motivation

Se
cu

ri
ty

1 Define permissions for workflows with external actions 39 82 [23]
Problem: Overly permissive access increases security risks.
Solution: Specify minimal permissions.

2 Use commit hash instead of tags for action versions 8 11 [7, 27]
Problem: Tags can be modified, leading to inconsistent behaviour.
Solution: uses: actions/checkout@<commit-sha>

3 Set permissions for GitHub Token 4 8 [23]
Problem: Default token has overly permissive access.
Solution: Set permissions under permissions key.

Pe
rf

or
m

an
ce

/O
pt

im
is

at
io

n

4 Prevent running issue/PR actions on forks 12 20 [4]
Problem: Actions fail due to lack of permissions.
Solution: Add condition checking repository owner.

5 Avoid jobs without timeouts 11 14 [4]
Problem: Have a very long default timeout (6 hours), wasting resources
and blocking workflows.
Solution: Set timeout for jobs.

6 Stop running workflows when there is a newer commit in PR 8 10 [4]
Problem: Inefficient resource usage and inconsistent results.
Solution: Use concurrency to cancel in-progress runs.

7 Stop running workflows when there is a newer commit in branch 8 10 [4]
Problem: Inefficient resource usage and inconsistent results.
Solution: Use concurrency to cancel in-progress runs.

8 Avoid running CI actions when no source code has changed 7 15 [4]
Problem: Unnecessary resource usage when irrelevant files change.
Solution: Specify trigger files using paths or paths-ignore.

9 Avoid executing scheduled workflows on forks 6 10 [4]
Problem: Inefficient resource usage for inactive forks.
Solution: Add condition checking repository owner.

10 Avoid uploading artifacts on forks 5 6 [16]
Problem: Inefficient resource usage.
Solution: Add condition checking repository owner.

11 Use ‘if’ for upload-artifact action 4 5 [16]
Problem: Unnecessary uploads waste resources and storage.
Solution: Add condition to run only when needed.

12 Avoid deploying jobs on forks 2 2 [4]
Problem: Inefficient resource usage due to unnecessary deployments.
Solution: Add condition checking repository owner.

13 Avoid starting new workflow while previous one is running 2 2 [4]
Problem: Inefficient resource usage and inconsistent states.
Solution: Use concurrency groups to ensure only one runs at a time.

O
th

er
C

I/
C

D
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ls

14 Correct indentation 25 57 [10, 11]
Problem: Incorrect indentation reduce readability.
Solution: Use YAML linter to ensure consistent indentation.

15 Use fixed version for runs-on argument 12 17 [? 35]
Problem: Environment changes can lead to unexpected behavior.
Solution: Specify exact version for runs-on.

16 Name run steps 11 12 [10, 11]
Problem: Unnamed steps reduce readability and debugging.
Solution: Use descriptive names for steps.

17 Use cache parameter instead of cache option 9 11 [35]
Problem: Cache options increase workflow complexity and misconfig-
uration risk.
Solution: Update workflows to use cache parameter.

18 Use single-command steps 5 5 [10, 11]
Problem: Multiple commands per step reduce clarity and complicate
debugging.
Solution: Split complex steps into simpler single-command steps.

19 Run tests on multiple OS’s 4 10 [35]
Problem: Testing on single OS might miss OS-specific issues.
Solution: Use matrix strategy to run on multiple OSs.

20 Specify package versions 3 5 [31]
Problem: Unspecified versions can lead to non-reproducible builds.
Solution: Specify exact package versions in install commands.

21 Add comments to workflows 3 3 [10]
Problem: Lack of documentation reduces maintainability.
Solution: Add comments explaining purpose and function.

22 Run CI on multiple language versions 2 13 [35]
Problem: Single version might miss version-specific issues.
Solution: Use matrix strategy for multiple language versions.

Table 4.3: Identified fixed smells in the history of GHA configuration files changes.
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In conclusion, we have found 22 unique smells related to three different cate-
gories. Of these 22 smells, 20 we managed to relate to previous research in order
to support our claim. Additionally, we have found 2 novel smells Avoid uploading
artifacts on forks and Use ‘if’ for upload-artifact action which are not discussed
in literature to the best of our knowledge, but for which we found motivation in
the GHA documentation. Our next goal is to automatically detect these 22 smells
so that we can perform a contribution study to verify our results from this section.

RQ2 analysis

4.3 RQ3. Can we automatically detect GHA configuration
smells?

After identifying the 22 smells in Section 4.2 our goal is to be able to automatically detect
these smells. To do this, we have created a tool which is able to identify each smell. Our
tool analyses each workflow independently, checking for the presence of a smell in a step,
job or workflow depending on the smell.

In order to evaluate our tool we first manually identified all the smells in the dataset
described in Section 3.3.1. This process took 1 person 2 days. Afterwards, we ran the
tool against the same dataset and recorded our results in Table 4.4. For each smell, we
report the precision, recall and F1 score using the following formulas: precision = T P

(T P+FP) ,

recall = T P
(T P+FN) and F1−score= 2× (precision×recall)

(precision+recall) where T P is true positive, FP is false
positive and FN is false negative.

The results in Table 4.4 show the overall good performance achieved in the detection of
smells with a median recall, precision, and F1 score of 91. 8%, 100% and 0.93 respectively.
More notably, we see that 6 out of the 22 smells detectors (27%) achieve perfect precision,
recall and F1-score.

On the other hand, we do see that Smell 12, 19, 20 and 22 scored relatively low recall
values of 19%, 40%, 52.6% and 42.9% respectively. These detectors are less effective
because more contextual information is required to identify all instances of these smells.
Smell 12 relies on knowing which workflows perform a deploy, which proved to be non-
trivial. Similarly, smells 19 and 22 require contextual information from other workflows,
as these smells might be fixed in a separate workflow. For example, for smell 19 we verify
whether tests are on multiple OS’s. We test for this by check if a job is being run on multiple
OS’s in a single workflow. However, a maintainer can also decide to create a completely
new workflow to run tests on a different OS. This means that, in practice the tests were run
on different OS’s, however, our detector would still report the smell because both worklfows
only use one OS. Furthermore, Smell 20 also received a lower score because it relied on all
commands containing the install keyword to support versioning; however, this was not the
case.
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Smell # Ground truth FP FN Recall Precision F1-score

1 59 0 0 100% 100% 1
2 88 0 1 98.9% 100% 0.99
3 17 0 0 100% 100% 1
4 27 2 6 85.7% 92.6% 0.86
5 101 0 0 100% 100% 1
6 38 3 5 87.5% 92.1% 0.90
7 37 1 1 97.3% 97.3% 0.97
8 33 4 7 80.6 87.9% 0.84
9 16 0 3 84.2% 100% 0.91

10 18 9 2 81.8% 50% 0.62
11 13 0 2 86.7% 100% 0.93
12 20 1 81 19% 95.0% 0.32
13 38 4 1 97.1% 89.5% 0.93
14 54 0 35 60.7% 100% 0.76
15 99 1 0 100% 98.99% 0.99
16 61 0 0 100% 100% 1
17 7 0 0 100% 100% 1
18 59 0 0 100% 100% 1
19 20 0 30 40% 100% 0.57
20 12 2 9 52.6% 83.3% 0.65
21 25 0 1 96.2% 100% 0.98
22 7 1 8 42.9% 85.7% 0.57

Total 849 Median 91.8% 100% 0.93

Table 4.4: Evaluation of automated detection of GHA smells.

In conclusion, we created a detector that can achieve good overall performance
when detecting the 22 smells. We were able to achieve a perfect score for 6
smells and a very good score for 12 smells. We noticed that the detector requires
some more work for 4 smells in order to provide more contextual information to
the detector, and hereby improve the detection of these smells. With this detector,
we can now do our contribution study and evaluate the results in the next section.

RQ3 analysis
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4.4 RQ4. To what extent do developers find the proposed fixes
for identified GHA configuration smells relevant?

In order to externally validate the relevance of the identified GHA smells in Section 4.2, we
conducted a contribution study. For the contribution study we used the dataset described in
Section 3.3.1. For each project in our dataset a PR was opened, fixing a subset of the smells
our detector was able to find. A total of 40 PRs were opened between the end of April and
the end of May 2024, giving developers at least three weeks to respond to our PRs. On 12th

of June, we considered our contribution study finished, which means that comments placed
after this are not considered.
# Project # Stars Status PR ID Fixed Smells

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

1 Jackett/Jackett 11.4k Merged 15274 – – – – – ✓ ✓ – ✓ – – – – – – – – – – – – –
2 jquery/jquery 58.9k Closed 5480 – – – – – – – – – – – – – – – – X X X – – X
3 oracle/graal 19.8k Pending 8836 – – – – – – O – – O – – O – – – – – O – –
4 prisma/prisma 37.5k Merged 23965 – – – – – – – – – ✓ ✓ – – – – – – – X – – –
5 nuxt/nuxt 52.4k Merged 26937 – – – – – – – – ✓ ✓ ✓ – – – – – – – – – – –
6 cypress-io/cypress 46.2k Merged 29416 – – ✓ – – – – ✓ ✓ – – – – – – – – – – – – –
7 dotnet/AspNetCore.Docs 12.4k Merged 32420 – – – – – – ✓ – ✓ – – – – – – – – – – – – –
8 ray-project/ray 31.5k Merged 44990 – – – – ✓ – – – – – – – – – X – – – – – – –
9 parcel-bundler/parcel 43.2k Pending 9672 – – – – – O – O – O O – – – – – – – – – – –
10 halo-dev/halo 32k Merged 5809 – – – – – ✓ – – – – ✓ ✓ – – – – – – – – – –
11 doocs/leetcode 29.2k Merged 2677 – – – – – ✓ ✓ ✓ – – – ✓ – – ✓ – – – – – – –
12 spacedriveapp/spacedrive 29.1k Merged 2412 ✓ ✓ – – – – – – ✓ – – – – – – ✓ – ✓ – – – –
13 unoplatform/uno 8.5k Merged 16508 – ✓ – – – – ✓ – – – – – – – – ✓ – X – – – –
14 scikit-learn/scikit-learn 58.4k Closed 28909 – – – X – – – – – – X X – – X – – – – X – –
15 microsoft/semantic-kernel 18.6k Pending 6041 – O – O O – – – – – – – – – O O – O – – – –
16 keycloak/keycloak 20.2k Closed 29164 – – – – – – – X – X X – – X – – – – – – – –
17 getsentry/sentry 37.1k Closed 69915 X X – – X – – – – – – – – – X X – X – – – –
18 dbeaver/dbeaver 37.8k Closed 29273 X X – – – X – – – – – – – – X – – – – – – –
19 commaai/openpilot 48.2k Closed 32326 – – – – – – – – – – – – – X – – – – – – X –
20 abpframework/abp 12.3k Pending 19665 – O – – O – – – – – – – – O – O – O – O O –
21 App-vNext/Polly 1.2k Merged 2097 – – – ✓ – – – – – ✓ ✓ ✓ – – – – – – – – – –
22 jenkinsci/jenkins 22.5k Pending 9236 O – – – – O – – – – – O – – – – O – – – – –
23 trpc/trpc 33k Closed 5702 – – – – – – – – – – – X – – – X – – X – – –
24 appwrite/appwrite 41.5k Pending 8075 – – – O – O – – – – – O – – – – – – – – – –
25 gui-cs/Terminal.Gui 9.2k Pending 3449 – – – – O – – O – – – O – – – – – – – – – –
26 gpt-engineer-org/gpt-engineer 50.8k Merged 1156 ✓ – – – – ✓ – – – – – – ✓ – – – – – – ✓ – –
27 cheeriojs/cheerio 27.9k Merged 3826 – – – – – – – ✓ – – – ✓ – – – – – ✓ – – – –
28 remix-run/remix 28.1k Pending 9478 O O – – O – – – – – – – – – – – – – – – – –
29 localstack/localstack 52.5k Merged 10870 ✓ – ✓ – – – – – – – – ✓ – – – – – – X – – –
30 netty/netty 32.9k Closed 14077 – X – – – – – – – – – – – – – – X – – – – –
31 openzipkin/zipkin 16.8k Merged 3770 – – – – ✓ – – – – – – – – – – – ✓ – – – – –
32 google/gson 23k Pending 2684 – – – – O – – – – – – – – – O – – O – – – –

Summary: 40 Opened, 15 Merged, 8 Closed, 17 Pending PRs; Total Accepted: 3 2 2 1 2 4 4 3 5 3 4 5 1 0 1 2 1 2 0 1 0 0
Total Rejected: 2 3 0 1 1 1 0 1 0 1 2 2 0 2 4 2 2 3 4 1 1 1

Table 4.5: List of repositories that received at least a response from the maintainers. The
complete list of opened PRs is available in the replication package [33]

We received feedback on 32 PRs, which are listed in Table 4.5. Of the 32 PRs that
received feedback, 15 have merged (46. 9%), 8 have closed (25%) and 17 are still pending
(53.1%). Furthermore, in these 32 PRs, we received 165 comments, which were labelled.
After analysing the labels using the miro board, they were grouped together into 7 cate-
gories:
1. Clarification questions: These are comments asking for further explanation about the
smell, the reasoning behind the smell or the proposed fix for the smell.
2. Suggested Edit: These comments are related to our proposed fixes and point out small
mistakes in our PRs or suggest a different fix for a smell.
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3. Feedback: These are comments where the maintainers expressed their opinions or con-
cerns regarding the proposed fixes.
4. Automated messages: These are comments created by software bots that automate cer-
tain tasks or reports such as signing the Contributor Licencing Agreement or reporting test
results.
5. Decision-related comments: Comments about the decision to accept or reject the PR.
6. Appreciation: Comments expressing appreciation for the submitted PR and fixing the
smells.
7. Unrelated comments: These are comments which are unrelated to the changes made in
the PR.

Table 4.6 shows the number of labels for each category. We can see that most of the
labels, hence also the comments, are related to feedback. In particular, feedback on closed
on PRs where developers provide reasoning for closing the PR. Additionally, we see that
PRs that received suggested edits are likely to be merged, and very unlikely to be rejected.
We believe that this might be the case because the maintainers suggesting different ways
of fixing a smell or highlighting small mistakes we made in the PR agree with the smells
we have found in their workflows. A complete list of all labels and their number of occur-
rences is provided and the Miro board used to create the categorisations can be found in the
replication package [33].

Category Merged Pending Closed

Clarification questions 9 6 12
Suggested edits 30 15 0
Feedback 18 11 76
Automated messages 20 18 12
Decision related messages 9 2 10
Appreciation 26 4 8
Unrelated Comments 8 1 8

Total 121 57 126

Table 4.6: Number of comments per category. Note that a comment can have multiple labels
and therefore the sum will exceed the number of comments we originally analysed.

For categories Clarification questions, Suggested edits and Feedback we will look at the
smells to which they are related specifically. We believe that these three categories contain
the relevant information on how maintainers perceive our identified smells. Table 4.7 shows
the smells that received each type of category, including the state of the PR the smell was
fixed in. In the following, we will discuss the results per category.

Clarification questions

These questions are posed by developers to better understand the impact of fixing the smell.
We see that these questions were posed for smell 1, 2, 3, 4, 6, 11, 12, 13, 15, 19 and 20. For
five smells, the PRs were merged after answering the questions posed by the maintainers.

27



4. RESULTS AND ANALYSIS

PR state Comment Category
Clarification
Question

Suggest Edit Feedback

Merged 2, 3, 4, 5, 20 4, 6, 7, 9, 10, 11, 12, 18 1, 3, 4, 6, 7, 9, 12

Pending 1, 2, 4, 6, 13 4, 5, 7, 10, 11, 12, 13 2, 13, 15

Closed 2, 4, 11 – 1, 2, 4, 5, 6, 10, 11, 12, 14,
15, 16, 17, 18, 19, 20, 21,
22

Table 4.7: Type of comments received per each smell and the state of the associated PR(s).

This means that for the future we should provide as much detail as possible for maintainers
when doing a contribution study as to avoid any potential misunderstandings or confusion
about the impact and purpose of the PR.

On the other hand, seven smells were rejected after addressing the questions from the
maintainers. The reasons for rejections varied, below we describe for each PR the reason
for rejection:
PR29273: In this PR the maintainers initially ask for the motivation behind fixing the smell.
After providing the answer to their question, the maintainers did not consider the smell a
problem for their use case because “the whole purpose of this job is to validate commit
messages so they match a particular pattern. Nothing fancy.” [1]. The maintainers therefore
decided to close the PR.
PR28909: A maintainer voiced their concerns about fixing Smells 11, 15 and 19. They are
concerned that modifying a functioning workflow can lead to unintended consequences and
potentially lead to regression in the workflow. A different maintainer was concerned about
Smells 4 and 12, as they see a trade-off between maintainability and resource optimisation.
The fix for these smells introduce multiple ‘if’ statements to prevent running the workflows
on forks. However, introducing these statements comes at a maintainability cost, as the
workflow becomes more verbose, and therefore more difficult to understand and modify. In
this PR we see evidence that maintainers prefer maintainability over resource optimisation.
PR23965: For this PR, Smell 19 was rejected by the maintainers. A maintainer originally
asked for our motivation for running tests on multiple OS’s. After addressing their question,
the maintainer decided to reject our smell fix because they are concerned about the signifi-
cant increase in jobs that our smell fix causes. The maintainer argues that applying our fix
causes the number of jobs to increase from 206 to 380. Additionally, they do not see the
benefit of running their tests on multiple OS’s and are therefore worried about the waste of
time and resources caused by the increase in jobs.

Suggested Edits

Within this category maintainers suggested edits for 10 of the smells which can be split
across two different categories:
1) Alternative smell fixes: For Smells 4, 9, 10 and 12, maintainers have proposed an alter-
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native way of fixing the smells. For each smell the proposed alternative was the same, an
example is shown in Figure 4.1. The primary reason developers prefer this fix over ours is
that it enables maintainers to more easily copy and paste these jobs or workflows into their
other repositories.

Figure 4.1: Developer providing a different fix to Smell 4

2) Typographical corrections: These corrections mainly include fixes to capitalisation of
repository names in fixes for Smells 4, 9, 10 and 12 but also include styling errors acciden-
tally introduced whilst fixing a smell(PR15274) or a typo in the name added to a run-step
(PR2412). We see that no PR has been closed that received suggested edits which con-
firms that maintainers are accepting of these smell and are therefore willing to help with
improvements to provide even better fixes for their workflows.

Feedback

Similarly to the category above, this category can also be split up into multiple sub cate-
gories, namely:
1) Positive feedback on the impact of fixing the smell This feedback was received for
Smell 3 and 7. For Smell 3, the maintainers acknowledged that fixing the smell improves
the developer experience. For Smell 7, the maintainers confirmed that the workflow works
as expected after the smell was fixed.
2) Scepticism about the value of the contribution Smells 1, 2, 4, 6, 10, 11, 12, 14, 15, 17,
20 and 21 received feedback regarding the usefulness of the proposed fixes and their con-
cern regarding modifying a working workflow. Smells 14 and 21 were rejected in PR32326
because the maintainers found the motivation to fix the smell unclear. There were two PRs
(insert here) addressing Smell 1, 2, 15, 16 and 18 in which the maintainers highlighted that
they prefer to discuss infrastructure before opening a PR. Ultimatly, these two PRs were
closed without further discussion. Furthermore, Smells 4, 10 and 12 received contradictory
feedback in two PRs due to the maintainers’ lack of clarity on GitHub’s policy about execut-
ing workflows on forks, resulting in doubts about the smell’s relevance. After discussions
in both PRs we saw that PR2097 was merged whereas PR28909 was closed due to the un-
certainty about the GitHub policy. Furthermore, PR28909, fixing smell 11, 12, 15 and 20,
was closed because the maintainers were concerned about the potential side effects. We did
see these smells be accepted in other PRs. We therefore believe that, similar to Smell 14 and
21 described above, a better explanation should be provided regarding the motivation and
result of fixing the smell to maintainers. In general, we find that the scepticism regarding
the smells is because of two reasons:
1: The maintainers are uncertain about the necessity of fixing the smell. In particular, we
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see that maintainers are reluctant to change a functioning workflow and they require a better
explenation to help them understand the motivaton and necessity of fixing the smell.
2: Open-source projects tend to be cautious with modifying their infrastructure, such as
GHA workflows, through external contributions. This was clearly highlighted in PR69915
with the quote appreciate the contribution but please in the future discuss changes to in-
frastructure....
3) Reasoning on why the smell is not deemed applicable For Smells 2, 4, 9, 10, 12, 15,
17, 19 and 22, maintainers noted that the workflows in which we fixed the smells do not
perform any critical operations and therefore do not see the need for fixing these smells.

To answer RQ4, we analysed the state of each smell in a PR, i.e., merged ( ✓ ) or closed
( X ). We will not consider the PRs that are still pending for this analysis. For the analysis,
we have created three categories to which we will assign each smell: 1) mostly accepted
smell, which received at least 2 acceptances and at most 1 rejection showing good evidence
of the maintainers’ acceptance of the smell; 2) mostly rejected smells, which have at least
two rejections and more rejections than acceptance, this suggests that developers were gen-
erally not accepting of the proposed fixes to the smell; and 3) smells with mixed opinions
or insufficient responses, these are the remaining smells which either received insufficient
responses, less than 2 accepted or rejected, or which have a mixture of accepted and rejected
reactions indicating that there is no real consensus regarding the relevance and importance
of these smells. Table 4.8 shows division of smells among these three categories. In the
following, we will give a more detailed explanation of the results per category.

Mostly accepted Mostly rejected Mixed opinions

Smell Ids 3, 5, 6, 7, 8, 9, 10 2, 14, 15, 17, 18, 19, 21, 22 1, 4, 11, 12, 13, 16, 20

Count 7 6 9

Table 4.8: Accumulated results based on Table 4.5

Mostly accepted (7/22 smells): We see that in total, we can assign 7 smells to this category
which were merged across 14 PRs. In Table 4.5 we see that 3 smells received no rejections
(Smells 3, 7 and 9) whilst 4 smells received 1 rejection (Smells 5, 6, 8 and 10). Smell 5 re-
ceived a rejection in PR69915 because the maintainers do not accept external contributions
to their infrastructure. Smell 6 was not accepted because in PR29273 because the maintain-
ers did not see the value in fixing the smell as the workflow only performed simple actions,
validating commit messages. Lastly, we saw Smell 8 and 10 be rejected in PR29164. The
maintainers provided the following feedback for the rejections of these semlls: they fixed
Smell 8 in a different manner, by adding logic to the workflow, as a job, which verifies
whether the remaining part of the flow should run. Smell 10 cannot be fixed because the
workflows rely on artifacts being uploaded and downloaded by other workflows. There-
fore, preventing this from happening on forks will cause other workflows, requiring these
artifacts, to fail. Despite encountering some rejections in this category, we attribute them
to specific project criteria or maintainers’ reluctance to alter their infrastructure. Thus, we
conclude that there is generally positive acceptance among maintainers for these smells.
Mostly rejected (6/22 smells): In total, 6 smells are assigned to this category. Smell 2 and
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18 were accepted in 2 PRs and rejected in 3 PRs. For both smells, 2/3 rejections were be-
cause maintainers did not want to accept external changes to their infrastructure and because
maintainers did not see value in fixing the smell as the workflow only performed simple ac-
tions, PR69915 and PR29273 respectively. For Smell 2, the maintainers in PR14077, argued
that the using hashes instead of tags is not required for official GitHub actions but do see
their usefulness for external actions not maintained by GitHub. For Smell 18, the maintain-
ers were concerned about creating duplicate step conditions when fixing the smell. Smells
14, 15, 17 and 19 were rejected in all PRs. For Smells 14 and 15, maintainers demonstrated
scepticism about the value of the contribution and their concern about fixing a working sys-
tem. Smell 19 was rejected because maintainers did not find the smell applicable to their
project. These findings highlight that most rejections of smells are because of the scepticism
of maintainers about the value of the contribution and their worries about fixing something
that does not look broken.
Mixed opinions/inconclusive (9/22 smells): In Table 4.5 we see that Smells 4, 16 and
20 have an equal number of of rejections and acceptances which means we cannot draw
any clear conclusion for these smells. Furthermore, Smells 1, 11 and 12 have 3, 4 and
5 accepted PRs respectively, but also received 2 rejected PRs in which maintainers were
sceptical about the value of the contribution. Despite the high number of acceptance, hav-
ing received multiple rejections we cannot confidently state that these smells are accepted
amongst maintainers. Lastly, Smells 13, 21 and 22 received only one response, providing
insufficient data to draw any conclusion. In conclusion, because of the mixed responses and
lack of responses for certain smells, we cannot draw any confident conclusion and further
investigation is necessary.

We found consensus within the open-source community for 7 smells (Smell 3, 5,
6, 7, 8, 9 and 10) as they have received at least two acceptances. Smell 10 was
one of our novel smells identified in Section 4.2. Therefore, having this smell also
be accepted by the open-source community is a key contribution of the thesis. 9
of our identified smells received mixed opinions (Smell 1, 4, 11, 12, 13, 16 and
20). We believe that for these smells a larger contribution study is needed because
these smells either only received one response or an equal number of rejections
and acceptances.

RQ4 analysis

4.5 Threats to validity

Threats to validity may impact our ability to interpret or draw conclusions from our study.
Perry et al. argues that external, internal and construct validity are the three most important
threats to take into account [26]. Additionally, we have added conclusion validity as a
fourth threat for this study to ensure that we provide sufficient evidence to guide practical
decisions [15].
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4.5.1 External validity

External validity is concerned with the generalisability of the results. In our study, the
smells that we have identified and their validation are based on 83 and 40 open source
GitHub projects, respectively. This means that we have two potential external threats to
validity:
1) The limited number of projects used may not be representative of all the GHA workflow
configurations for every project. We have tried to eliminate this risk by selecting popular
and active projects in a range of programming languages. By selecting popular projects,
we expect them to be a good representation of the general open-source community because
there are a significant number of people interested in and contributing to these projects. For
the contribution study, we specifically selected active projects to ensure that we would get
valuable feedback from the open-source community and not have the PRs closed or left
open because the project is not being actively maintained anymore. For both the mining
and contribution study, we included projects from five different programming languages in
our dataset. This ensures that the smells we have identified are general and can be applied
to multiple programming languages.
2) All the projects we have analysed are open-source projects; this means that closed-source
projects might not be dealing with the same smells as open-source projects. To the best of
our knowledge, we have not found any research that indicates that open-source and closed-
source projects are using GHA in different ways and would thus run into different problems.
However, it would be useful for the future to identify potential differences in the use of
CI/CD between open-source and closed-source projects.

4.5.2 Internal validity

The identification of worklfow smells (RQ2) is largely based on the experience and knowl-
edge of the author to interpret the patterns of frequent change. This could lead to a potential
bias in which the author overlooks some smells or incorporates too much of his own opinion
without any specific evidence. We eliminated this bias by having a second academic review
of potential smells with their examples and coming to a consensus before continuing the
research. Furthermore, we have also identified previous research that validates most of our
smells and confirms the soundness of our methodology.

4.5.3 Construct validity

Construct validity refers to the degree to which a test or evaluation correctly assesses the
theoretical construct it claims to measure. In our case, we measure the perceived relevance
of the smells we fixed in a PR.

In order to ensure that we fully measure the perceived relevance, we evaluated both the
status of the PR, i.e. merged equals accepted and closed means rejected. Additionally, we
also evaluated the comments posted on the PR by maintainers because within the discussion
of the PR we were able to ask them for further clarification on acceptance and rejections of
a specific smell. This gives us a more detailed understanding per smell as we fixed several
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smells in a single PR, and allowed us to better understand why the maintainers found the
smell relevant or not.

4.5.4 Conclusion validity

The conclusion for this thesis drawn in RQ4, our contribution study, are based on a limited
number of projects. Hence, we see that the majority of the smells (9/22 smells) have re-
ceived mixed opinions and are thus inconclusive. In the future, more work should be done
to further evaluate the smells to gain a better understanding of these inconclusive smells.
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Chapter 5

Related Work

CI smells have been explored in the past both for a number of CI platforms. This chapter
discusses a selection of the research done in this area that is related or foundational to our
work. We start by identifying research that has been done specifically related to GHA. As
far as we know, there is no existing literature that specifically addresses smells in GHA, but
we did find studies concerning issues identified within GHA workflows.. We identify two
themes closely related to our work, namely: Security and Optimisations. Afterwards, we
look beyond GHA and discuss the literature that focuses on other CI platforms. Lastly, we
discuss the literature focused on detecting smells in CI.

5.1 GHA Research

Since the release of GitHub Actions in 2019 the academic community has started to in-
vestigate several aspects. In the following, we will discuss GHA research that focusses on
improving workflows in various aspects, including security and optimisation.

Koishybayev et al. [23] investigated the security of GitHub actions by first identify-
ing four fundamental security properties that must hold for a CI/CD system, namely: Ad-
mittance Control, Execution Control and Code Control. They examined whether GitHub
Actions enforces these properties and compared their findings to other popular CI/CD plat-
forms, noting that GHA is enforces the least of these properties. Afterwards, Koishybayev
et al. do a mining study to analyse the usage of workflows and the effect on the security
properties. They come to three conclusions: 1) 99.8% of workflows are overprivileged, 2)
97% execute at least one action which is created by an unverified creator, and 3) 18% of
workflows use actions which are missing security updates.

At the same time Benedetti et al. [3] created seven security checks for four security
categories. Using these checks, they implemented an automated checker to automatically
assess the presence of these security vulnerabilities in GHA workflows. They identified
24,905 security issues in 131,168 workflows.

Decan et al. [7] highlights the consequences of having an unsecured CI platform ranging
from manipulating pull requests to stealing or injecting code as well as bypassing code
reviews to push unreviewed code. Regardless of these risks, it is still common practice
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to rely on actions made by other developers. GitHub strongly recommends only using
actions from trusted creators; however, Decan et al. [7] points out that even these can be
compromised and that extra care should be taken. Therefore, they suggests only using the
commit SHA as a reference to action and not the version tag as they can be manipulated.
However, they find that this is a very rare practice and most actions are still referred to using
version tags.

Furthermore, Saroar et al. [27] identified security concerns as one of the five major
challenges for developers when automating workflows. Their survey concluded that 1 in
69 (1.4%) participants did not want to use GitHub Actions due to security concerns. Like
Decan et al., Saroar et al. [27] express concerns about the possibility of actions being mod-
ified without the user’s awareness, which could lead to the theft of secrets. Furthermore,
they also suggest that developers should be using the commit SHA to reference an action
but that this is still uncommon practice.

Lastly, resource optimisation in GitHub Actions has been discussed by Bouzenia et
al. [4] 1.3 million workflow runs from 952 open-source repositories were analysed based on
a set of metrics to quantify the resource usage of workflows. Using these metrics, Bouzenia
et al. [4] is able to identify current optimisations and suggest new potential optimisations
that developers could apply to their workflows. They found evidence for six optimisations
currently being applied by developers. Furthermore, Bouzenia et al. [4] suggests four further
optimisation opportunities for developers to further improve their workflows.

5.2 CI/CD Smells

Previous research has investigated CI smells affecting the performance of the development
cycle and workflows. Duvall [11, 10] identified 16 CI/CD patterns and anti-patterns. Build-
ing on the work of Duvall [11, 10], Zampetti et al. [35] inferred a catalogue of CI smells
through interviewing 13 experts from 6 companies and surveying 2,322 Stack Overflow1

discussions. This study allowed them to compile a list of 79 CI smells being organized into
7 different categories which is surveyed with 26 other professional developers to identify the
relevance of each smell. This extended approach allowed them to identify 44 new CI smells
which are not covered by Duvall [11, 10]. These newly discovered smells are specifically
related to the CI infrastructure, the configuration of the build, and the testing and quality
checks.

5.3 CI/CD Smell detection

Automatically detecting smells helps developers with identifying these early and easily.
This results in a better CI/CD setup resulting in better productivity [28, 19].

Gallaba et al. [14] investigated the use and misuse of CI features specifically on TRAVIS
CI. They analysed 9,312 open-source systems using TRAVIS CI and defined four anti-
patterns including: ‘Redirecting Scripts into Interpreters’, ‘Bypassing Security Checks’,

1www.stackoverflow.com

36

www.stackoverflow.com


5.3. CI/CD Smell detection

‘Using irrelevant Properties’ and ‘Commands Unrelated to the Phase’. Using their proposed
tools: HANSEL, detecting these four anti-patterns they observed that 894 out of 9,312
(9.6%) subject systems have at least one anti-pattern and of which 832 (96%) have two or
more anti-patterns. These anti-patterns are fixed automatically using their second proposed
tool, GRETEL, fixing 174 instances and creating pull requests for each. A total of 49 pull-
requests received a response from the developers and 36 of them have been accepted. Out
of the 13 rejected pull-requests, one was rejected because the developer did not agree with
the benefits of the change, two were rejected because they caused a failing build because
of changes made between applying the fixes and opening the pull-requests. In another two
rejected pull-requests, the developers did not understand the changes being made. Gallaba
et al. [14] concludes that anti-patterns in TRAVIS CI do impact a considerable proportion
of users and that teams should mitigate anti-patterns.

Vasallo et al.[30] investigated the automatic detection of anti-patterns of CI. Their tool
is able to detect four relevant anti-patterns and were able to detect 3,825 instances of these
smells across 18,474 build logs of 36 popular JAVA projects. Vasallo et al.[31] created a
similar tool for GitLab, CD-Linter, which focuses on detecting smells through configuration
files. They identify four detectable smells: fake success, retry failure, manual execution,
and fuzzy version. To verify their smells and detector they opened 145 issues reporting
the existence of these smells and received a response rate of 74% with 53% of maintainers
reacting positively to the smell.
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Chapter 6

Conclusions and Future Work

In Chapter 1 we presented four research questions to provide insights into the existence
and relevance GHA workflow smells. We used a bottom-up approach by first performing a
mining study on 83 projects and collecting 20,037 changes to GHA workflow configuration
files. Through the combination of automatic scripts and manual labelling, we were able
to categorise each change. We conclude that the maintainers most often change their run
commands, followed by updating version of actions and adding timkeouts to workflows.

For each category of change, we critically evaluated its purpose and created a candidate
list of 22 potential GHA workflow configuration smells. Amongst these smells, we found
two novel potential smells: Smell 10: “Avoid uploading artifacts on forks” and Smell 11:
“Use ‘if’ for upload-artifact action.

For each smells we implemented an automated checker to easily identify the smells
during our contribution study. We evaluated our automatic checker using precision, recall,
and F1 score. We concluded that for 6 smells, the detector achieved a perfect score, whereas
for Smell 12, 19, 20 and 22 the detector was only able to achieve a recall score of 19%, 40%,
52,6% and 42.9% respectively.

Using the automatic detector, we opened 40 PRs to popular and active open-source
projects. For each PR we collected the feedback provided by the maintainers, which we
coded and categorised in order to better understand the relevance of each smell. For 9
smells the results are inconclusive because we received mixed opinions from the PRs. These
smells include our other novel smell: Smell 11: “Use ‘if’ for upload-artifact action. To get
a better understanding of the relevance of these smells a larger contribution study should
be performed. Furthermore, we identify 7 smells for which the maintainers agree with the
relevance of the smell, including one of our novel smells: Smell 10: “Avoid uploading
artefacts on forks”.

Finally, we have also presented this research as a paper at the SCAM20241 conference
and are pleased to report that it has been accepted and will be included in the conference
proceedings.

1https://www.ieee-scam.org/2024/
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6.1 Contributions

The thesis provides three main contributions:

1. A list of seven smells for which we have strong indication for their relevance through
our contribution study. Within this list, we have identified one novel smell which was
never discussed before in the literature.

2. A list of nine smells for which we have some indication regarding their relevance.
However, more research is required to confirm the relevance. This list also includes a
novel smell that has never been discussed before in the literature.

3. A tool that can automatically identify 18/22 smells with a reliable recall, precision,
and F1 score.

4. A dataset with labelled changes for GHA workflows files in our replication pack-
age [33].

6.2 Future work

The results of this thesis provide a good starting point for researchers, developers, and ed-
ucators to continue working with GitHub Actions. Below we provide some potential next
steps which can be taken in order to continue researching and improving GHA workflow
configuration smells.
Improve automated detector and automated fixing of smells: we noted that 6/22 smells
were difficult to automatically identify because they require contextual information. As fu-
ture work, we could concentrate on providing this contextual information to improve the
automatic detector. In addition, we can also suggest automated fixes for automatically de-
tected smells. This tool can then be integrated into IDE’s in order to help developers with
improving their workflows.
Extended contribution study: during our contribution study we identified 9 smells, includ-
ing one novel smell, which received mixed opinions. It would be very useful to perform
another, larger contribution study for these potential smells to get a better understanding
of their relevance. During our contribution study, we learnt the importance of providing a
good and concise explanation about the purpose of (fixing) the smell. This should reduce
the number of closed PRs because the goal of the PR was unclear.
Awareness of GHA workflow smells: finally, during the contribution study we identified
multiple occasions where maintainers were uncertain about specific policies or best prac-
tices for GHA. We believe that our 7 identified smells can provide a good foundation to
help maintainers better understand certain policies and best practices for GHA. Therefore,
researchers and practitioners can use this new knowledge to create educational material and
raise awareness about these smells [20].
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Appendix A

Glossary

In this appendix we give an overview of frequently used terms and abbreviations.

GHA: GitHub Actions - The CI/CD tool created by GitHub

CD: Continious Delivery - A software engineering practice where new functionality is au-
tomatically released to end users.

CI: Continious Integration - A software engineering practice where new functionality is
automatically evaluated for correctness and quality.

Contribution study: A study where changes to code bases are presented to maintainers
and collect their response and feedback on the change.

Job: A configurable list of steps usually used to build, test and lint newly committed code.

PR: Pull Request - Used by developers to allow maintainers of software projects to review
their new code before merging it into the project.

Smell: A pattern indicating a potential technical debt.

Workflow: A configurable automated process made up of one or more jobs which can be
triggered by events on GitHub.
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