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Abstract

The field of network systems and multi-agent games has been charac-
terised by a growing interest in the recent years. Findings in the study
of network systems provide elegant ways of decentralizing controllers
such that large systems can be controlled globally resorting to an en-
semble of local control inputs, each acting on a small sub-portion of
the overall system. These findings can be applied to the field of game
theory, resulting in the concept of multi-agent network games. Re-
cent studies have analysed this topic and proposed methods to find the
equilibria of network games.

This thesis deals with these topics, and in particular it provides
control methods to steer multi-agent games to the Nash equilibrium in
a decentralized way whilst being subject to intrinsic dynamics.

The research will cover three distinct problems: first a networked
system will be considered with games that consist of a cost-function
that only depends on the agent state as well as the states of the neigh-
bouring agents. Secondly the report introduces aggregate games with
cost-functions that rely on the average of all subsystems and will find
this average by means of an algorithm derived from the concept of con-
sensus. Lastly a system subject to games with cost-functions that are
dependent on agents not necessarily in the neighbour set is introduced,
solved by means of a decentralized estimation method. For all of these
problems the study provides distinct controllers.

The controllers converge to the Nash equilibrium and are proven
to be stable. Furthermore examples are provided for each of the three
scenarios. The results are applied to a case study, where a wind farm
consisting of multiple pitch-controlled wind turbines is considered. Ap-
plying the control actions to this wind farm case results in the wind
turbines being steered to their Nash equilibrium.
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Chapter 1

General Context

This chapter will introduce and give detail about the main fields discussed in this re-
search. For the modelling and control of large scale systems, a useful approach is to
divide the system into multiple subsystems. For example a power grid can be divided
into subsystems (power storage nodes), which communicate with one another through
links (power lines). This is referred to as a networked system consisting of nodes and
edges; subsystems and links respectively. With the introduction of networked systems,
approaches to design controllers following a similar structure were researched. This
gave the rise to network decentralized controllers, i.e. a control structure that does not
require a central all-knowing computer but instead consists of controllers which can be
designed locally. An example of this is a swarm of cooperating drones with the goal to
avoid collision with each other. For each of the drones a local controller can be designed
which is only based on their near neighbours. Designing controllers in such a way re-
duces the controller complexity significantly and as such the scalability issues present in
centralized controllers are not as prevalent in their decentralized counterparts. Relevant
studies were done in the field of network systems [1], with findings in state agreement
problems for multi-agent system coordination; [2], [3], [4] and [5]. Furthermore research
on network-decentralized control was done, where a control action for a subsystem is
based only on the subsystem’s state and information from the subsystems it commu-
nicates with. Subjects within this topic range from network-decentralized stability [6],
robust control [7] and network-decentralized state estimation [8].

In addition to a network decentralized approach, which provides a scalable solution
for increasing network sizes, the field of game theory can be discussed. Multi-agent
games describe the field of a set of participants (agents) with each a certain optimal
decision which is based on the decision of the other participants (the game). The
problem of steering multi-agent games to an equilibrium has been of interest in re-
cent years. From systems describing Cournot competitions, to more general systems
with imposed dynamics. One of the first occurences of finding equilibrium problems in
multi-agent games were introduced in [9] and henceforth referred to as Nash equilib-
rium problems. Since then the Nash equilibrium problems were extended to generalized
Nash equilibrium problems as in [10] and [11], where the focus of the research was to
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4 General Context

prove the existence of an equilibrium for competitive economic systems. After the in-
troduction of generalized Nash equilibrium problems, numerous studies on the subject
were done as discussed in [12]. The application of generalized Nash equilibrium ex-
tends to multi-agent network games as in [13] and [14], both introducing equilibrium
finding algorithms. Furthermore dynamical steering of economic model to a supply-
demand equilibrium was investigated in [15], such a model is referred to as a Cournot
competition.

This thesis aims to extend the current research on network decentralized multi
agent games. Solving a game theoretic problem and steering each of the agents to the
game equilibrium, referred to as the Nash Equilibrium, has been researched extensively.
However, this does not hold for the addition of dynamics to the agents and the resulting
stability problems. Each of the agents might be a stable system with well defined local
controllers. However, certain cross agent interactions exist as a result of the overarching
game theoretic problem, which could introduce instabilities. This research addresses
these difficulties and provides multiple controllers for different game theoretic scenarios.

J. Postma Master of Science Thesis



Chapter 2

Literature Review

This chapter revisits the literature review that preceded this research, reported in Ap-
pendix A. In this review we discussed the terms network systems, network decentralized
control, multi agent games, and it provided the problem statement for this research.
Appendix A-1 provides details about network systems; it introduces the concept of
graphs with relevant properties, which provides a solid basis for the chapter thereafter.
Appendix A-2 explains the main concepts of consensus theory, mainly the sections about
continuous-time consensus, Appendix A-2-2, provide beneficial background knowledge
for this research. Following that, Appendix A-3 describes network decentralized control
approaches, providing useful tools and methods to prove the stabilizability of network
systems. Appendix A-4 goes into detail about game theory, starting with general defi-
nitions and followed by control approaches to steer the game to its Nash Equilibrium.
In Appendix A-5 a brief summary of all the chapters is provided. As a short summary
we focus on the concepts of continuous time consensus and multi agent game theory.

Literature review: continuous time consensus

In this section we briefly summarize the concepts discussed in the aforementioned litera-
ture review, as included in Appendix A. We mainly focus on continuous time consensus
which will find its uses during this research. Consider a network system with nodes
and edges as the example depicted in Figure 2-1. For this network we define the set
of nodes as V = {1, . . . , N} where N is the number of nodes. The set of edges is
defined as E ⊂ V × V . We note that there exists an edge between nodes i and j iff
{i, j} ∈ E ; where {,̇}̇ denotes an unordered pair and (,̇)̇ an ordered pair. Combining
the set of nodes and edges results in the definition of a graph, which in this research
will be represented by G(V , E). Furthermore we define Ni as the neighbour set of node
i which contains all nodes about which node i receives information; i.e. if (i, j) ∈ E
then j ∈ Ni. Throughout this research we consider undirected graphs, meaning that
j ∈ Ni implies i ∈ Nj; or (i, j) ∈ E implies (j, i) ∈ E .
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6 Literature Review

1 2

3 4

Figure 2-1: Example of an undirected graph with N = 4 nodes (grey numbered circles) and 4
edges (black solid lines). The set of nodes is defined as V = {1, 2, 3, 4} and the set of edges as
E ∈ {{1, 2}, {1, 3}, {2, 3}, {2, 4}}. The neighbour sets are equal to N1 = {2, 3}, N2 = {1, 3, 4},
N3 = {1, 2}, N4 = {2}.

With the preliminary definitions of graph theory done, we can shift our focus on
the concepts of consensus. As a decentralized approach to find the weighted average of
agent states, the field of consensus provides useful results for the design of decentralized
controllers. Each individual agent aims to find the weighted average by means of the
information sent through the graph edges. We introduce the adjacency matrix AG as a
systematic way to represent the information distribution, specifically:

{AG}ij = e
>
i AGej =

aij if j ∈ Ni
0 otherwise

(2-1)

With aij ∈ R>0 a certain weight associated with the corresponding edge. For the graph
depicted in Figure 2-1 given equal edge weights of 1 (an un-weighted graph) this results
in

A =


0 1 1 0
1 0 1 1
1 1 0 0
0 1 0 0


We use the adjacency matrix to construct the Laplacian matrix LG, the fundamental
matrix for continuous time consensus, as LG = diag(AG1N)−AG. Following the findings
from [1], this leads us to the continuous time consensus algorithm of

ż(t) = −LGz(t) (2-2)
where z(t) is the collection of the agents beliefs of the average, with z(0) equal to the
(initial) values of the agents.

This approach is limited to a static case, where the agents find the weighted average
of the constant valued agent states. This research will require a consensus algorithm
that finds the weighted average of continuously changing values, as such these findings
are extended upon in Chapter 4.

Literature review: game theory

This section will briefly discuss the game theoretic notations and definitions introduced
in the literature review and reused in this research. We define a generalized Nash
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equilibrium problem (GNEP) for each agent v as

∀v : min
yv

θv(yv,y−v) s.t. yv ∈ Yv(y−v) (2-3)

In other words, each agent has a certain cost function θv they want to minimize. This
function is dependent on the agent’s state yv as well as the collection of all other agent
states y−v, where y−v is defined as the vector of all states where the state of agent v
is omitted. Since agent v can only directly influence its own state yv, the cost function
will be minimized with respect to yv only. Furthermore a constraint set of the form
yv ∈ Yv(y−v) exists; the strategy set of agent v. For this research however we omit the
constraint (i.e. we set Yv(y−v) = R). We furthermore define the Nash equilibrium as
y? and as such we find

∀v : y?v ∈ arg min
ζv

θv(ζv,y?−v) (2-4)

This implies that in order to find the Nash equilibrium of agent v, we need to know the
Nash equilibria of the other agents y?−v. However, the same holds for all other agents
and as a result finding the Nash equilibrium is not as straightforward.

Master of Science Thesis J. Postma
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Chapter 3

Overview

This chapter will provide an overview of this report. Continuing this part of the report
Chapter 4 will extend the preliminary results needed for this research.

After that, Part II will contain the main findings of the research. This part starts
off with the problem definition in Chapter 5. Following this we propose a controller in
Section 6-1 which steers the system to its Nash equilibrium under the assumption of a
fully connected graph. Dropping this assumption in Chapter 7, we alter the controller
to be applicable to aggregate games using the preliminary results from Chapter 4. We
end the part with Chapter 8 introducing a decentralized state estimation method, which
can be applied to the results of Chapter 7.

In the following part, Part III, we introduce an illustrative case study. This part
contains Chapter 9 in which we describe a wind farm model with the main goal of
maximizing output power whilst minimizing the strain on the individual wind turbines.

After this case study Part IV will conclude the research. In this part we will discuss
the results (Chapter 10), provide some conclusions (Chapter 11), and we end the part
by giving suggestions of future research problems (Chapter 12).
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Chapter 4

Preliminary findings: consensus on
time-varying signals

To extend the background knowledge for this research, this chapter will provide some
preliminary results on time-varying consensus. For simplicity we can assume that all
agents have access to all other agents’ information, i.e. a fully connected graph; as
done in Chapter 6. However, this assumption gets more limiting the higher the number
of participants. As such we introduce a (undirected) communication graph Gc(V , Ec)
with V ∈ {1, . . . , N} the set of agents and Ec ∈ V × V the set of edges. In essence, if
{v, j} ∈ Ec then agent v has access to the output of agent j, yj. We define the set of
neighbours of agent v as Nc,v = {j ∈ V | {v, j} ∈ Ec}.

In view of decentralization of the system, the control action can only be based on
the agents in the neighbour set, i.e.

uv(t) := uv(yv, {yj}j∈Nc,v) (4-1)

Similarly the cost-functions of the agents are based on the output of the other
agents. However, the cost functions do not necessarily follow the same topology as
the communication graph. As such we introduce a second (possibly directed) graph
describing the dependency of the cost-function θv on the other agents. We define this
graph as Gθ(V , Eθ) and the neighbour set Nθ,v = {j ∈ V | (v, j) ∈ Eθ}, with the cost
functions defined as

θv(t) := θv(yv, {yj}j∈Nθ,v) (4-2)

To illustrate this difference in graph topologies, Figure 4-1 shows both graphs with
the solid line representing Gc and the dashed lines as Gθ.

Master of Science Thesis J. Postma



12 Preliminary findings: consensus on time-varying signals

1 2

3

4 5

Figure 4-1: Example: undirected graph of the information exchange of the output (solid line)
and the dependency of the agent’s cost function on neighbouring agents (dashed).

Dynamic Consensus
Since the cost functions can depend on agents that are not directly accessible to the

respective agents, a way for these agents to get a certain estimate of these outputs must
be introduced. For simplicity of notation we will discuss a system with a scalar output.
However, the following findings can be extended to n-dimensional output vectors as
well (with all agents having the same output dimensions).

We start by defining the adjacency and Laplacian matrix corresponding to the
communication graph Gc(V , Ec). The adjacency matrix is constructed as

{AGc}i,j = aij (4-3)
where aij is equal to the weight of the edge from node i to node j, where aij = 0 if
{i, j} /∈ Ec. For un-weighted graphs the edge weights are set to 1 and as such aij = 1 if
{i, j} ∈ Ec. We can determine the Laplacian matrix of the graph using the adjacency
matrix as follows:

LGc = diag(AGc1N)− AGc (4-4)
The Laplacian matrix plays a key role in continuous-time consensus. However, cer-

tain assumptions on the graph topology must hold for the system to reach a consensus.

Assumption 4.1. The communication graph Gc(V , Ec) is connected and has at most
one sink.

In view of Assumption 4.1, the Laplacian matrix has a unique eigenvalue of λ = 0
with a corresponding eigenvector of 1N . We first consider a constant output y(t) = y,
where the consensus algorithm

ż(t) = −LGcz(t) (4-5)
ensures that z(t)→ 1N(w>y) for t→∞ under Assumption 4.1 and if z(0) = y, where
w is the normalized left-eigenvector of LGc corresponding to the eigenvalue λ = 0
(which is equal to w = 1

N
1N in view of the graph being undirected). As such all agents

reach consensus on the average of the system outputs. The algorithm will converge to
z(t)→ 1N( 1

N
1
>
Ny) for t→∞.

The approach from Equation (4-5) works well for a constant consensus variable.
However, in case y(t) changes over time, the algorithm will converge to the (weighted)

J. Postma Master of Science Thesis
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average of the initial values y(0). To compensate for this, the algorithm will be extended
by giving the derivative of the estimate ż(t) a bias with respect to the derivative of the
output ẏ(t):

ż(t) = −LGcz(t) + ẏ(t), z(0) = y(0) (4-6)

which, by introducing a change of coordinates p(t) = z(t)− y(t), transforms to

ṗ(t) = −LGcp(t)− LGcy(t) (4-7a)
z(t) = p(t) + y(t) (4-7b)

For the algorithm proposed in Equation (4-7) we find

Theorem 4.1. The consensus algorithm proposed in Equation (4-7) yields z(t) →
1N(w>y(t?)) for t→∞ if ∃t? > 0 such that for t > t? we find y(t) = y(t?).

Proof: Since the spectral abscissa of −LGc is equal to µ(−LGc) = 0, the system
is (marginally) stable. We find the steady-state value of the system by setting the
derivative of the auxiliary variable pss to zero, ṗss = 0N . As such we find LGcpss =
−LGcy(t?). Hence, in view of (0, 1N) being an eigenpair of LGc , we find

pss = lim
t→∞

p(t) =
(
1Nk> − IN

)
y(t?) (4-8)

where if k = w we find zss = pss + y(t?) = 1N(w>y(t?)). Hence to prove Theorem 4.1,
we need to show that k = w.

In order to determine k, we introduce the coordinate change p̄(t) = p(t)− pss and
ȳ(t) = y(t)− y(t?) = 0N for t > t?. Which results in the dynamics equal to

˙̄p(t) = −LGcp̄(t), t > t? (4-9)

Similar to the consensus algorithm from Equation (4-5) we note that p̄(t) →
1N(w>p̄(0)) for t → ∞. Since z(0) = y(0) we can conclude that p(0) = 0N and
p̄(0) = −pss. With regards to Equation (4-8) we note that p̄(t)→ 0N , thus

1N(w>p̄(0)) = 1Nw>(IN − 1Nk>)y(t?) = (1Nw> − 1Nk>)y(t?) = 0N (4-10)

hence k = w and Theorem 4.1 holds.

The consensus algorithm performs quite well in asymptotically reaching the weighted
average of y(t); which is sufficient for a step-signal response. However, if y(t) has a
ramp-like (or higher order) behaviour, the algorithm fails to track the weighted average
as shown in Figure 4-2.
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0 5 10 15 20 25 30 35 40 45 50
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Figure 4-2: Consensus finding of a multi-agent system with N = 5 agents using the consensus
algorithm defined in Equation (4-7). Both the true average (dotted) and the agents’ estimates
(solid line) are displayed.

In order to track higher order signals, we introduce an integrator term q(t) in the
consensus algorithm. We then find the new algorithm

q̇(t) = βLGcp(t) + βLGcy(t) (4-11a)
ṗ(t) = −αq(t)− αp(t)− βLGcp(t)− βLGcy(t) (4-11b)
z(t) = p(t) + y(t) (4-11c)

which can be rewritten as

[
q̇(t)
ṗ(t)

]
=
[
0N×N βLGc
−αIN −αIN − βLGc

] [
q(t)
p(t)

]
+
[
βLGc
−βLGc

]
y(t) (4-12a)

z(t) = p(t) + y(t) (4-12b)

with q(0) = 0N and p(0) = 0N . The algorithm introduces two tuning parameters
α ∈ R>0 and β ∈ R>0 which can be adjusted to increase the overall performance.

Theorem 4.2. The consensus algorithm proposed in Equation (4-12) yields z(t) →
1N(w>y(t?)) for t→∞ if ∃t? > 0 such that for t > t? we find y(t) = y(t?).

Proof: In order to prove Theorem 4.2 we first need to determine the stability of
the system in Equation (4-12). Hence we want to find λ such that

J. Postma Master of Science Thesis
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[
0N×N βLGc
−αIN −αIN − βLGc

] [
v1
v2

]
= λ

[
v1
v2

]
(4-13)

Which leads to the set of equations

βLGcv2 = λv1 (4-14a)
−αv1 − αv2 − βLGcv2 = λv2 (4-14b)

we can then substitute Equation (4-14a) into Equation (4-14b) and find

(α + λ)(v1 + v2) = 0N (4-15)

which is satisfied for λ = −α or v1 = −v2. We first consider v1 = −v2 and find
Equation (4-14a) equal to

βLGcv2 = −λv2 (4-16)

hence λ = −βeig(LGc) ≤ 0. These first N eigenvalues result in a response analogous to
that of Equation (4-5). For the other N eigenvalues we take λ = −α, hence λ = −α
is an eigenvalue to the system with multiplicity N . Concluding, if α, β > 0 and the
graph topology follows Assumption 4.1 the system is marginally stable and leads to
consensus.

We again set the derivative of the auxiliary variables to zero, q̇ss = 0N and ṗss = 0N ,
and find

qss = lim
t→∞

q(t) = −
(
1Nk> − IN

)
y(t?) (4-17a)

pss = lim
t→∞

p(t) =
(
1Nk> − IN

)
y(t?) (4-17b)

By defining q̄(t) = q(t)−qss, p̄(t) = p(t)−pss and ȳ(t) = y(t)−y(t?) = 0N we obtain
the transformed dynamics[ ˙̄q(t)

˙̄p(t)

]
=
[
0N×N βLGc
−αIN −αIN − βLGc

] [
q̄(t)
p̄(t)

]
(4-18)

with a right-eigenpair of (
λ,

[
v1
v2

])
=
(

0,
[

1N

−1N

])
(4-19)

and a left-eigenpair of (
λ,

[
w1
w2

])
=
(

0,
[

w
0N

])
(4-20)
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16 Preliminary findings: consensus on time-varying signals

which for t→∞ then results in

p̄(t) = −1N
(
w>q̄(0)

)
(4-21a)

= −1N
(
w>

(
1Nk> − IN

)
y(t?)

)
(4-21b)

= 1Nw>
(
IN − 1Nk>

)
y(t?) (4-21c)

which again yields k = w and accordingly Theorem 4.2 holds.

Due to the introduction of tuning parameters, the algorithm can be adjusted to
increase the convergence rate on the consensus value. In Figure 4-3 we depict the
response of the system to the same tracking signal y(t) as in Figure 4-2 with consensus
parameters α = 1 and β = 10.

0 5 10 15 20 25 30 35 40 45 50

0

0.5

1

1.5

Figure 4-3: Consensus finding of a multi-agent system with N = 5 agents using the consensus
algorithm defined in Equation (4-12) with α = 1 and β = 10. Both the true average (dotted)
and the agents’ beliefs (solid line) are displayed.

Note that an increase in β yields a decrease in tracking error and a faster response
time at the cost of a sudden spike at t = 25 s. Furthermore throughout this section we
considered a system output of dimension 1, however these results can easily be extended
to an n-dimensional output vector.
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Chapter 5

Problem definition: multi-agent games
subject to dynamics

This chapter will discuss the main problem of this thesis: steering a multi-agent dy-
namical system to its Nash equilibrium. We start by describing the multi-agent system
with intrinsic dynamics, which is promptly followed by the game theoretic definitions.

5-1 Multi-agent system dynamics

This section will describe the dynamic system considered in this thesis. We define the
multi-agent system as a set of N agents where each agent v is subject to local dynamics
of the form

ẋv(t) = Avxv(t) +Bvuv(t) (5-1a)
yv(t) = Cvxv(t) (5-1b)

where xv ∈ R
nv is the state vector of agent v, uv ∈ R

mv its input vector, yv ∈ R
mv

the output vector, and state space matrices Av ∈ R
nv×nv , Bv ∈ R

nv×mv , Cv ∈ R
mv×nv .

Furthermore we define ns = ∑N
i=1 ni, ms = ∑N

i=1mi.

Assumption 5.1. For each agent v, (Av, Bv) is a controllable pair and the input and
output vectors have the same dimensions.

Due to the possible instability of the system matrices Av, we introduce a stabilizing
control action as uv(t) = −Kvxv(t).

In view of Assumption 5.1 there exists a Kv such that (Av − BvKv) is Hurwitz,
resulting in a stable closed-loop system. For the design of such a Kv, we introduce the
Lyapunov function

V (xv) = x>v Pvxv > 0 ∀ xv 6= 0nv (5-2)
where Pv ∈ Rnv×nv , Pv > 0 a symmetric positive-definite matrix.
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20 Problem definition

With the earlier mentioned control action of uv(t) = −Kvxv(t), this results in the
following time derivative of the Lyapunov function

V̇ (xv) = ẋ>v Pvxv + x>v Pvẋv (5-3a)
= x>v

(
A>v Pv + PvAv −K>v B>v Pv − PvBvKv

)
xv < 0 (5-3b)

The feedback matrix is set equal to Kv = γvB
>
v Pv and we introduce Sv = P−1

v , as such
we find

SvA
>
v + AvSv − 2γvBvB

>
v < 0 (5-4)

Solve for Sv > 0, γv > 0 and find Kv. As such, in the following chapters we will discuss
control actions of the form uv(t) = −Kvxv(t) + ũv(t), where the first addend ensures
that the agents are locally stable and the second addend aims to steer the agents to
the Nash equilibrium.

5-2 Game theory definitions

The agents additionally take part in a game, where each of them aims to minimize
a different cost function θv(yv,y−v). We define the collection of output vectors yv as
y = [y>1 , . . . , y>N ]> and the set of output vectors excluding the output of agent v as y−v.
As a result the Nash equilibrium problem can be defined as

∀v : y?v ∈ arg min
ζv

θv(ζv,y?−v) (5-5)

where y? is the Nash Equilibrium of the game. Note that finding the Nash equilibrium
of agent v, y?v , requires knowledge of the other agents’ equilibria, y?−v. This is generally
not known, as such we redefine the Nash equilibrium problem to an iterative best
response approach, which yields

∀v : ȳv(t) ∈ arg min
ζv

θv(ζv,y−v(t)) (5-6)

where ȳv(t) is the best response at time t, given the outputs of the other agents.
In the upcoming chapters we provide control laws that steer the systems to their

Nash equilibria, given assumptions on the cost function and system dynamics. We
define the error between the agent output yv and its Nash equilibrium y?v as

ε?v(t) = yv(t)− y?v (5-7)
and our goal is to ensure ε?v(t)→ 0kv for t→∞ for all agents v.
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Chapter 6

Reference tracking based controller:
steering multi-agent systems to their

Nash equilibrium

This chapter will provide more details about the control actions aiming to steer the
system to its Nash equilibrium. In this chapter we will assume a system where all
agents have access to the output of all other agents, i.e. a fully connected system.
In the first section we will propose a first order reference based control action that
constantly steers the agents to their best response as mentioned in Equation (5-6).
The section thereafter will provide some assumptions on the cost function, leading to
stability and convergence proofs. The last section will provide a higher order alternative
to the controller.

6-1 First order reference control

Given the optimal output for agent v at time t, ȳv(t), a controller can be proposed to
steer the agent to this state. The error between agent outputs yv and ȳv will be defined
as

ε̄v(t) = yv(t)− ȳv(t) (6-1)

The control goal ε?v(t) → 0kv for t → ∞ is satisfied if ε̄v(t) → 0kv with ȳv(t) → y?v for
t → ∞. We will now propose a controller that ensures ε̄v(t) → 0kv for t → ∞ under
given assumptions on the system.

In order to track this reference signal, we introduce a first order reference tracking
controller with state-feedback as depicted in Figure 6-1 and described by:

ξ̇v(t) = −kvξv(t) + kvȳv(t) (6-2a)
uv(t) = −Kvxv(t) +Hvξv(t) (6-2b)
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22 Reference tracking controller

where Kv ∈ R
mv×nv is a state-feedback matrix that stabilizes the system, kv ∈ R>0 a

control gain parameter, and Hv ∈ R
mv×mv a gain matrix that compensates for steady-

state gain errors.

Agent v

ẋv = Avxv +Bvuv

yv = Cvxv

ξ̇v(t) = −kvξv(t) + kvȳv(t)
uv(t) = −Kvxv(t) +Hvξv(t)

ȳv ∈ arg minζv θv(ζv,y−v)

uv xv

yv

ȳv

y−v

Figure 6-1: Dynamics of agent v with the proposed state-feedback reference control. The blue,
dashed line represents the outputs of the other agents on which the cost-function θv depends.

This controller can be implemented on the system dynamics from Equation (5-1),
which results in

ξ̇v(t) = −kvξv(t) + kvȳv(t) (6-3a)
ẋv(t) = (Av −BvKv)xv(t) +BvHvξv(t) (6-3b)
yv(t) = Cvxv(t) (6-3c)

With the closed-loop dynamics of Equation (6-3), the steady-state gain from ȳv to
xv can be determined. We introduce the subscript ss for the steady-state values. Note
that ξ̇v,ss = 0mv , ẋv,ss = 0nv and yv,ss = Cvxv,ss, hence

ξv,ss = ȳv,ss (6-4a)
(Av −BvKv)xv,ss = −BvHvξv,ss (6-4b)

Since (Av −BvKv) is Hurwitz it is also non-singular hence its inverse exists. We find

xv,ss = −(Av −BvKv)−1BvHvȳv,ss (6-5)
thus by pre-multiplying both sides with Cv

yv,ss = −Cv(Av −BvKv)−1BvHvȳv,ss (6-6)
Our goal is to steer the outputs to their best response, hence we want to design Hv such
that yv,ss = ȳv,ss. In view of the input and output vectors having equal dimensions as
in Assumption 5.1, a suitable value for the gain matrix Hv would be
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6-2 Linear-quadratic cost function 23

Hv = −
(
Cv(Av −BvKv)−1Bv

)−1
(6-7)

Theorem 6.1. The state-space dynamics from Equation (5-1) can be stabilized with a
control law as in Equation (6-2) ensuring ε̄v(t)→ 0kv for t→∞ with ε̄v(t) as defined
in Equation (6-1).

Proof: By rewriting the state-space representation to its transfer function form

Gtf (s) = Cv (sInv − Av +BvKv)−1BvHv (6-8)

and as a result finding Yv(s) = Gtf (s)Ȳv(s), we can apply the Final Value Theorem
(FVT), as explained in [16], to find

lim
t→∞

ε̄v(t) = lim
s→0

sImvĒ(s) (6-9a)

= lim
s→0

sImv
(
Yv(s)− Ȳv(s)

)
(6-9b)

= lim
s→0

(Gtf (s)− Imv) sȲv(s) (6-9c)

Since (Av − BvKv) is Hurwitz, implying (Av − BvKv) is non-singular, Gtf (0) exists.
If the reference output ȳv(t) remains constant for a sufficiently long time, it can be
considered a step function, i.e., Ȳv(s) = 1

s
ȳc for any constant vector ȳc ∈ R

nv . As a
result the error ε̄v(t) converges to

lim
t→∞

ε̄v(t) = (Gtf (0)− Imv) ȳc (6-10a)

= −
(
Cv(Av −BvKv)−1BvHv + Imv

)
ȳc (6-10b)

= 0nv (6-10c)

in view of Equation (6-7).

However, this proof applies to a reference output ȳv(t) that remains constant for
a sufficiently long time. Note that the reference output is a function of the output of
all other agents, as shown in Equation (5-6). Hence the dynamics of agent v will be
influenced by that of the other agents. In the following, we will introduce a specific
form for the cost-function as a linear-quadratic function, and adapt the control scheme
proposed in Equation (6-2) accordingly.

6-2 Linear-quadratic cost function

We now describe the cost function in a linear-quadratic form, yielding

θv(yv,y−v(t)) = 1
2y
>
v Qd,vyv − y>v bv −

∑
j 6=v

y>v Qc,v,jyj(t) (6-11)
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where Qd,v ∈ R
mv×mv is the quadratic-term symmetric matrix with Qd,v > 0, Qc,v,j ∈

R
mv×mj a linear-term matrix relating to a cost from agent j to agent v and bv ∈ R

mv

a linear-term vector. The solution ȳv following Equation (5-6) can be determined by
setting the gradient of θv(yv,y−v) with respect to yv to zero, i.e.:

ȳv(t) = {ζv(t) ∈ Rmv | ∇ζvθv(ζv,y−v(t)) = 0mv} (6-12)

For the cost function defined in Equation (6-11), Equation (6-12) results in

ȳv(t) = Q−1
d,v

bv +
∑
j 6=v

Qc,v,jyj(t)
 (6-13)

for all agents v.
The result from Equation (6-13) can be combined with the controller from Equa-

tion (6-2). To get more insight into the system dynamics we will consider the overall
system of all agents. We define the system matrices A = blockdiag(A1, . . . , AN) and
likewise for B, C, K and H. We describe the control parameters kv by a diagonal
matrix k = blockdiag(k1Im1 , . . . , kNImN ). Furthermore we obtain

Qd =


Qd,1 0 0 · · · 0

0 Qd,2 0 · · · 0

0 0 Qd,3 · · · 0

... ... ... . . . ...
0 0 0 · · · Qd,N

 , Qc =


0 Qc,1,2 Qc,1,3 · · · Qc,1,N

Qc,2,1 0 Qc,2,3 · · · Qc,2,N
Qc,3,1 Qc,3,2 0 · · · Qc,3,N
... ... ... . . . ...

Qc,N,1 Qc,N,2 Qc,N,3 · · · 0


(6-14)

with zero blocks of appropriate size. We use these matrices to find the reference state

ȳ(t) = Q−1
d (b +Qcy(t)) (6-15)

where b = [b>1 , . . . , b>N ]>. Recall that y = [y>1 , . . . , y>N ]> and similarly for u, x, and
ξ. Since the goal is to steer y(t) to ȳ(t), we find that if the gain from y(t) to ȳ(t) is
greater than 1 the system will exponentially converge. Hence we ensure that the gain
of Q−1

d Qc is smaller than 1, as such we introduce the following assumption:

Assumption 6.1. The spectral radius of Q−1
d Qc is smaller than 1, i.e. ρ(Q−1

d Qc) < 1.

These definitions result in the overall system dynamics equal to:

ẋ(t) = Ax(t) +Bu(t) (6-16a)
ξ̇(t) = −kξ(t) + kQ−1

d Qcy(t) (6-16b)
y(t) = Cx(t) (6-16c)
u(t) = −Kx(t) +H

(
ξ(t) +Q−1

d b
)

(6-16d)

thus
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6-2 Linear-quadratic cost function 25

[
ẋ
ξ̇

]
=
[
A−BK BH

kQ−1
d QcC −k

] [
x
ξ

]
+
[
BHQ−1

d b
0ms×ms

]
(6-17)

To analyse the stability of the resulting system, the eigenvalues of the closed-loop
system matrix must be considered, which are a function of the diagonal control param-
eter matrix k.

Theorem 6.2. Given Assumption 6.1 and k = blockdiag(k1Im1 , . . . , kNImN ) with
∀v kv > 0 there exists a set of parameters k1, . . . , kN small enough such that the system
defined in Equation (6-17) is stable.

Proof: The system in Equation (6-17) is stable if the state matrix is Hurwitz. This
means that the spectral abscissa of the state matrix is smaller than zero:

µ

([
A−BK BH

kQ−1
d QcC −k

])
< 0 (6-18)

We will first discuss the case when k is equal to zero.
With k = 0ms×ms , the system matrix simplifies to[

A−BK BH
0ms×ns 0ms×ms

]
(6-19)

as such we can define the right-eigenvector as v = [v>1 , v>2 ]> and write[
A−BK BH
0ms×ns 0ms×ms

] [
v1
v2

]
= λi

[
v1
v2

]
(6-20)

or

(A−BK)v1 +BHv2 = λiv1 (6-21a)
0ms = λiv2 (6-21b)

(6-21c)

We find the first set of eigenvalues equal to λi = 0 with multiplicityms and eigenvectors

v1,i = va (6-22a)
v2,i = Cva (6-22b)

for arbitrary eigenvector va ∈ R
ns ; and a second set of eigenvalues equal to the eigen-

values of A−BK, with eigenvectors

v1,i = vsys,i (6-23a)
v2,i = 0ms (6-23b)
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where (λi, vsys,i) are eigenpairs of A−BK. Note that due to the first set of eigenvectors
equal to λi = 0, the system is marginally stable. As a result we will discuss non-zero
but very small values for k. Due to the continuity of the eigenvalues with respect to k
we find that k→ 0ms×ms yields λi → 0. We aim to determine whether the eigenvalues
reach this asymptotic value from the positive right half-plane or the negative left half-
plane (with the latter yielding stability). With k being non-zero, we consider the
following equation: [

A−BK BH
kQ−1

d QcC −k

] [
v1
v2

]
= λi

[
v1
v2

]
(6-24)

This then leads to the following set of equations

(A−BK − λiIns)v1 = −BHv2 (6-25a)
kQ−1

d QcCv1 − kv2 = λiv2 (6-25b)

with the first equation leading to

Cv1 = −C(A−BK − λiIns)−1BHv2 (6-26)
According to the Neumann series [17], for a matrix X with ρ(X) < 1 we find

(I −X)−1 =
∞∑
k=0

Xk (6-27)

as such with X = I− (A−BK)−1(A−BK−λiIns), which leads to X = λi(A−BK)−1

hence ∃k 6= 0ms×ms such that ρ(X) < 1 for λi → 0, we find
(
(A−BK)−1(A−BK − λiIns)

)−1
=
∞∑
k=0

(
λi(A−BK)−1

)k
(6-28)

which, by reworking the inverse as (Y Z)−1 = Z−1Y −1 and post-multiplying both sides
with (A−BK)−1, then gives us

(A−BK − λiIns)−1 =
∞∑
k=0

λki (A−BK)−k−1 (6-29)

or

(A−BK − λiIns)−1 = (A−BK)−1 + λi(A−BK)−2 +O(λ2
i ) (6-30)

We can substitute these results in Equation (6-26) after neglecting the higher order
terms O(λ2

i ). Along with H = − (C(A−BK)−1B)−1 from Equation (6-7), this will
result in

Cv1 = −C(A−BK − λiIns)−1BHv2 (6-31a)
= −C

(
(A−BK)−1 + λi(A−BK)−2

)
BHv2 (6-31b)

= v2 − λiC(A−BK)−2BHv2 (6-31c)
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6-3 Higher order reference control 27

Substituting this into Equation (6-25b) then gives us

k(Q−1
d Qc − Ims)v2 + λikQ−1

d QcC(A−BK)−2BHv2 = λiv2 (6-32)

With both λi and k going to zero, λik can be considered a higher order term as well.
As such we can neglect it and find

k(Q−1
d Qc − Ims)v2 = λiv2 (6-33)

which implies that λi are the eigenvalues of k(Q−1
d Qc− Ims), which in view of Assump-

tion 6.1 have strictly negative real part for positive k. As such the system matrix is
Hurwitz.

In view of the system matrix being Hurwitz, i.e. the system from Equation (6-17)
is stable, we can discuss its convergence to the Nash equilibrium.

Theorem 6.3. The control law as proposed in Equation (6-2) with the control matrix
k = blockdiag(k1Im1 , . . . , kNImN ) ensures that y(t)→ y? for t→∞ for the system in
Equation (6-17) with a set of parameters k1, . . . , kN small enough.

Proof: For the steady state response of the system, we find that ẋss = 0ns , ξ̇ss = 0ms ,
and we again denote the steady state values with subscript ss. We find

(A−BK)xss +BHξss +BHQ−1
d b = 0ns (6-34a)

kQ−1
d QcCxss − kξss = 0ms (6-34b)

thus, with yss = Cxss

ξss = Q−1
d QcCxss = Q−1

d Qcyss (6-35)

and

yss = Cxss (6-36a)
= C(A−BK)−1BH

(
ξss +Q−1

d b
)

(6-36b)
= Q−1

d (Qcyss + b) (6-36c)

Which after some rewriting leads to yss = (Qd −Qc)−1b = y?. As such y(t)→ y? for
t→∞.

6-3 Higher order reference control

To introduce more control design flexibility, we can extend the first order controller
from Equation (6-2) to higher order controllers. As such we propose the following
second order controller
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ξ̈v(t) = −dv ξ̇v(t)− kvξ(t) + kv
∑
j 6=v

Q−1
d,vQc,v,jyj(t) (6-37a)

uv(t) = −Kvxv(t) +Hv

(
ξ(t) +Q−1

d,vbv
)

(6-37b)

with kv, dv ∈ R>0. Note again that if the system reaches its steady state, implying
ξ̈v,ss = ξ̇v,ss = 0mv , the controller state is equal to ξv,ss = ∑

j 6=vQ
−1
d,vQc,v,jyj,ss. This

leads to a steady state control of

uv,ss = −Kvxv,ss +Hv

∑
j 6=v

Q−1
d,vQc,v,jyj,ss +Q−1

d,vbv

 (6-38a)

= −Kvxv,ss +Hvȳv,ss (6-38b)

which for a stable system implies that the system once more reaches the Nash equilib-
rium, following a similar proof as in Section 6-1.

To analyse the stability of the system, we introduce k = blockdiag(k1Im1 , . . . , kNImN ),
d = blockdiag(d1Im1 , . . . , dNImN ), and ξ = [ξ>1 , . . . , ξ>N ]>, and by introducing the con-
troller to the system dynamics from Equation (5-1), we find the overall system equal
to

ẋ
ξ̇
ξ̈

 =

 A−BK BH 0ns×ms
0ms×ns 0ms×ms Ims

kQ−1
d QcC −k −d


x

ξ
ξ̇

+

BHQ
−1
d b

0ms×ms
0ms×ms

 (6-39a)

y =
[
C 0ms×ms 0ms×ms

] x
ξ
ξ̇

 (6-39b)

This leads to the following theorem:
Theorem 6.4. Given Assumption 6.1 and k = blockdiag(k1Im1 , . . . , kNImN ) with
∀v kv > 0 there exists a set of parameters k1, . . . , kN small enough such that the system
defined in Equation (6-39) is stable.

Proof: The proof for stability is analogous to that of Theorem 6.2. We will first
discuss the case when k is equal to zero.

With k = 0ms×ms , the system matrix simplifies toA−BK BH 0ns×ms
0ms×ns 0ms×ms Ims
0ms×ns 0ms×ms −d

 (6-40)

as such we can define the right-eigenvector as v = [v>1 , v>2 , v>3 ]> and writeA−BK BH 0ns×ms
0ms×ns 0ms×ms Ims
0ms×ns 0ms×ms −d


v1
v2
v3

 = λi

v1
v2
v3

 (6-41)
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6-3 Higher order reference control 29

or

(A−BK)v1 +BHv2 = λiv1 (6-42a)
v3 = λiv2 (6-42b)

−dv3 = λiv3 (6-42c)
(6-42d)

We find the first set of eigenvalues equal to λi = −dii, with eigenvectors equal to

v1,i = a · (A−BK + diiIns)−1BHei (6-43a)
v2,i = a · ei (6-43b)
v3,i = −a · diiei (6-43c)

for arbitrary a ∈ R; a second set of eigenvectors equal to λi = 0 with multiplicity ms

and eigenvectors

v1,i = va (6-44a)
v2,i = Cva (6-44b)
v3,i = 0ms (6-44c)

for arbitrary eigenvector va ∈ Rns ; and a last set of eigenvalues equal to the eigenvalues
of A−BK, with eigenvectors

v1,i = vsys,i (6-45a)
v2,i = 0ms (6-45b)
v3,i = 0ms (6-45c)

where (λi, vsys,i) are eigenpairs of A−BK. Note that we again find a set of eigenvectors
equal to λi = 0, leading to a marginally stable system. Following the same reasoning
as in Theorem 6.2 we find: A−BK BH 0ns×ms

0ms×ns 0ms×ms Ims
kQ−1

d QcC −k −d


v1
v2
v3

 = λi

v1
v2
v3

 (6-46)

or

(A−BK − λiIns)v1 = −BHv2 (6-47a)
v3 = λiv2 (6-47b)

kQ−1
d QcCv1 − kv2 − dv3 = λiv3 (6-47c)

(6-47d)
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This once more yields Cv1 = v2 − λiC(A − BK)−2BHv2. This result along with
v3 = λiv2 then leads us to

k
(
Q−1
d Qc − Ims

)
v2 + λikC(A−BK)−2BHv2 = λidv2 + λ2

i v2 (6-48)

again neglecting higher order terms λ2
i and λik we find

d−1k
(
Q−1
d Qc − Ims

)
v2 = λiv2 (6-49)

Hence λi represent the eigenvalues of d−1k
(
Q−1
d Qc − Ims

)
, which are strictly negative

for ρ(Q−1
d Qc) < 1 with positive k, d. In view of Assumption 6.1 the eigenvalues of the

state matrix are all negative and as such the state matrix is Hurwitz.

In view of the state matrix being Hurwitz, i.e. the system from Equation (6-39) is
stable, we can discuss its convergence to the Nash equilibrium.

Theorem 6.5. The control law as proposed in Equation (6-37) with the control matrix
k = blockdiag(k1Im1 , . . . , kNImN ) ensures that y(t)→ y? for t→∞ for the system in
Equation (6-39) with a set of parameters k1, . . . , kN small enough.

Proof: For the steady-state response of the system, we find that ẋss = 0ns , ξ̈ss =
ξ̇ss = 0ms , and we again denote the steady-state values with subscript ss. We find

(A−BK)xss +BHξss +BHQ−1
d b = 0ns (6-50a)

kQ−1
d QcCxss − kξss = 0ms (6-50b)

thus, with yss = Cxss

ξss = Q−1
d QcCxss = Q−1

d Qcyss (6-51)
and

yss = Cxss (6-52a)
= C(A−BK)−1BH

(
ξss +Q−1

d b
)

(6-52b)
= Q−1

d (Qcyss + b) (6-52c)

Which after some rewriting leads to yss = (Qd −Qc)−1b = y?. As such y(t)→ y? for
t→∞.

6-4 Numerical example

To illustrate the findings in this chapter, we introduce a numerical example in which
a networked system will be described. We assume a system of N = 10 agents, homo-
geneous with respect to their internal dynamics, and each having access to all other
agent outputs. Each of these agents are subject to the following state-space dynamics:
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6-4 Numerical example 31

ẋv(t) =
[

1 0
−1 1

]
xv(t) +

[
1
0

]
uv(t) (6-53a)

yv(t) =
[
0.8 −0.2

]
xv(t) (6-53b)

Note that the eigenvalues of Av are equal to λ = 1
2 ±

1
2

√
3 i and as such the system

is unstable. We find that Kv = [5,−6] stabilizes the system resulting in closed-loop
eigenvalues of λ ∈ {−2,−1}. Furthermore we set the other control parameters equal to
kv = 1, ∀v ∈ {1, . . . , N}. With the system matrices defined, we refer to Equation (6-7)
and find a gain of

Hv = −10
3 (6-54)

We take the adjacency matrix as AGc = AGθ = (1N1>N−IN) and set the cost function
parameters Qc, Qd, b as introduced in Equation (6-14) equal to

Qd = 5IN (6-55a)
Qc = 2diag(AGθ1N)−1AGθ (6-55b)
b = 51N (6-55c)

which yields a spectral radius of ρ(Q−1
d Qc) = 0.4 and a Nash equilibrium of y? = 5

31N .
As a benchmark to the controller proposed in Equation (6-2), we introduce a con-

troller that has full access to the information of the other agents. With full information
on the overall system, the agents can use the Nash equilibrium y? as control input, i.e.

ξ̇(t) = −kξ(t) + ky? (6-56a)
u(t) = −Kx(t) +Hξ(t) (6-56b)

This assumption is unrealistic but provides a useful comparison. We refer to this control
action as full information control with output yfi.

For agents 1 through 5 we take an initial state of xv(0) = [0.8,−0.2]> and for agents
6 through 10 we take xv(0) = [0.8, 0.2]>. The transient response of the systems subject
to the reference control from Equation (6-2) is depicted in Figure 6-2. We also define a
root-mean-square error term to discuss the performance of the controller with respect
to the full information control. This term is equal to

εRMS =

√√√√ 1
N

N∑
v=1

(xv(t)− x?v)2 (6-57)

This error response is shown in Figure 6-2 as well. Note that the system consists of
homogenous agents which only differ in initial state. As such we choose to only depict
the output response of one of the agents, agent 1.
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32 Reference tracking controller

Figure 6-2: Response of a networked game of N = 10 agents, subject to linear state-space
dynamics whilst aiming to minimize a linear-quadratic cost function by means of a local first
order reference control law with state feedback. The left panel shows the transient response of
the agents (red solid line), as well as the Nash equilibrium (black dotted), and the full information
control (blue dashed). The right panel depicts the sum of the errors of all agents with respect to
the Nash equilibrium (red solid line) as well as the error in case of full information control (blue
dashed).
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Chapter 7

Extension to Aggregate games:
steering multi-agent systems to an
aggregate game Nash equilibrium

This chapter will extend the results from Chapter 6. In Chapter 6 it is assumed that the
agents are connected to all agents that influence their cost function, which is not always
the case. Therefore this chapter will introduce methods to deal with cost functions that
depend on agents not in the neighbour set. The first section introduces a cost function
that is based on the average output of all agents. Following that, we extend the results
further to additionally include costs on agents within the neighbour sets. The results
in this chapter rely on the findings in Chapter 4.

7-1 Aggregate cost function and controller design

In this section we define the aggregate cost function, which adds a cost term depending
on the average of the agent outputs. The consensus algorithm found in Equation (4-12)
provides a way for the individual agents to find the weighted average state values of the
system in a decentralized way. As such we can redefine the cost function and control
actions as:

θv = θv(yv, avgwy) (7-1)
and

uv = uv(yv, zv) (7-2)
where we define avgw as the weighted average such that avgwy = ∑

j wjyj.
Assumption 7.1. The communication graph Gc(V , Ec) is undirected, i.e. the Laplacian
matrix LGc is symmetric.

In view of Assumption 4.1 and Assumption 7.1 we find that the left-eigenvector of
the Laplacian matrix corresponding to an eigenvalue of λ = 0 is equal to w = 1

N
1N .
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34 Extension to aggregate controller

As a result we get avgwy = avgy = 1
N

∑
j yj. By implementing the consensus algorithm

from Chapter 4 we find the following model depicted in Figure 7-1.

Agent v

ẋv = Avxv +Bvuv

yv = Cvxv

ξ̇v(t) = −kvξv(t) + kvȳv(t)
uv(t) = −Kvxv(t) +Hvξv(t)

ȳv ∈ arg minζv θv(ζv, zv)

q̇v = βLGc,vz
ṗv = −α(qv + pv)− βLGcz
zv = pv + yv

uv xv

yv
ȳv

z−v
zv

Figure 7-1: Dynamics of agent v with proposed state-feedback reference control and consensus
algorithm. The blue, dashed line represents the estimate of the average output computed by the
other agents in the neighbour set Nv.

We now redefine the linear-quadratic cost function from Equation (6-11) as a func-
tion of the average instead. This results in

θv(yv, avgy(t)) = 1
2y
>
v Qd,vyv − y>v bv − y>v Qa,vavgy(t) (7-3)

whereQd,v ∈ Rm×m is the quadratic-term symmetric matrix withQd,v > 0, Qa,v ∈ Rm×m
a symmetric linear-term matrix relating to a cost due to the average of the agents
affecting agent v and bv ∈ R

m a linear-term vector. Note that we define m := mv =
m1 = · · · = mN , in view of the required homogeneous system dimension for consensus.
We once more find the solution ȳv to this system by setting to zero the gradient of
θv(yv, avgy(t)) with respect to yv. We find

∇yvθv(yv, avgy(t)) = Qd,vyv − bv − 1
N
Qa,vyv −Qa,vavgy(t) (7-4)

=
(
Qd,v − 1

N
Qa,v

)
yv − bv −Qa,vavgy(t) (7-5)

= 0 (7-6)

which results in

ȳv =
(
Qd,v − 1

N
Qa,v

)−1
(bv +Qa,vavgy(t)) (7-7)
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Since the control actions do not have access to the other agent’s outputs, we can
rewrite Equation (7-7) as a function of zv and implement the resulting ȳv with the
controller from Equation (6-2).

ȳv =
(
Qd,v − 1

N
Qa,v

)−1
(bv +Qa,vzv) (7-8)

for all agents v. We once more discuss the overall system dynamics by introducing

Qd = blockdiag(Qd,1, . . . , Qd,N) (7-9)
Qa = blockdiag(Qa,1, . . . , Qa,N) (7-10)
L = LGc ⊗ Im (7-11)
b = [b>1 , . . . , b>N ]> (7-12)

which then results in an overall optimum ȳ of

ȳ(t) =
(
Qd − 1

N
Qa

)−1
(b +Qaz(t)) (7-13)

and system dynamics equal to

ẋ(t) = Ax(t) +Bu(t) (7-14a)

ξ̇(t) = −kξ(t) + k
(
Qd − 1

N
Qa

)−1
Qaz(t) (7-14b)

q̇(t) = βLp(t) + βLy(t) (7-14c)
ṗ(t) = −αq(t)− αp(t)− βLp(t)− βLy(t) (7-14d)
y(t) = Cx(t) (7-14e)
z(t) = p(t) + y(t) (7-14f)

u(t) = −Kx(t) +H
(

ξ(t) +
(
Qd − 1

N
Qa

)−1
b
)

(7-14g)

thus


ẋ
ξ̇
q̇
ṗ

 =


A−BK BH 0ns×ms 0ns×ms

k(Qd − 1
N
Qa)−1QaC −k 0ms×ms k(Qd − 1

N
Qa)−1Qa

βLC 0ms×ms 0ms×ms βL
−βLC 0ms×ms −αIms −αIms − βL




x
ξ
q
p



+


BH(Qd − 1

N
Qa)−1

0ms×ms
0ms×ms
0ms×ms

 b (7-15)

Theorem 7.1. Given k = blockdiag(k1Im1 , . . . , kNImN ) with ∀v kv > 0 there exists a
set of parameters k1, . . . , kN small enough such that the system defined in Equation (7-
15) is stable.
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36 Extension to aggregate controller

Proof: For the stability proof we follow a similar approach to Theorem 6.2; we take
k equal to zero. Doing so leads us to the following equalities for the eigenvalues of the
system matrix.

(A−BK)v1 +BHv2 = λv1 (7-16a)
0ms = λv2 (7-16b)

βL(Cv1 + v4) = λv3 (7-16c)
−(λ+ α)v3 = (λ+ α)v4 (7-16d)

This again leads to the eigenvalues λi = eig(A − BK), λi = 0, λi = −a, and
λi = −βeig(L). We again consider k → 0ms×ms , λi → 0 and the Neumann series and
find

v2 − λiC(A−BK)−2BHv2 = Cv1 (7-17a)
k(Qd − 1

N
Qa)−1Qa(Cv1 + v4)− kv2 = λiv2 (7-17b)

βL(Cv1 + v4) = λiv3 (7-17c)
v3 + v4 = 0ms (7-17d)

with λiv3 → 0ms we find v4 = −Cv1 and accordingly

− kv2 = λiv2 (7-18)

thus λi = −kii, in view of k being a diagonal matrix, resulting in all eigenvalues being
negative and as such the system matrix is Hurwitz.

With the stability of the system in mind, we can discuss the resulting steady-state
response. In fact we find that the following theorem holds:

Theorem 7.2. The system as described in Equation (7-14) with the control matrix
k = blockdiag(k1Im1 , . . . , kNImN ) ensures that y(t) → y? for t → ∞ with a set of
parameters k1, . . . , kN small enough.

Proof: We begin by finding the Nash equilibrium associated with the game where
the agents minimize the cost function described in Equation (7-3). We again define the
Nash equilibrium as y? and find z? = avgy? = 1

N
(1N×N ⊗ Im)y?. With ȳ = y? and

z = z?, Equation (7-13) results in

y? =
(
Qd − 1

N
Qa

)−1 (
b + 1

N
Qa(1N×N ⊗ Im)y?

)
(7-19)

thus

y? =
(
Qd − 1

N
Qa

(
(1N×N + IN)⊗ Im

))−1
b (7-20)

In view of the system being at steady state, we note that ẋss = 0nN and ξ̇ss = q̇ss =
ṗss = 0mN . This leads to the set of equalities

J. Postma Master of Science Thesis



7-2 Aggregate games with local costs 37

(A−BK)xss +BH
(

ξss +
(
Qd − 1

N
Qa

)−1
b
)

= 0ns (7-21a)

k(Qd − 1
N
Qa)−1Qa(Cxss + pss)− kξss = 0ms (7-21b)

βL(Cxss + pss) = 0ms (7-21c)
−βL(Cxss + pss)− α(qss + pss) = 0ms (7-21d)

With yss = Cxss, the latter two equations yield

qss = −
(
(1Nw> − IN)⊗ Im

)
yss (7-22a)

pss =
(
(1Nw> − IN)⊗ Im

)
yss (7-22b)

and following the same approach as in Chapter 4, specifically the proof following The-
orem 4.2, this results in

qss = −
(
( 1
N
1N×N − IN)⊗ Im

)
yss (7-23a)

pss =
(
( 1
N
1N×N − IN)⊗ Im

)
yss (7-23b)

We now consider Equation (7-21b), which we can rewrite to

ξss = (Qd − 1
N
Qa)−1Qa

(
1
N
1N×N ⊗ Im

)
yss (7-24)

and substituting this in Equation (7-21a) then yields

(A−BK)xss = −BH(Qd − 1
N
Qa)−1

(
Qa

(
1
N
1N×N ⊗ Im

)
yss + b

)
(7-25)

Pre-multiplying both sides with C(A−BK)−1 then leads to

yss =
(
Qd − 1

N
Qa

)−1
( 1
N
Qa (1N×N ⊗ Im) yss + b) (7-26)

which, after some rewriting, leads to

yss =
(
Qd − 1

N
Qa

(
(1N×N + IN)⊗ Im

))−1
b = y? (7-27)

and as such yss = y? implying y(t)→ y? for t→∞.

7-2 Aggregate games with local costs

To get a more general result, this section extends the cost function defined in Equa-
tion (7-1) with a cost dependent on the neighbours of agent v.

θv = θv(yv, {yj}j∈Nv , avgy) (7-28)
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Which, in linear-quadratic form, leads to

θv(yv, {yj}j∈Nv , avgy) = 1
2y
>
v Qd,vyv − y>v bv −

∑
j∈Nv

y>v Qc,v,jyj(t)− y>v Qa,vavgy(t) (7-29)

Taking the derivative with respect to yv and setting it to zero then leads to a best
response similar to those found before.

ȳv =
(
Qd,v − 1

N
Qa,v

)−1
bv +

∑
j∈Nv

Qc,v,jyj(t) +Qa,vavgy(t)
 (7-30)

or in overall terms

ȳ =
(
Qd − 1

N
Qa

)−1
(b +Qcy(t) +Qaavgy(t)) (7-31)

Assumption 7.2. The spectral radius of (Qd − 1
N
Qa)−1Qc is smaller than 1, i.e.

ρ((Qd − 1
N
Qa)−1Qc) < 1.

If we then implement this updating scheme in the system dynamics from Equa-
tion (7-14), we find

ẋ(t) = Ax(t) +Bu(t) (7-32a)

ξ̇(t) = −kξ(t) + k
(
Qd − 1

N
Qa

)−1
(Qcy(t) +Qaz(t)) (7-32b)

q̇(t) = βLp(t) + βLy(t) (7-32c)
ṗ(t) = −αq(t)− αp(t)− βLp(t)− βLy(t) (7-32d)
y(t) = Cx(t) (7-32e)
z(t) = p(t) + y(t) (7-32f)

u(t) = −Kx(t) +H
(

ξ(t) +
(
Qd − 1

N
Qa

)−1
b
)

(7-32g)

Additionally we can rewrite the first order controller approach and find the overall
system dynamics equal to


ẋ
ξ̇
q̇
ṗ

 =


A−BK BH 0ns×ms 0ns×ms

k(Qd − 1
N
Qa)−1(Qc +Qa)C −k 0ms×ms k(Qd − 1

N
Qa)−1Qa

βLC 0ms×ms 0ms×ms βL
−βLC 0ms×ms −αIms −αIms − βL




x
ξ
q
p



+


BH(Qd − 1

N
Qa)−1

0ms×ms
0ms×ms
0ms×ms

 b

(7-33)
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Theorem 7.3. Given Assumption 7.2 and k = blockdiag(k1Im1 , . . . , kNImN ) with
∀v kv > 0 there exists a set of parameters k1, . . . , kN small enough such that the system
defined in Equation (7-33) is stable.

Proof: When analysing the eigenvalues of the system, we follow the exact approach
as in the proof of Theorem 7.3. Consider k→ 0ms×ms , λi → 0 and the Neumann series
and find

v2 − λiC(A−BK)−2BHv2 = Cv1 (7-34)
k(Qd − 1

N
Qa)−1Qa(Cv1 + v4) + k(Qd − 1

N
Qa)−1QcCv1 − kv2 = λiv2 (7-35)

βL(Cv1 + v4) = λiv3 (7-36)
v3 + v4 = 0ms (7-37)

With the first and third equation we find Cv1 = v2−λiC(A−BK)−2BHv2 = −v4 and
as such the second equation leads to

k(Qd − 1
N
Qa)−1Qcv2 − kv2 − λik(Qd − 1

N
Qa)−1QcC(A−BK)−2BHv2 = λiv2 (7-38)

thus, by neglecting the term λik,

k
(
(Qd − 1

N
Qa)−1Qc − Ims

)
v2 = λiv2 (7-39)

Which in view of Assumption 7.2 leads to strictly negative eigenvalues.

7-3 Numerical example

Again we introduce a numerical example to showcase the results found in this chapter.
We take a system of N = 10 agents, similar to that of Section 6-4, but instead with a
graph topology as depicted in Figure 7-2.
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1

2

34

5

6 7

8

9

10

Figure 7-2: The undirected graph of the network system with N = 10 agents used in the
numerical example for the aggregate cost function controller.

The resulting adjacency matrix is equal to

AGc =



0 1 0 0 1 1 1 0 0 0
1 0 1 0 0 0 1 1 0 0
0 1 0 1 0 0 0 1 1 0
0 0 1 0 1 0 0 0 1 0
1 0 0 1 0 1 0 0 0 1
1 0 0 0 1 0 1 0 0 1
1 1 0 0 0 1 0 1 0 0
0 1 1 0 0 0 1 0 1 0
0 0 1 1 0 0 0 1 0 1
0 0 0 0 1 1 0 0 1 0



(7-40)

We let the agents follow the same dynamics as in Section 6-4, specifically Equa-
tion (6-53). This results in the same control matrix Kv = [5,−6], control parameter
kv = 1, and gain matrix Hv = −10

3 . For the cost matrices we take a similar approach
with

Qd = 5IN (7-41a)
Qc = 2diag(AGc1N)−1AGc (7-41b)
Qa = 1

N
diag(1, 2, . . . , N) (7-41c)

b = 51N (7-41d)

This results in a Nash equilibrium of
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y? =



1.8670
1.9084
1.9770
2.0243
2.0622
2.1142
2.1308
2.1976
2.2688
2.3233


We again introduce the reference full information control yfi by means of the control

action from Equation (6-56). With the same initial states of xv(0) = [0.8,−0.2]> for
agents 1 through 5, and xv(0) = [0.8, 0.2]> for agents 6 through 10. For the consensus
parameters we take α = 1 and β = 1.

In Figure 7-3 we find the resulting transient response of agent 1, and the rms-error
of all agents.

Figure 7-3: Response of a networked game of N = 10 agents, subject to linear state-space
dynamics whilst aiming to minimize a linear-quadratic aggregate cost function by means of a
local first order reference control law with state feedback. The left panel shows the transient
response of agent 1 (red solid line), as well as its Nash equilibrium (black dotted), and the full
information control (blue dashed). The right panel depicts the sum of the errors of all agents
with respect to the Nash equilibrium (red solid line) as well as the error in case of full information
control (blue dashed).
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Chapter 8

Full output estimation: steering to the
Nash equilibrium by means of output

estimation

This chapter will discuss a situation where the individual agents don’t have full infor-
mation about the system, but their cost function does depend on the individual agent
states. This differs from the system of Chapter 7 where we merely discussed aggregate
games with the optional addition of neighbour state dependencies.

In order to obtain information on all individual states, we propose a decentralized
estimation approach where each agent aims to estimate all agent outputs. Since the
agents aim to estimate the true outputs, a proper estimation algorithm leads to a
common estimate of the system outputs. Hence the decentralized estimation can also
be referred to as a full-system consensus where all agents reach a consensus on the
overall output vector.

8-1 Decentralized Estimation

For the decentralized estimation approach we introduce in this chapter, it is assumed
that all agents construct a certain vector containing the overall system outputs. For
this to work across all individual agents there must be a certain agreement on the agent
numbering. This means that if the agents discuss for example the fourth entry of the
estimation vector, they all talk about the same output of the same agent. However,
this is the only global information required for this approach and can be agreed upon
beforehand.

The goal of the decentralized estimation approach is for each agent to reach an
accurate estimation of all agent outputs y. With the estimation of agent v defined as
zv this leads to zv(t)→ y(t?) for t→∞ similar to Theorem 4.2.

We once more define an undirected communication graph Gc(V , Ec) following As-
sumption 4.1. Again the Laplacian matrix LGc is defined as in Equation (4-4). If we
followed the same approach as in general consensus methods we would find an estima-
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tion approach for agent v equal to:

żv(t) = −
∑
j

lv,jzj(t) (8-1)

However this approach implies that agent v updates his belief on output yv. Since agent
v has full access to his own output this output should not be part of his estimation
algorithm. Therefore we extend the algorithm such that the v-th entry of żv remains
zero, i.e.:

żv(t) = −(IN − eve
>
v )
∑
j

lv,jzj(t) (8-2)

We now define the vector containing all agent beliefs as z = [z>1 , . . . , z>N ]> and find
the overall estimation algorithm as

ż(t) = −LGc,estz(t) (8-3)

where

LGc,est =


(IN − e1e

>
1 )l1,1 (IN − e1e

>
1 )l1,2 · · · (IN − e1e

>
1 )l1,N

(IN − e2e
>
2 )l2,1 (IN − e2e

>
2 )l2,2 · · · (IN − e2e

>
2 )l2,N

... ... . . . ...
(IN − eNe

>
N)lN,1 (IN − eNe

>
N)lN,2 · · · (IN − eNe

>
N)lN,N

 (8-4)

We note that LGc,est is simply a reordering of N separate consensus algorithms where
in each of the algorithms one of the agents acts as a sink node. For a Laplacian matrix
with one sink node, e.g. node v, we find that there exists a right eigenpair (0, 1N)
and a corresponding left eigenpair (0, ev). Hence after reordering for LGc,est we find N
unique eigenpairs equal to right eigenpairs (0, 1N ⊗ ei) and left eigenpairs (0, ei ⊗ ei)
for i ∈ {1, . . . , N}. As such we find

lim
t→∞

e−LGc,estt = 1N ⊗ [e1e
>
1 , . . . , eNe

>
N ] (8-5)

thus z(t)→ 1N ⊗ y(0) for t→∞ with zv(0) = ev ⊗ y(0).
With this newly constructed Laplacian matrix we can follow the same procedures

as in Chapter 4, ultimately resulting in

[
q̇(t)
ṗ(t)

]
=
[
0N2×N2 βLGc,est
−αIN2 −αIN2 − βLGc,est

] [
q(t)
p(t)

]
+
[
βLGc,est
−βLGc,est

]
Gy(t) (8-6a)

z(t) = p(t) +Gy(t) (8-6b)

with G = blockdiag(e1, . . . , eN).

Theorem 8.1. The decentralized estimation algorithm proposed in Equation (8-6)
yields z(t)→ 1N ⊗y(t?) for t→∞ if ∃t? > 0 such that for t > t? we find y(t) = y(t?).
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Proof: In view of LGc and LGc,est having similar properties, the proof for Theorem 8.1
follows the same reasoning as Theorem 4.2. Hence by setting the steady-state deriva-
tives to zero, q̇ss = ṗss = 0N2 , we find qss = −pss and LGc,estpss = −LGc,estGy(t?), as
such

qss = −
 N∑
j=1

(1N ⊗ ej)a>j − IN2

Gy(t?) (8-7a)

pss =
 N∑
j=1

(1N ⊗ ej)a>j − IN2

Gy(t?) (8-7b)

zss =
N∑
j=1

(1N ⊗ ej)a>j Gy(t?) (8-7c)

with arbitrary vector aj.
Additionally, by defining q̄(t) = q(t) − qss, p̄(t) = p(t) − pss and ȳ(t) = y(t) −

y(t?) = 0N we again obtain the transformed dynamics[ ˙̄q(t)
˙̄p(t)

]
=
[
0N2×N2 βLGc
−αIN −αIN − βLGc

] [
q̄(t)
p̄(t)

]
(8-8)

with N right-eigenpairs equal to(
λi,

[
v1,i
v2,i

])
=
(

0,
[

1N ⊗ ei

−1N ⊗ ei

])
(8-9)

and N left-eigenpairs of (
λi,

[
w1,i
w2,i

])
=
(

0,
[
ei ⊗ ei

0N

])
(8-10)

which for t→∞ then results in

p̄(t) = −
N∑
i=1

(
(1N ⊗ ei)(ei ⊗ ei)>q̄(0)

)
(8-11a)

= −
N∑
i=1

(1N ⊗ ei)(ei ⊗ ei)>
 N∑
j=1

(1N ⊗ ej)a>j − IN2

Gy(t?)
 (8-11b)

= −
N∑
i=1

(
(1N ⊗ ei)(ei ⊗ ei)>(1N ⊗ ei)a>i − (1N ⊗ ei)(ei ⊗ ei)>

)
Gy(t?) (8-11c)

= −
N∑
i=1

(
(1N ⊗ ei)a>i − (1N ⊗ ei)(ei ⊗ ei)>

)
Gy(t?) (8-11d)

It is known that p̄(t)→ 0N2 for t→∞, hence we find ai = ei ⊗ ei. Going back to the
set of steady state equalities, we find that
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zss =
N∑
j=1

(1N ⊗ ej)(ej ⊗ ej)>Gy(t?) (8-12)

=
N∑
j=1

(1N ⊗ ej)e>j y(t?) (8-13)

= (1N ⊗ IN)y(t?) (8-14)
= 1N ⊗ y(t?) (8-15)

The notions of convergence and stability are analogous to those of Chapter 7, where
we replace LGc with LGc,est.

With this estimation method we have access to all outputs, even if the game graphs
is not fully encompassed by the communication graph, i.e. Eθ 6⊆ Ec. Therefore we can
still consider games where the cost function has the form

θv(yv,y−v(t)) = 1
2y
>
v Qd,vyv − y>v bv −

∑
j 6=v

y>v Qc,v,jyj(t) (8-16)

We construct Qd as in Equation (6-14) but follow a different structure for Qc. Since
Qc is not related to y but instead to z from Equation (8-6), we find

Qc = blockdiag(Qc,1, Qc,2, . . . , Qc,N) (8-17)

where

Qc,v =
[
Qc,v,1 Qc,v,2 · · · Qc,v,v−1 0 Qc,v,v+1 · · · Qc,v,N

]
(8-18)

Following a similar approach to the one in Chapter 6, this ultimately results in the best
responses equal to

ȳ(t) = Q−1
d (b +Qcz(t)) (8-19)

We combine the results from Equation (8-6) and Equation (7-15), with L = LGc,est⊗Im
and find


ẋ
ξ̇
q̇
ṗ

 =


A−BK BH 0ns×m2

s
0ns×m2

s

kQ−1
d QcGC −k 0ms×m2

s
kQ−1

d Qc

βLGC 0m2
s×ms 0m2

s×m2
s

βL
−βLGC 0m2

s×ms −αIm2
s
−αIm2

s
− βL




x
ξ
q
p



+


BHQ−1

d

0ms×ms
0m2

s×ms
0m2

s×ms

 b (8-20)
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8-2 Numerical example

To conclude this section we revisit the numerical example from Section 6-4 and Sec-
tion 7-3. Where we take the game graph topology as AGθ = (1N1>N − IN) and the
communication topology equal to that of Equation (7-40). We once more set

Qd = 5IN (8-21a)
Qc = 2diag(AGθ1N)−1AGθ (8-21b)
b = 51N (8-21c)

and take the same initial state values. For the consensus parameters we take α = 1
and β = 2. With the system being equal to that of Section 6-4 (with the exception of
AGc), we find the same Nash equilibrium, being y? = 5

31N . Also due to this similarity
we will include the results shown in Figure 6-2, referred to as yref . This leads to the
following figure, Figure 8-1:

Figure 8-1: Response of a networked game of N = 10 agents, subject to linear state-space
dynamics whilst aiming to minimize a linear-quadratic cost function with limited communication
by means of a local first order reference control law with state feedback. The left panel shows
the transient response of agent 1 (red solid line), as well as its Nash equilibrium (black dotted),
and the full information control (blue dashed). The right panel depicts the sum of the errors of
all agents with respect to the Nash equilibrium (red solid line) as well as the error in case of full
information control (blue dashed).
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Part III

Case study: applying the main results
on an illustrative wind farm model
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Chapter 9

Wind farm case study: implementing
the main results on an illustrative

example

As an illustrative case study to demonstrate the results found in this research, we will
discuss the dynamics and power generation of a wind turbine farm. The wind farm
consists of multiple pitch controlled turbines [18], [19], of which the power generated
depends on the wind speed and pitch angle of the turbine blades [20], [21]. This chapter
will go into details of power generated and the dynamics of the individual turbines. A
desired operating state will be defined by determining the power generated and the
stresses on the system. The model will be linearised around this operating point, and
the system dynamics will be modelled accordingly. In the last section of this chapter
we provide a few design goals and propose multiple cost functions that aim to fulfil
these goals.

9-1 Power model: finding the desired turbine operating state

This section will provide insights into the power model of the wind turbines. We do
so by introducing a certain power coefficient dependent on the blade pitch and angular
velocity of the turbine blades, Cp(ψ, ω). We find the generated power as

Pwt = 1
2ρAv

3Cp(ψ, ω) (9-1)
where ρ is the air density, A = πR2 the area swept by the turbine blades with blade
length R, and v is the incoming wind speed.

Using the coefficient equation from [20], [22] as a basis, we find values for Cp(ψ, ω)
calculated as

Cp(ψ, ω) = 0.5176 (116Ω(ω)− 0.4ψ − 5) e−21Ω(ω) + 6.8 · 10−3ωR

v
(9-2)

with
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Ω(ω) = v

ωR + 0.08ψv −
0.035
ψ3 + 1 (9-3)

With an incoming wind speed of v = 15m/s, blade length R = 55m, and air density
ρ = 1.225kg/m3, this results in the surface plot shown in Figure 9-1.

Figure 9-1: Left: Power coefficient Cp(ψ, ω) as a function of pitch angle ψ and angular velocity
ω. The solid grey line denotes the angular velocity that maximizes the power coefficient given a
certain blade pitch. Right: Maximizing angular velocity ω and power coefficient Cp(ψ, ω) as a
function of pitch angle ψ.

Given a certain blade pitch ψ, we find an angular velocity that maximizes the power
coefficient as depicted in Figure 9-1 (left). The resulting angular velocities and power
coefficients are shown in Figure 9-1 (right).

Each of the turbines has a certain trade-off between maximizing the generated power
and minimizing the stress on the system. Seeing how the incoming power is proportional
to the the wind speed cubed, ∝ v3, we base the mechanical strain of the system on the
angular velocity cubed, ω3

opt. Furthermore the power generated is of interest, Cp,opt, as
well as the ratio between angular velocity and power generated Cp,opt

ωopt
. We normalize the

angular velocity and power coefficient by dividing them with their maximum values,
C̄p,opt = Cp,opt

Cp,opt,max
, ω̄opt = ωopt

ωopt,max
and find the trade-off function:

tradeoff = w1
C̄p,opt
ω̄opt

+ w2C̄p,opt − w3ω̄
3
opt (9-4)

We take arbitrary values for the trade-off weights; w1 = 1.5, w2 = 0.5, w3 = 1.2. As
a result the desired pitch angle, angular velocity and power coefficient are equal to

ψdes = 12.78◦ (9-5a)
ωdes = 1.82 rad/s (9-5b)

Cp,des = 0.213 (9-5c)
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Ultimately we possibly want to control the turbines by providing a reference power,
where the blade pitch and angular velocity change according to Figure 9-1 (right). We
linearise around the desired states and find

ω(ψ) = ωdes − 0.076(ψ − ψdes) (9-6a)
Cp(ψ) = Cp,des − 0.014(ψ − ψdes) (9-6b)

In view of Equation (9-1), the given values for the parameters, and by introducing
Pwt,des = 1

2ρAv
3Cp,des = 4.185 · 106W we find

Pwt(ψ) = 1.965 · 107Cp(ψ) = Pwt,des − 2.75 · 105(ψ − ψdes) (9-7)

Hence, given a reference power P̄wt we find the reference blade pitch and angular ve-
locities:

ψ̄(P̄wt) = ψdes − 15.218 P̄wt − Pwt,des
Pwt,des

(9-8a)

ω̄(P̄wt) = ωdes + 1.157 P̄wt − Pwt,des
Pwt,des

(9-8b)

And given a turbine state (ψ, ω) we find the ideal power by again linearising around
the desired state:

Pwt(ψ, ω) = 1
2ρAv

3Cp(ψ̄, ω̄) (9-9a)
= 1

2ρAv
3
(
Cp,des − 0.014(ψ − ψdes) + 4.15 · 10−4(ω − ωdes)

)
(9-9b)

= Pwt,des − 2.75 · 105(ψ − ψdes) + 8.15 · 103(ω − ωdes) (9-9c)

9-2 Turbine dynamics: defining the turbine state-space model

With the desired operating point of the turbine defined, we can discuss the turbine
dynamics around this point. We view the pitch dynamics and angular dynamics as two
separate systems, defined as

Jωω̇ + cωω = cωωdes + Tω (9-10a)
Jψψ̈ + cψψ̇ = Tψ (9-10b)

where Tψ and Tω are the control torques that aim to steer the turbine to its desired
state, where cωωdes accounts for the steady state offset of Tω. We define δψ = ψ−ψdes,
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δω = ω − ωdes, and find

ω̇ψ̇
ψ̈

 =

−
cω
Jω

0 0
0 0 1
0 0 − cψ

Jψ


δωδψ
ψ̇

+


1
Jω

0
0 0
0 1

Jψ

 [Tω
Tψ

]
(9-11a)

Pwt =
[
8.15 · 103 −2.75 · 105 0

] δωδψ
ψ̇

+ Pwt,des (9-11b)

where we additionally take Jω = 6.3·106kgm2 ([21]), Jψ = .01Jω, and cω = 1·103kgm2/s,
cψ = 100kgm2/s. This leads to the following dynamics:

ω̇ψ̇
ψ̈

 =

−1.587 · 10−4 0 0
0 0 1
0 0 −1.587 · 10−3


δωδψ
ψ̇

+

1.587 · 10−7 0
0 0
0 1.587 · 10−5

 [Tω
Tψ

]

(9-12a)

Pwt =
[
8.15 · 103 −2.75 · 105 0

] δωδψ
ψ̇

+ 4.185 · 106 (9-12b)

which can be represented with the following state-space system:

ẋ = Ax+Bu (9-13a)
y = Cx (9-13b)
P = Dy + d (9-13c)

with x = [δω, δψ, ψ̇]>, y = [δω, δψ]>, and u(y, P ) = [Tω, Tψ]>. And with:

A =

−1.587 · 10−4 0 0
0 0 1
0 0 −1.587 · 10−3

 (9-14a)

B =

1.587 · 10−7 0
0 0
0 1.587 · 10−5

 (9-14b)

C =
[
1 0 0
0 1 0

]
(9-14c)

D =
[
8.15 · 103 −2.75 · 105

]
(9-14d)

d = 4.185 · 106 (9-14e)

9-3 Turbine wake: power losses due to wind disturbances

The model from Equation (9-12) describes a singular, isolated wind turbine. However
when discussing the power output of a wind farm, the turbines have a certain influence
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on the aerodynamics. In fact, each turbine generates a wake in which the wind proper-
ties are less favourable (reduced wind speed, increased turbulence). As an illustration,
a depiction of such a wake and the resulting loss of potential power can be seen in
Figure 9-4.

Figure 9-2: The wake generated by a wind turbine. The wind direction is from left to right, the
turbine (grey line) disturbs the air flow and results in a decrease of potential power.

To model this loss of power we define an efficiency factor η ∈ R with 0 < η < 1. In
practice this term is a function of the power generated by the turbine, where an increase
in power generated results in an increase of wind disturbance [23], [24]. However we
discuss this as a fixed parameter in view of the otherwise high complexity. As such the
dynamics of an individual turbine v will be

ẋv = Avxv +Bvuv (9-15a)
yv = Cvxv (9-15b)
Pv = ηv (Dvyv + dv) (9-15c)

Due to this loss of efficiency, we note that the turbines can no longer operate at
their desired state with ψ = ψdes, ω = ωdes, and Pwt = Pwt,des.
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As stated, the efficiency factor is a function of the power generated by the turbine.
The more power the turbine generates, the higher the influence of the turbine on the
wind flow. This causes more turbulence and as a result decreases the potential of
the neighbouring turbines in its wake. In the following section we introduce cross-
turbine cost functions to compensate for this behaviour, without the need for explicit
information about the aerodynamics around the turbine.

9-4 Cross-turbine interactions: defining cost functions to reach
global wind farm goals

The overarching goal of the wind farm is to have each of the N turbines operate under
favourable conditions whilst still reaching a desirable power output. We first define a
cost function that aims to even out all power generated by the individual wind turbines.
This ensures that the turbines do not operate selfishly and as a result stubbornly stay
at their desired angular velocity and pitch angle, yv = yv,des. The idea is for the turbines
with most favourable conditions to lower their power output such that the neighbouring
turbines have more power potential (in practice; not modelled here).

Equalizing individual power outputs
With the goal of having each of the turbines operate under similar conditions, we

propose local cost functions that steer the powers generated to a global average. These
functions are dependent on the neighbours of the turbines, and keep the local desired
state in mind. We propose the following cost function:

θv(yv, Pv, P−v) = θ1,v(yv) + θ2,v(yv, Pv, P−v) (9-16)

where the first function θ1,v(yv) aims to minimize the local cost of operating around
the desired sate. The second cost function θ2,v(yv, Pv, P−v) ensures that the individual
turbines cooperate in their power generation. If one of the turbines generates most of
the power compared to the other turbines, this function aims to reduce its output.

We define a linear-quadratic form of the cost function from Equation (9-16) as:

θv(yv, Pv, P−v) = 1
2y
>
v Qd,vyv −

∑
j∈Nv

(Dvyv)>Fc,v,j(Pj − Pv) (9-17)

Since the value for ηv is not explicitly known we do not know the relation between yv
and Pv. As such we will take Pv as a given value and determine the derivative of the
cost-function with respect to yv alone. This leads to a best response of:

ȳv = Q−1
d,v

∑
j∈Nv

D>v Fc,v,j(Pj − Pv) (9-18)

We take D = blockdiag(D1, · · · , DN) and define
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Qd =


Qd,1 0 0 · · · 0

0 Qd,2 0 · · · 0

0 0 Qd,3 · · · 0

... ... ... . . . ...
0 0 0 · · · Qd,N

 , Fc =


0 Fc,1,2 Fc,1,3 · · · Fc,1,N

Fc,2,1 0 Fc,2,3 · · · Fc,2,N
Fc,3,1 Fc,3,2 0 · · · Fc,3,N
... ... ... . . . ...

Fc,N,1 Fc,N,2 Fc,N,3 · · · 0


(9-19)

and find the best overall response with P = [P1, . . . , PN ]> of

ȳ = Q−1
d D>FcP −Q−1

d D>diag(Fc1N)P (9-20a)
= Q−1

d D> (Fc − diag(Fc1N))P (9-20b)
= Q−1

d QcP (9-20c)

With Qc = D> (Fc − diag(Fc1N)). Furthermore we find the Nash equilibrium of
the cost function by taking the optimum power as P ? = η (Dy? + d) with η =
diag(η1, . . . , ηN) and d = [d1, . . . , dN ]>. Thus we find

y? = Q−1
d Qcη (Dy? + d) (9-21)

By isolating the y? terms we find:

y? = (Qd −QcηD)−1Qcηd (9-22)

Reaching a global power goal
The function from Equation (9-16) causes the turbines to operate under similar

power outputs whilst not diverging too far from their own desired state. However, the
outcome of the cost function does not consider the total power generated. Instead the
focus is on the power differences between turbines. When the wind farm has a certain
desired amount of total power, say ∑i∈{1,...,N} Pi = Pnet, the previous cost function will
not provide guarantees that this goal is met. This leads us to the following aggregate
cost function:

θv(yv, Pv, avgP ) = 1
2y
>
v Qd,vyv − (Dvyv)>Fa,v

(
1
N
Pnet − avgP

)
(9-23)

With this cost function the turbines still consider their own desired operating point
whilst also aiming to reach the overarching power goal. Again, we consider the relation
between output power Pv and state output yv to be unknown. As such we take the
derivative with respect to yv and set it to zero. Doing so will yield us the following
overall best response:

ȳ = Q−1
d D>Fa1N

(
1
N
Pnet − avgP

)
(9-24a)

= Q−1
d Qa1N

(
1
N
Pnet − avgP

)
(9-24b)
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with Fa = diag(F1, . . . , FN) and Qa = D>Fa. We take the optimum power as P ? =
η (Dy? + d) and find the Nash equilibrium as:

y? = Q−1
d Qa1N

(
1
N
Pnet − avg (η (Dy? + d))

)
(9-25a)

= Q−1
d Qa1N

(
1
N
Pnet − 1

N
1
>
Nη (Dy? + d)

)
(9-25b)
(9-25c)

By isolating the y? terms we get:

y? =
(
NQd +Qa1N1

>
NηD

)−1
Qa1N

(
Pnet − 1

>
Nηd

)
(9-26)

We note that this cost function will simply distort all turbines from their desired
state by equal amounts. As a result the most efficient turbine accounts for most of
the power demand, which is undesirable. This motivates the following aggregate cost
function with local cost:

θv(yv, Pv, P−v, avgP ) = 1
2y
>
v Qd,vyv − (Dvyv)>Fa,v

(
1
N
Pnet − avgP

)
−
∑
j∈Nv

(Dvyv)>Fc,v,j(Pj − Pv) (9-27)

With a best response of:

ȳ = Q−1
d Qa

(
1
N
1NPnet − avgP

)
+Q−1

d QcP (9-28)

and a Nash equilibrium of:

y? =
(
NQd −NQcηD +Qa1N1

>
NηD

)−1 (
NQcηd +Qa1N

(
Pnet − 1

>
Nηd

))
(9-29)

Combining both approaches from Equation (9-17) and Equation (9-23), this function
considers the selfish goal to operate at the desired state, the cost on generating a
disproportionate amount of power compared to the turbine’s neighbours, as well as the
global power demand.

9-5 Results: turbine performances in a static case

This section will discuss the results given values for the cost functions. Specifically we
need to set values for the efficiencies ηv, local costs Qd,v, the cross-agent costs Fc,v,j and
the cost on the total power output Fa,v. To do so we will first define the wind farm
topology. We take N = 10 homogenous turbines which are subject to the following
communication graph:
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T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

Figure 9-3: Communication graph topology of the wind farm with N = 10 turbines (nodes T1
to T10) and communication links (edges).

We take the wind direction in Figure 9-3 from left to right. This results in the graphical
representation of the collective wind wake depicted in Figure 9-4.

Figure 9-4: The wake generated by the wind farm. The wind direction is from left to right, the
turbines (grey lines) disturb the air flow and result in a decrease of potential power.

We use this resulting wake and find a set of efficiency factors ηv equal to:

ηT1 = 1
ηT2 = 1
ηT3 = 0.8906
ηT4 = 0.8609

ηT5 = 0.8339
ηT6 = 0.7721
ηT7 = 0.7177
ηT8 = 0.7965

ηT9 = 0.7741
ηT10 = 0.6820
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From the communication graph we also obtain the row-stochastic adjacency matrix,
equal to

AGc =



0 0 1 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0
1 0 0 0 0 1 1 0 0 0
0 1 0 0 0 0 1 1 0 0
0 0 1 1 0 0 0 0 1 0
0 0 0 1 1 0 0 0 1 1
0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 1 0 0



(9-30)

For the cost matrices we take Qd,1 = · · · = Qd,N = diag(50, 100), Fc,v,j = 0.01d−1
v

for all j ∈ Nv and zero otherwise, Fa,v = d−1
v , and Pnet = 1.1 · 1>Nd. Note that with

d1 = · · · = dN it holds that Fc = 0.01d−1
v AGc . We define the following four cost

functions as introduced in the previous section:

θ1 = 1
2y
>
v Qd,vyv (9-31a)

θ2 = 1
2y
>
v Qd,vyv −

∑
j∈N

(Dvyv)>Fc,v,j(Pj − Pv) (9-31b)

θ3 = 1
2y
>
v Qd,vyv − (Dvyv)>Fa,v

(
1
N
Pnet − avgP

)
(9-31c)

θ4 = 1
2y
>
v Qd,vyv − (Dvyv)>Fa,v

(
1
N
Pnet − avgP

)
−
∑
j∈Nv

(Dvyv)>Fc,v,j(Pj − Pv) (9-31d)

With the Nash equilibria as defined in Equation (9-22), Equation (9-26), and Equa-
tion (9-29) for θ2, θ3 and θ4 respectively. As a result we obtain the output powers as
depicted in Figure 9-5.
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Figure 9-5: Output powers for the wind farm as a result of the Nash equilibria solving Equation (9-
31), for θ1 (red cross), θ2 (green square), θ3 (black dot), θ4 (blue circle).

From Figure 9-5 we note that indeed introducing the cross terms by means of Fc
(green square) results in the output powers tending more to the average powers com-
pared to a selfish approach (red cross). Furthermore the system indeed increases the
overall power generated to reach the global power goal Pnet. We find the divergence of
the sum of output powers for cost functions θ3 and θ4 equal to:

1
>
NPθ3 − Pnet

Pnet
= −1.6008 · 10−3

1
>
NPθ4 − Pnet

Pnet
= −1.6614 · 10−3

This error in power is sufficiently small, but can be decreased even further by increasing
the values of Fa,v. We keep the earlier mentioned values in view of the already low error
rate. With the Nash equilibria having desired values, we can introduce the dynamics
to the system and discuss the convergence rates of the different cost functions.

9-6 Results: convergence to the equilibrium in a dynamic case

In this section we add the system dynamics to the model and aim to steer the turbines
to the Nash equilibria. First we will define the state-feedback matrices Kv that aim
to stabilize the individual turbine dynamics. As defined in Section 9-2, the state-space
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matrices are equal to:

Av =

−1.587 · 10−4 0 0
0 0 1
0 0 −1.587 · 10−3

 (9-32a)

Bv =

1.587 · 10−7 0
0 0
0 1.587 · 10−5

 (9-32b)

By taking

Kv =
[
5 · 106 0 0

0 5 · 104 2 · 105

]
(9-33)

the system will be stabilized with eig(Av − BvKv) ∈ (−2.9022,−0.2734,−0.7937). We
take the efficiency coefficients and cost functions as defined in Section 9-5. We note that
for the cost function in Equation (9-31a) the input torques are set to zero; ȳ = 02N .
Furthermore, for Equation (9-31b) we use the model in Figure 6-1 with Equation (9-20),
for Equation (9-31c) we use Figure 7-1 with Equation (9-20). Lastly for Equation (9-
31d) we use a combination of Figure 6-1 and Figure 7-1 as mentioned in Section 7-2.

For the control parameters kv we use k1,v = 2 · 10−2 for Equation (9-31a), k2,v =
2 ·10−2 for Equation (9-31b), k3,v = 3 ·10−3 for Equation (9-31c), and k4,v = 2 ·10−3 for
Equation (9-31d). Furthermore we set the consensus parameters α = 200 and β = 100.
This yields the following transient responses of the powers generated by the individual
turbines:

Figure 9-6: Powers generated by wind turbines T1 and T2 as labelled in Figure 9-3 with the
cost functions as defined in Equation (9-31), specifically θ1 (blue dotted), θ2 (red dash-dotted),
θ3 (yellow dashed), and θ4 (purple solid).
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Figure 9-7: Powers generated by wind turbines T3 through T8 as labelled in Figure 9-3 with the
cost functions as defined in Equation (9-31), specifically θ1 (blue dotted), θ2 (red dash-dotted),
θ3 (yellow dashed), and θ4 (purple solid).
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Figure 9-8: Powers generated by wind turbines T9 through T10 as labelled in Figure 9-3 with the
cost functions as defined in Equation (9-31), specifically θ1 (blue dotted), θ2 (red dash-dotted),
θ3 (yellow dashed), and θ4 (purple solid).

As another metric to represent the results, we introduce the RMS error of the
turbines. With P (t) as the power vector at a given time t, and P ? as the power
resulting from the Nash equilibrium of the cost functions from Equation (9-31), the
RMS error is given by:

εRMS =
√

1
N

(P (t)− P ?)>(P (t)− P ?) (9-34)
We apply this error function on the transient power responses as a result of cost func-
tions from Equation (9-31). These results are shown in Figure 9-9.
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Figure 9-9: RMS error as defined in Equation (9-34) of the turbines from Figure 9-3 subject to
the cost functions from Equation (9-31). With the optimal powers P ? as shown in Figure 9-5.

As can be seen from Figures 9-6 to 9-9, the turbines asymptotically reach the Nash
equilibrium. As such the trade-off between generating power and reducing stresses
on the turbines is down to the tuning of the cost function parameters. The initially
complex system of the wind farm is reduced to the design of interpretable cost function
matrices for the individual turbines.
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Conclusion and recommendations
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Chapter 10

Discussion

This chapter will briefly discuss the findings from this research. In the previous chapter
we provided numerical results for the proposed controllers. These results are quite
promising when compared to the ideal cases, seeing how the controllers have only a
slightly slower convergence rate. With these findings complex problems can be solved
simply by tuning insightful cost function parameters. This can be observed in the
wind farm case study from Chapter 9, where an increase of Qd,v leads to a more selfish
approach whereas a decrease leads to a cooperative networked system.

The results from Part II also are as expected, where the systems subject to more
general assumptions (hence systems with less ideal circumstances) have a higher settling
time.

However, proofs for the convergence rate are left as a future study. Without these
proofs there might be certain system dynamics or cost function models in which the
controllers function poorly. This problem arises specifically when it comes to the design
of control parameter k, seeing how merely the existence of an appropriate k is discussed
and not how to design k.

Furthermore the results are not tested in practice, where the addition of noise or
information distribution limitations might pose difficulties. We left these topics out of
the scope of this research, seeing how it mostly applies to decentralized consensus and
estimation methods.
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Chapter 11

Conclusion

In this thesis we discussed the problem of steering a multi-agent game to its Nash equi-
librium given that the individual agents are subject to intrinsic dynamics; we defined
this problem in Chapter 5. Given the problem definition, in Chapter 6 we started with
the initial assumption that all agents have access to the outputs of the agents directly
influencing its cost function. We provided a first order reference controller that, using
the outputs from the relevant agents, steers all agents to their Nash equilibrium. Sta-
bility and convergence proofs were given and a numerical example was done. From the
numerical example, Section 6-4 Figure 6-2, we can conclude that the reference controller
performs quite well compared to a direct steering to the Nash equilibrium. However,
due to each subsystem reacting on the (non-optimal) output of the other systems, the
system is subject to a higher overshoot and settling time. It is expected that the system
performs worse than a direct steering to the Nash equilibrium, seeing how the latter is
an ideal but unrealistic approach.

Chapter 7 dropped the assumption that all agents have access to the outputs that
influence their cost function. Instead an aggregate game was introduced, this game
consists of cost functions that are based on the average of all outputs. For this we
needed to include a continuous time consensus algorithm, as introduced in Chapter 4.
We introduced a controller for this problem and provided stability and convergence
proofs. We did not include a numerical example for this case, instead we extended
the problem by adding local costs to the neighbouring agents. As a result we find a
cost function that is dependent directly on the agent output, the neighbouring outputs,
and the average of all outputs. We again proved the stabilizability of this new system,
and due to the system being analogous to the two preceding systems its convergence is
implied. For this extended aggregate game we added a numerical example. Reviewing
Section 7-3 Figure 7-3 we can compare the controller from to the full information
control. We see that both converge to the Nash equilibrium given enough time. The
transient response of the proposed controller is slower than that of the full information
control, which is to be expected due to the delays introduced by the consensus algorithm
as well as the convergence speed of the best response to the Nash equilibrium.

To extend these findings even further in Chapter 8, we revisit the cost function from
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Chapter 6 but instead we let the cost function also be a function of agents which are
not direct neighbours. For this we introduced a decentralized estimation algorithm. We
provided a convergence proof and found an approach that is similar to that of Chapter 4
as used in Chapter 7. We again included a numerical example Section 8-2, which also
contains the results from Section 6-4 due to the analogous cost function. As can be
seen from Figure 8-1 the convergence rate of the decentralized estimation is slower than
that of the previously found results from Section 6-4. This is to be expected seeing how
the system from Chapter 8 is subject to more limiting assumptions.

Concluding the main results, in Part III Chapter 9 we introduced a case study
of a wind farm with individual wind turbines as agents. After preliminary system
definitions, consisting of power generation models, dynamical models, and cost function
definitions, we end up with a model that can be applied to the main results from Part II.
As can be seen from Figures 9-6 to 9-9, the network reaches its Nash equilibrium. In
other words, applying the relevant controllers from Chapters 6 to 8 the wind farm can
be designed to reach a global power output whilst still aiming to minimize turbine
strains merely by tuning the cost function parameters Qd,v, Fc,v,j and Fa,v.
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Future Challenges

The main results are quite promising, however there are still enough possibilities for
future research. In this chapter we will list some of these future recommendations.

Both the dynamics and cost functions were considered to be linear(-quadratic). Al-
though a system can often be linearised around its operating point, extending these
findings to non-linear systems and games will make the results more generally applica-
ble. Furthermore we did not include constraints on the inputs, states, or outputs. For
both non-linear games and games with constraints, approaches exist to reach the Nash
equilibrium. These approaches could provide beneficial results when aiming to extend
this research to the non-linear/constrained case.

Furthermore it was assumed that all agents had their own local dynamics, and the
only cross-agent interactions exist in the cost functions. This assumption is not too
limiting, and having each agent influence the other agents’ dynamics can lead to rather
complicated systems. However, we still point this one out as a possible follow up study.

A more interesting future research, possibly, is the study of the convergence rates of
these approaches. Mainly the influence of the consensus parameters and the definition
of the upper-bound of the controller parameter k can provide useful results.

In view of the controllers being applied to individual agents, the computation limits
or controller complexity is also an interesting topic; seeing how the full state estimation
from Chapter 8 scales quadratically with the amount of agents.

Lastly, the systems and results are all done for a continuous time case. Hence an
interesting follow up study is that of a discrete time approach, where both the system
and controllers/estimators are represented by a discrete time model.
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Appendix A

Literature review

A-1 Network systems

In this section the concept of network systems will be discussed. Network systems are
distributed systems in which a set of participants (agents) interact with each other [1].
An agent in this system only interacts with a set of other agents, called the neighbour
set. Water distribution systems are an example of network systems, in which the
agents represent the reservoirs and the interaction between agents is done via water
flow through pipes between reservoirs. The set of agents and interaction links can be
described using a graph, and as such the system can be analysed using findings in the
field of graph theory.

Graphs

Graphs are a tool to describe (the interaction within) multi-agent systems; an example
of a graph is depicted in Figure A-1. A graph G(V , E) consists of a set of n nodes
V = {1, 2, . . . , n} and edges E ⊆ V ×V . Furthermore two nodes i and j are neighbours
if {i, j} ∈ E , the set of neighbours of node i will be denoted as Ni.

1 2

3 4
Figure A-1: A graph with 4 nodes and 4 undirected edges.

The graph depicted in Figure A-1 is an example of an undirected graph, in which the
edges have no specific direction. In essence if a graph G(V , E) is undirected, for all
nodes i and j with i, j ∈ V it holds that (i, j) ∈ E if (j, i) ∈ E ; this is denoted as
{i, j} ∈ E where {·, ·} relates to an unordered pair. An example of a directed graph
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(or digraph for short) is shown in Figure A-2. In this example it is clear that an edge
from node 2 to node 4 exists, but not vice versa. Note that undirected graphs can be
considered a subset of directed graphs.

1 2

3 4
Figure A-2: A directed graph with 4 nodes and 6 directed edges.

Connectivity and periodicity

Two important properties of a graph are its connectivity and periodicity. An undirected
graph is connected if for all nodes i and j with i, j ∈ V there exists a path from node
i to node j, as stated in [25]. Meaning that there is a way to traverse any number of
edges to end up on node j, starting from node i. A digraph is strongly connected if for
all nodes i and j with i, j ∈ V there exists a directed path from node i to node j. It is
weakly connected if the undirected version of the digraph is connected. Furthermore,
a node i is called a globally reachable node if there exists a path from any other node
to node i. Note that for a strongly connected digraph all nodes are globally reachable
nodes.

A strongly connected digraph is said to be periodic if the lengths of all cycles (a path
starting and ending on the same node) have a common divisor greater than 1. For
example, a graph containing only one cycle of any length (larger than 1) is considered
periodic. Furthermore a graph containing cycles of, for example, length 6 and 9 is
considered periodic since their common divisor is equal to 3. Self-loops are a special
type of cycle with length 1. Therefore if any self-loop is present, the resulting graph is
aperiodic.

In- and out-degree

The in-degree (out-degree) of a node is equal to the number of ingoing (outgoing) edges
of that node [1] [25]. For an undirected graph, the in- and out-degree of the nodes are
equal (since every ingoing edge is also an outgoing edge). A weighted graph is a graph
where the edges have a set weight, in this case the in- and out-degree are equal to the
sum of ingoing and outgoing edge weights respectively. If the out-degree of a node is
equal to zero (and the in-degree is non-zero), then the node is called a sink. Similarly,
if the in-degree of a node is zero (and its out-degree is non-zero), then the node is called
a source. Any graph containing either sinks or sources is not strongly connected.
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Condensation digraphs

The subgraph of a graph G(V , E) is a graph G ′(V ′, E ′) for which it holds that V ′ ⊆ V and
E ′ ⊆ E . In essence, the subgraph of a graph G is a selection of nodes and edges from G. A
strongly connected component of graph G is the subgraphH which is strongly connected
and any other subgraph of G which strictly contains H is not strongly connected.
For a weekly connected digraph G(V , E), a condensation graph C(G) can be defined.
This condensation graph is a graph which replaces all strongly connected subgraphs of
G with a single node. An example of a condensation graph and the original digraph is
depicted in Figure A-3.

1
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a

b

c

d

e

Figure A-3: Example of a condensation digraph with 5 strongly connected components.

Adjacency matrix

A way to algebraically represent the connections between nodes and edges of a (di)graph
is by means of the adjacency matrix. For a graph G(V , E) with n nodes, the adjacency
matrix A ∈ R

n×n
≥0 is zero-valued at index (i, j) if edge (i, j) /∈ E . Otherwise the value

at index aij is equal to the weight of the relevant edge (with unweighted graphs having
edge weights of 1). For undirected graphs, the adjacency matrix is symmetric.

The adjacency matrix can also be used to determine the two important graph properties;
the connectivity and periodicity. The in-degree of a node is equal to din,i = e

>
i A
>
1n,

with 1n denoting the one-valued vector of size n and ei the vector of size n which is equal
to one at index i and zero otherwise. If the in-degree of a node equals one for every
node i, the adjacency matrix is said to be column-stochastic. Likewise, the out-degree
is equal to dout,i = e

>
i A1n with the matrix being row-stochastic if dout,i = 1, ∀i ∈ V .
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To determine whether a path of length k between nodes i and j exists, again the adja-
cency matrix can be used. In fact, if a path of lenght 2 from node i to node j through
node h exists, it holds that (i, h) ∈ E and (h, j) ∈ E , thus aih > 0 and ahj > 0, resulting
in e

>
i A

2
ej > 0. This can be extended to paths of length k. Concluding, there exists

at least one path of length k between nodes i and j if and only if Ak at index (i, j) is
greater than zero.

Also the connectivity of a graph can be discussed using the adjacency matrix. Since a
digraph is strongly connected if and only if all nodes of the graph are globally reachable,
it suffices to check whether there exists a path of any length from all nodes i to nodes
j. If ∃k such that Ak at index (i, j) ∈ V is greater than zero, then e

>
i

(∑n−1
k=0 A

k
)
ej > 0

is true as well. Therefore, using � and ≺ for component-wise inequalities, a graph is
strongly connected if ∑n−1

k=0 A
k � 0n×n. A matrix fulfilling this condition is called an

irreducible matrix.

An equivalent condition for the irreducibility of a matrix A is that there exists no
permutation matrix P such that

PAP> =
[
Ã11 Ã12
0 Ã22

]
(A-1)

hence the irreducible matrix A cannot be reduced to a block-triangular form.

Now consider a graph G(V , E) which is strongly connected and aperiodic. Due to the
aperiodicity the cycles in the graph do not have a common divisor greater than one.
For high enough k there exists a path from node i to node j of length k, as well as a
path-length of k + 1 and so on. Concluding, ∃k∗ ∈ {1, . . . , n} such that Ak � 0n×n,
∀k ≥ k∗. Matrix A is called a primitive matrix, also note that a primitive matrix is by
definition irreducible.

The Perron-Frobenius Theorem for non-negative matrices provides some useful results
on the spectral properties of primitive matrices.

Theorem A.1 (Non-negative matrices). Let A be a matrix such that A ∈ R
n×n
≥0 with

n > 2 then

(i) there exists a λ ∈ R such that λ ≥ |µ| ≥ 0 for all other eigenvalues µ,

(ii) the right and left eigenvectors v and w corresponding to λ can be chosen such that
v, w ∈ Rn≥0,

Theorem A.2 (Irreducible matrices). Let A be a matrix such that A ∈ R
n×n
≥0 with

n > 2 and ∑n−1
k Ak � 0n×n then

(i) λ = ρ(A) and ma(λ) = 1, thus λ is strictly positive and simple,
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(ii) the left and right eigenvectors v and w are additionally unique,

Theorem A.3 (Primitive matrices). Let A be a matrix such that A ∈ Rn×n≥0 with n > 2
and there exists a k? ∈ {0, . . . , n} where Ak � 0n×n, ∀k ≥ k∗ then λ > |µ| for all other
eigenvalues µ.
Proof: see Appendix B and [26].

The adjacency matrix along with its spectral properties prove to be a useful tool in
analysis of discrete-time consensus problems, as discussed in Chapter A-2-1.

Laplacian matrix

The adjacency matrix is a useful tool in the field of discrete time consensus, as will be
discussed in a later chapter. However, for the continuous time consensus another matrix
will be used, the Laplacian matrix. This matrix is constructed from the adjacency
matrix, more specifically L = diag(A1n)−A. In essence, the Laplacian matrix has the
following structure:

lij =

−aij if i 6= j

dout,i if i = j
(A-2)

By design, at least one of the eigenvalues of the Laplacian matrix is equal to zero, with
the corresponding eigenvector being a one-vector, i.e., L1n = 0n.

Analogously to the adjacency matrix, the Laplacian matrix provides useful insights for
continuous-time consensus problems as found in Chapter A-2-2.

Incidence matrix

Another way to represent the topology of the interconnections between nodes and edges
of an undirected graph G(V , E) is by means of the incidence matrix. For a graph with n
nodes and m edges, the incidence matrix B ∈ {−1, 0, 1}n×m can be constructed in the
following manner. First number the edges from 1 to m, then set an arbitrary direction
for the edges. If edge k is an out-going edge of node i set bik = 1, likewise if the edge
is an in-going edge of node j set bjk = −1. Do this for all edges and set the other
values of the incidence matrix B to zero. In the example depicted in Figure A-1, the
edges first need to be numbered and given an arbitrary direction. The resulting graph
is depicted in Figure A-4.
From there the incidence matrix can be constructed, which is equal to

B =


1 1 0 0
−1 0 1 1
0 −1 −1 0
0 0 0 −1

 . (A-3)
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1 2

3 4

1
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4

Figure A-4: An undirected graph example, with arbitrary edge numbering and directions.

Digraphs already have a certain edge direction, therefore the incidence matrix will seem
less arbitrary. For the digraph mentioned in Figure A-2, dependent on edge numbering,
the incidence matrix results in

B =


1 −1 1 −1 0 0
−1 1 0 0 −1 1
0 0 −1 1 1 0
0 0 0 0 0 −1

 . (A-4)

Since the incidence matrix describes the set of edges of a graph, it will be used abun-
dantly in network-decentralized problems such as those found in Chapter A-3.

A-2 Consensus theory

In this section the field of consensus will be discussed based on findings from [1]. In
multi-agent systems consensus on a variable is said to be reached once all participants
reach an agreement on that variable [5]. For example if a grid of sensor nodes measure
the temperature of a city, they’re initially bound to have some differences. In this
system a consensus is reached if all of the nodes reach an equal belief of the temperature.
To reach this consensus, a state update of the form

T+
i =

n∑
j=1

aijTj, s.t.
n∑
j=1

aij = 1 (A-5)

will be introduced as in [1]. In this equation the weight coefficients aij denote the
importance of temperature Tj to the updated temperature T+

i . Note that if node i has
no information about node j, i.e. there is no edge from node i to node j, the weight aij
equals zero. From this updating scheme a graph can be constructed, with its adjacency
matrix being equal to A = [aij].

A-2-1 Discrete-time consensus

The previously mentioned state update equation results in a discrete-time consensus
problem. If we consider the state of node i at time k to be xi(k) and we define the
vector containing all node states as x(k) =

[
x1(k) x2(k) . . . xn(k)

]>
, the previously

mentioned equation results in

J. Postma Master of Science Thesis



A-2 Consensus theory 81

x(k + 1) = Ax(k) (A-6)

with matrix A being a row-stochastic adjacency matrix, as introduced in Chapter A-1.
Consensus is reached if limk→∞ x(k) = 1nx̄, with x̄ being the value all nodes converge
to. Whether the state converges to this value depends on the adjacency matrix, since
limk→∞ x(k) = limk→∞A

kx(0). This converges to 1nx̄ only if limk→∞A
k = 1nw>, with

w being a vector of size n; which is not always the case. In the following sections
the spectral properties of the adjacency matrix, along with conclusions based on the
structure of the graph (periodicity and connectivity), will be discussed.

Strongly connected and aperiodic

In case of a strongly connected and aperiodic directed graph, the row-stochastic adja-
cency matrix A is primitive, i.e. ∃k∗ > 0 such that Ak � 0 for k > k∗. Since the matrix
is row-stochastic, it holds that

A1n = 1n (A-7)

Thus (1, 1n) is an eigenpair of the matrix A. Furthermore, because the matrix is
primitive its dominant eigenvalue λ = 1 is simple [26]. As a result the Jordan normal
form of A can be written as

A = T

[
1 01×(n−1)

0(n−1)×1 Ã

]
T−1, (A-8)

with ρ(Ã) < 1.Therefore this implies that limk→∞ Ã
k = 0(n−1)×(n−1), and as such

lim
k→∞

Ak = T

(
lim
k→∞

[
1k 01×(n−1)

0(n−1)×1 Ãk

])
T−1 = T

[
1 0

0 0

]
T−1. (A-9)

Furthermore defining T = [v1, v2, . . . , vn] and T−1 = [w1, w2, . . . , wn]> it can be seen
from Equation (A-8) that Av1 = v1 and w>1 A = w>1 , thus v1 and w1 are the right and
left dominant eigenvectors. Additionally, since T−1T = In, it must hold that w>1 v1 = 1.
Hence, the adjacency matrix converges to

lim
k→∞

Ak = 1nw
>
1 (A-10)

and also

lim
k→∞

x(k) = lim
k→∞

Akx(0) = 1n

(
w>1 x(0)

)
. (A-11)

Thus a strongly connected and aperiodic row-stochastic graph leads to a consensus
equal to the weighted average of the initial node-states [1]. If on top of that the
adjacency matrix is also column-stochastic (i.e. A>1n = 1n) Equation (A-6) leads to
an averaging consensus with xi(k)→ 1

>
nx(0).
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Weakly connected and aperiodic

Since not all graphs are strongly connected, in this section a weakly connected graph
G(V , E) will be considered. These graphs will be divided in two classes, those containing
one sink and those containing multiple.

One sink
Consider graph G(V , E) containing one sink. Although the graph is by definition weakly
connected, it can still have strongly connected components and as a result there exists
a condensation graph C(G). An example of an aperiodic, weakly connected graph with
strongly connected components can be seen in Figure A-5.

a

b c1

2

3
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8

9

10

11

Figure A-5: Example of a digraph with a strongly connected and aperiodic sink. The edge
weights are chosen such that the out-degree of every node equals one, i.e. the adjacency matrix
is row-stochastic.

Constructing the adjacency matrix for the graph in Figure A-5 yields

A =

Aaa 04×4 04×3
Aba Abb 04×3
Aca 03×4 Acc

 (A-12)

with the adjacency matrices for the strongly connected components equal to

Aaa =


0 1 0 0
0 0 1 0
1
2 0 0 1

2
0 0 1 0

 , Abb =


0 1

2 0 1
2

0 0 1 0
1
2 0 0 1

21
3 0 0 0

 , Acc =

0 1
2

1
2

0 0 1
2

1 0 0

 (A-13)

and the edges connecting the strongly connected components with the sink component

Aba =


0 0 0 0
0 0 0 0
0 0 0 0
0 1

3
1
3 0

 , Aca =

0 0 0 0
0 0 0 1

2
0 0 0 0

 (A-14)

A more general row-stochastic adjacency matrix A ∈ R
n×n
≥0 for the weakly connected,

aperiodic graph G(V , E) with n nodes, m strongly connected components and one sink
(which will be labelled as the first component), has the following structure
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A =


A11 0n1×n2 · · · 0n1×nm
A21 A22 · · · 0n2×nm
... ... . . . ...

Am1 Am2 · · · Amm

 (A-15)

with ni being the amount of nodes in strongly connected component i and ∑i ni = n.
Since the adjacency matrix is row-stochastic, the sum of the rows still equals one i.e.
A1n = 1n. Due to the graph being weakly connected, the first component must have
an in-going edge (since it is a sink and therefore has no out-going edges), thus

∃j ∈ {2, 3, . . . ,m} s.t. Aj1 6= 0nj×n1 (A-16)

Furthermore, since the graph contains only one sink, the other components must have
at least one out-going edge. This results in the statement

∀k ∈ {2, 3, . . . ,m}, ∃j ∈ {1, 2, . . . , k}, s.t. Akj 6= 0nk×nj . (A-17)

Since the graph is aperiodic, the adjacency matrix of the first strongly connected com-
ponent is primitive, i.e. ∃k∗ > 0 such that Ak11 � 0n1×n1 . Also, following statement
(A-17), the other diagonal entriesAkk with k ∈ {2, 3, . . . ,m}must be row-substochastic.
This results in a spectral radius of ρ(Akk) < 1, as proven in Appendix C. As a result
Ini − Aii is invertible and xi(k) converges. Using the fact that ∑j

i=1Aji1ni = 1nj (i.e.(
Inj − Ajj

)−1∑j−1
i=1 Aji1ni = 1nj) then results in the following findings

x1(k + 1) = A11x1(k) → lim
k→∞

x1(k) = 1n1w
>
1 x1(0)

x2(k + 1) = A21x1(k) + A22x2(k) → lim
k→∞

x2(k) = (In2 − A22)−1A211n1(w>1 x1(0))

= 1n2w
>
1 x1(0)

...

xj(k + 1) =
j∑
i=1

Ajixi(k) → lim
k→∞

xj(k) =
(
Inj − Ajj

)−1 j−1∑
i=1

Aji1ni(w>1 x1(0))

= 1njw
>
1 x1(0).

This results in a consensus based only on the initial states of the nodes within the sink
component. The adjacency matrix converges to

lim
k→∞

Ak = 1n

[
w>1 01×(n−n1)

]
(A-18)

Multiple sinks
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Now a graph with M ≥ 2 sinks and N > M strongly connected components will be
considered. Since a sink component does not update its state based on the informa-
tion of other components, the corresponding adjacency matrix of such a graph can be
constructed as

A =



A11 0n1×n2 · · · 0n1×nM 0n1×nM+1 0n1×nM+2 · · · 0n1×nN
0n2×n1 A22 · · · 0n2×nM 0n2×nM+1 0n2×nM+2 · · · 0n2×nN... ... . . . ... ... ... . . . ...
0nM×n1 0nM×n2 · · · AMM 0nM×nM+1 0nM×nM+2 · · · 0nM×nN
A(M+1)1 A(M+1)2 · · · A(M+1)M A(M+1)(M+1) 0nM+1×nM+2 · · · 0nM+1×nN
A(M+2)1 A(M+2)2 · · · A(M+2)M A(M+2)(M+1) A(M+2)(M+2) · · · 0nM+2×nN... ... . . . ... ... ... . . . ...
AN1 AN2 · · · ANM AN(M+1) AN(M+2) · · · ANN


(A-19)

or in short

A =
[
Asink 0ns×nr
Ac Ar

]
, ns =

M∑
i=1

ni, nr =
N∑

i=M+1
ni. (A-20)

When considering the convergence of the Amatrix, it can be concluded that this system
will not result in a consensus. In fact, the sink components converge to possibly different
values, as can be seen from the convergence of Asink,

lim
k→∞

Aksink =


1n1w

>
1 0n1×n2 · · · 0n1×nM

0n2×n1 1n2w
>
2 · · · 0n2×nM... ... . . . ...

0nM×n1 0nM×n2 · · · 1nMw
>
M

 (A-21)

and the convergence of the states of these components is equal to

lim
k→∞


x1(k)
x2(k)

...
xM(k)

 =


1n1w

>
1 x1(0)

1n2w
>
2 x2(0)
...

1nMw
>
MxM(0)

 (A-22)

which is not strictly equal to each other. Similar to the result found for the case with
one sink, the convergence of the states is only dependent on the initial states of the sink
nodes. Following an analogous approach and defining D := limk→∞A

k
sink, this results

in

lim
k→∞

x(k) =
[

D 0ns×nr
(Inr − Ar)

−1AcD 0nr×nr

]
x(0). (A-23)

Since this is not equal for all xi(k) for every possible x(0), a graph containing two or
more sinks does not necessarily yield consensus.
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Strongly connected and periodic

In case of a strongly connected, periodic graph G(V , E), the adjacency matrix A is
irreducible but not primitive, as discussed in Chapter A-1. Furthermore since the
graph is strongly connected, it can be determined that

∞∑
k=k∗

Ak � 0n×n, ∀k∗ ≥ 0 (A-24)

but also

∃i, j > 0, s.t. e>i A
k
ej = 0, ∀k ≥ 0 (A-25)

therefore Ak does not converge for k → ∞. This can also be seen from its spectral
properties, since λ = ρ(A) = 1 is not strictly greater than the absolute value of the
other eigenvalues, i.e. λ ≥ |µ(A)|. Meaning that any other eigenvalue with absolute
value of one (for example λ = −1) can exist. These eigenvalues do not converge for
k →∞, i.e. limk→∞ λ

k does not exist for λ 6= 1 with |λ| = 1.

1

2

3

4

Figure A-6: Example of a strongly connected periodic digraph with a common period of 2.

For example, for the graph given in Figure A-6 the adjacency matrix is equal to

A =


0 1 0 0
1
2 0 1

2 0
0 0 0 1
1 0 0 0

 . (A-26)

The eigenvalues of this adjacency matrix are equal to

λ(A) =


1
−1

1
2

√
2 ı

−1
2

√
2 ı

 , ı =
√
−1 (A-27)

hence the matrix has at least one eigenvalue that does not converge. In fact
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lim
k→∞

A2k =


2
3 0 1

3 0
0 2

3 0 1
32

3 0 1
3 0

0 2
3 0 1

3

 (A-28)

lim
k→∞

A2k+1 =


0 2

3 0 1
32

3 0 1
3 0

0 2
3 0 1

32
3 0 1

3 0

 (A-29)

This concludes that a periodic graph does not result in consensus, or more general it
does not result in a converging state value.

A-2-2 Continuous-time consensus

Consider Equation (A-6) once more. In order to determine the states convergence
to a certain value the difference of the updated state with the current state can be
calculated, i.e.

∆x(k) = x(k + 1)− x(k) = Ax(k)− Inx(k) = −Lx(k), (A-30)

with L being the Laplacian matrix of a row-stochastic adjacency matrix A, as de-
scribed in Section A-1. With small enough time periods for k, this system describes a
continuous-time system as discussed in [2] with

ẋ(t) = −Lx(t), (A-31)

resulting in

x(t) = e−Ltx(0). (A-32)

For the analysis of the spectrum of the Laplacian matrix, multiple graph properties
will again be considered. We start with a strongly connected and aperiodic graph.

Strongly connected and aperiodic

Considering a strongly connected and aperiodic graph G(V , E) with primitive row-
stochastic adjacency matrix A ∈ Rn×n, it can be concluded that (1, 1n) is an eigenpair.
Furthermore its spectral radius is equal to ρ(A) = 1 and for all other eigenvalues it is
know that |µ(A)| < 1. Therefore, with the Laplacian matrix being equal to L = In−A,
it is known that (0, 1n) is an eigenpair of L and {µ(−L)} < 0, with {·} denoting the real
part of an argument. As a result the Jordan form of the Laplacian can be constructed
as follows:

L = T

[
λ 01×(n−1)

0(n−1)×1 L̃

]
T−1, (A-33)

J. Postma Master of Science Thesis



A-2 Consensus theory 87

Similarly to Section A-2-1, the transformation matrices will be defined as T = [v1, v2, . . . , vn]
and T−1 = [w1, w2, . . . , wn]>. Furthermore it is known that v1 = 1n and w1 is the left
eigenvector of A with eigenvalue λ = 1. Also note that w1 is the eigenvector of L with
eigenvalue λ = 0 and w>1 1n = 1. As a result the Laplacian matrix converges to

lim
t→∞

e−Lt =
[
1n ṽ

] (
lim
t→∞

[
e−λt 01×(n−1)

0(n−1)×1 e−L̃t
]) [

w>1
w̃>

]
(A-34)

=
[
1n ṽ

] [1 0
0 0

] [
w>1
w̃>

]
(A-35)

= 1nw
>
1 , (A-36)

yielding a state consensus of

lim
t→∞

x(t) = lim
t→∞

e−Ltx(0) = 1n

(
w>1 x(0)

)
. (A-37)

Weakly connected and aperiodic

Now considering the weakly connected and aperiodic case, first the graph containing a
globally reachable node will be discussed (a graph containing at most one sink).

One sink
Considering the adjacency matrix containing one sink, as defined in Equation (A-15),
and using it to construct the Laplacian matrix yields

L =


L11 0n1×n2 · · · 0n1×nm
−A21 L22 · · · 0n2×nm

... ... . . . ...
−Am1 −Am2 · · · Lmm

 . (A-38)

Since A11 is row-stochastic and primitive, the Laplacian matrix L11 converges for e−L11t

with t → ∞. Additionally, since matrices Ajj for j ≥ 2 are row-substochastic, thus
ρ(Ajj) < 1, the resulting Laplacian Ljj is invertible. Furthermore, since L1n = 0n, it
can be found that L−1

jj

∑j−1
i=1 Aji1ni = 1nj . Following a similar approach as in Section

A-2-1 then yields

Master of Science Thesis J. Postma



88 Literature review

ẋ1(t) = −L11x1(t) → lim
t→∞

x1(t) = 1n1w
>
1 x1(0)

ẋ2(t) = A21x1(t)− L22x2(t) → lim
t→∞

x2(t) = L−1
22 A211n1(w>1 x1(0))

= 1n2w
>
1 x1(0)

...

ẋj(t) =
j−1∑
i=1

Ajixi(t)− Ljjxj(t) → lim
t→∞

xj(t) = L−1
jj

j−1∑
i=1

Aji1ni(w>1 x1(0))

= 1njw
>
1 x1(0).

Therefore, we get the analogous result

lim
t→∞

e−Lt = 1n

[
w>1 01×(n−n1)

]
(A-39)

Multiple sinks
In this section the case of a weakly connected and aperiodic graph with M ≥ 2 sinks
will be discussed. With the adjacency matrix equal to the matrix given in (A-19), the
Laplacian matrix has the following structure

L =



L11 0n1×n2 · · · 0n1×nM 0n1×nM+1 0n1×nM+2 · · · 0n1×nN
0n2×n1 L22 · · · 0n2×nM 0n2×nM+1 0n2×nM+2 · · · 0n2×nN... ... . . . ... ... ... . . . ...
0nM×n1 0nM×n2 · · · LMM 0nM×nM+1 0nM×nM+2 · · · 0nM×nN
−A(M+1)1 −A(M+1)2 · · · −A(M+1)M L(M+1)(M+1) 0nM+1×nM+2 · · · 0nM+1×nN
−A(M+2)1 −A(M+2)2 · · · −A(M+2)M −A(M+2)(M+1) L(M+2)(M+2) · · · 0nM+2×nN... ... . . . ... ... ... . . . ...
−AN1 −AN2 · · · −ANM −AN(M+1) −AN(M+2) · · · LNN


(A-40)

or rewriting it to a compact form

L =
[
Lsink 0ns×nr
−Ac Lr

]
, ns =

M∑
i=1

ni, nr =
N∑

i=M+1
ni. (A-41)

Following a similar approach as in the discrete-time section, the following convergence
result can be obtained with D := limt→∞ e−Lsinkt

lim
t→∞

x(t) =
[

D 0ns×nr
L−1
r AcD 0nr×nr

]
x(0). (A-42)

The system evolution does not necessarily result in consensus, yielding the same result
as in the discrete-time case.
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Strongly connected and periodic

In the case of a strongly connected and periodic graph, the discrete-time system evo-
lution does not result in a consensus. This is due to the eigenvalues with an absolute
value of |µ(A)| = 1 but not equal to λ = 1. However, since the Laplacian matrix
is equal to L = In − A, the real part of these eigenvalues will be smaller than zero.
Therefore the non-converging eigenvalues do not pose a problem in the continuous-time
case. Revisiting the example of Figure A-6 results in the following Laplacian matrix

L =


1 −1 0 0
−1

2 1 −1
2 0

0 0 1 −1
−1 0 0 1

 . (A-43)

With the eigenvalues being equal to

λ(L) =


0
2

1 + 1
2

√
2 ı

1− 1
2

√
2 ı

 , ı =
√
−1 (A-44)

which, except for the simple eigenvalue of λ = 0, all have positive real parts. Therefore
also for the periodic case, the continuous-time approach converges to

lim
t→∞

e−Lt = 1nw
>
1 , (A-45)

with w1 being the left-eigenvector corresponding to the eigenvalue of λ = 1. For the
given example, the limit is:

lim
t→∞

e−Lt = 1n

[
1
3

1
3

1
6

1
6

]
(A-46)

A-2-3 Time-varying topology

In the previous sections the graph topology was considered time-invariant, meaning
that it was kept constant during the consensus finding problem. However, in some
cases the graph could vary over time. Assuming that the nodes and node-ordering
remains the same over time, a time-varying graph can be expressed as G(k) (V , E(k)).
The discussion whether a graph structure results in a consensus is similar for time-
varying graphs, with the added constraint that periodicity and connectivity properties
should hold for all possible graph topologies [2]. For example, if the graph G(k) can
have a set amount of topologies, i.e. G(k) ∈ {G1,G2, . . . ,Gm}, then the findings in the
strongly connected and aperiodic section hold if all graphs Gj with j ∈ {1, 2, . . . ,m}
are strongly connected and aperiodic.

Defining G(k) := Gsk with sk ∈ {1, 2, . . . ,m} being a switching parameter depending
on time instant k, with corresponding adjacency matrix Ask , the following analogies
can be made:
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Time-invariant graph Time-varying graph
Irreducible ∑n−1

k=0 A
k � 0n×n

∑∞
k=0

(∏k
j=0Asj

)
� 0n×n

Primitive (k > k∗) Ak � 0n×n
∏k
j=0Asj � 0n×n

Note that the selection parameter sk might not be known in advance for some problems.
To prove stability in these cases, either the inequalities must hold for all possible sk, or
all Ask must be irreducible/primitive.

Furthermore the proof in the weakly connected and aperiodic case with one sink also
holds for the time-varying case as long as the sink nodes are consistent throughout
all possible graph topologies, i.e., there exists a set of nodes Vgr ⊆ V such that Vgr is
globally reachable for all possible topologies Gsk .

A-3 Network-decentralized control

In this chapter network-decentralized control problems will be discussed. These frame-
works consider multiple nodes, possibly subject to local dynamics, which interact with
one another through edges. Section A-3-1 will discuss a subset of network-decentralized
systems, namely compartmental systems. Section A-3-2 will provide proofs to stabilize
such a compartmental system. Sections A-3-3 and A-3-4 will refer to more general net-
work systems, with the first discussing linear systems and the latter nonlinear systems.

As an example for a compartmental system a water distribution network can be consid-
ered. In this network a certain water-supply demand for several compartments must be
reached, this is done by controlling the flow through pipes between the compartments
and through a certain supply from the environment. Modelling the compartments as
nodes and the pipes as edges, a graph with the structure of Figure A-7 can be con-
structed.

0 1 2

3 4 5

u0 u1

u2 u3 u4

d1

d2 d3 d4

Figure A-7: Example of a compartmental flow graph, with environment node 0 and compart-
ments 1 through 5. The blue dashed lines indicate the supply demand for certain compartments
and the control edges are denoted by ui.
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The control goal in this example would be to exactly fulfil the demand by designing
control strategies for each link ui. Doing this in a network-decentralized way implies
that a control action ui can only be a function of the state of the compartments con-
nected to it, for example u1 = φ(x1, x2).

A-3-1 Compartmental systems

As described in Figure A-7, a compartmental system consists of multiple nodes inter-
acting with each other through links. A more detailed depiction of a single node can
be seen in Figure A-8.

qi

φ0→i(q, t) φi→0(q, t)

φi→j(q, t) φj→i(q, t)

Figure A-8: A single node with in- and outgoing edges for a compartmental system.

With the state of the node being qi, the flow rate q̇i is equal to

q̇i(t) =
∑
j 6=i

(
φj→i(q, t)− φi→j(q, t)

)
− φi→0(q, t) + φ0→i(q, t). (A-47)

Since compartmental systems are assumed to be positive systems (a negative water
level for example does not make sense) and the flow functions φ(·) are directional and
therefore assumed to be strictly flowing in the depicted direction, the following two
restrictions should be made [1]:

φi→j(q, t) ≥ 0 ∀(q, t) (A-48)
φi→j(q, t) = 0 if qi(t) = 0 (A-49)

In the case that qi(t0) = 0, applying the two assumptions yields q̇i(t0) = ∑
j 6=i φj→i(q, t0)+

φ0→i(q, t) ≥ 0. Therefore the state vector q(t) is non-negative for a non-negative initial
state q(0) � 0.

Furthermore, when considering a decentralized compartmental flow system, the flow
rates can only be a function of the compartments connected to them; φi→j = φi→j(qi, qj, t),
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a network decentralized control. Additionally the environment state q0 is unknown,
therefore the flows going to and coming from the environment are not a function of this
state, i.e. φ0→i = φ0→i(qi, t) and φi→0 = φi→0(qi, t).

A-3-2 Network-decentralized stability

For the discussion of stabilizability of compartmental systems, the system of Figure A-
8 will be considered. The flows along the edges will be numbered in arbitrary order
and named uk for k ∈ {1, 2, . . . ,m} with m the number of edges. Furthermore the
compartments will be subject to internal dynamics q̇i = Aiqi and an uncontrollable
demand d. An example of such a system is depicted in Figure A-9.

A1 A2

A3

A4

u1
u2

u3

u4

u5

d1

d2 d3

Figure A-9: Compartmental flow graph example with internal dynamics.

In this case the dynamics of, for example, compartment 2 will be equal to

q̇2 = A2q2 +B22u2 +B25u5 + E2d. (A-50)

Defining q = [q>1 , . . . ,q>n ]>, u = [u>1 , . . . , u>n ]>, E = [E>1 , . . . , E>n ]> andA = blockdiag{A1, . . . , An}
the dynamics of the system as a whole can be described as

q̇(t) = Aq(t) +Bu(t) + Ed(t) (A-51)

with B being a structered matrix equal to

B =


B11 B12 B13 0 0

0 B22 0 0 B25
0 0 B33 B34 0

0 0 0 B44 B45

 . (A-52)
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Note that the structure of this matrix is similar to that of the incidence matrix corre-
sponding to the graph, as mentioned in Section A-1.

In the following subsections three notions of stability will be discussed, which is based
on the results of [6]. A system is considered stabilizable if (A,B) is stabilizable. Node-
stabilizability requires that every subsystem i is stabilizable, thus (Ai, [Bi1, Bi2, . . . , Bim])
is stabilizable ∀i. Furthermore a control of the form u = −Kq is said to be a network-
decentralized control if the feedback matrix K has the same structural zero blocks as
B>. Resulting in network-decentralized stability if the system can be stabilized by
means of such a network-decentralized control. Note that network-decentralized sta-
bilizability implies stabilizability and node-stabilizability and that node-stabilizability
implies stabilizability. Hence it will be assumed that the system is at least stabilizable.
Furthermore the trivial case where all subsystems only contain stable eigenvalues will
not be discussed. In the following subsections the case of the systems having distinct
unstable eigenvalues and the case of a common unstable eigenvalue will be analysed.

Distinct unstable eigenvalues

In this case the subsystems Ai can contain unstable eigenvalues, but two different
subsystems do not share the same unstable eigenvalues. Under this assumption sta-
bilizability and node-stabilizability are equivalent. In other words, if (A,B) is stable
then (Ai, Bi) is also stable ∀i. Since stability of (A,B) implies rank[λI −A|G] = n for
all unstable eigenvalues λ, with A = diag[A1, A2, . . . , An] and B = [B>1 , B>2 , . . . , B>n ]>.
Rewriting this formula to explicitly denote subsystem i results in

rank
[
λI − Ai 0 Bi

0 λI − Ãi B̃i

]
= n (A-53)

with Ãi and B̃i being the matrices A and B with the removal of Ai and Bi. With λ
equal to an unstable eigenvalue of Ai it must hold that [λI − Ãi|B̃i] has full rank, due
to the subsystems not sharing unstable eigenvalues. Furthermore, due to the assumed
stability of (A,B) it must hold that [λI−Ai|Bi] has full rank, following from Equation
(A-53). Therefore (Ai, Bi) is a stabilizable pair for all i, and as such the system is
node-stabilizable.

The assumption of distinct eigenvalues also concludes that (node) stabilizability im-
plies stabilizability by means of a network-decentralized control. For the proof of this
statement refer to Appendix D-1, based on [6]. However the mentioned feedback might
not be the most efficient, potentially not exploiting all inputs. For a more suitable
feedback control scheme, the following Lyapunov equation can be solved

min ||K||2 : (A−BK)>P + P (A−BK) < 0, K ∈ S(B>), P > 0 (A-54)

with K ∈ S(B>) meaning that K has the same structural blocks as B>.
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Common unstable eigenvalue

In the case of a common unstable eigenvalue λ shared by the subsystems, the LMI in
Equation (A-54) will be considered once more.

(A−BK)>P + P (A−BK) < 0, K ∈ S(B>), P > 0. (A-55)

Setting the feedback matrix K equal to

K = γB>P, P = blockdiag{P1, P2, . . . , Pn} > 0 (A-56)

then results in the following LMI

(
A− γBB>P

)>
P + P

(
A− γBB>P

)
< 0. (A-57)

Note that defining K in this way implicitly ensures that the feedback has the same
structural blocks as B>, K ∈ S(B>). Furthermore, defining

S = P−1 = blockdiag{P−1
1 , P−1

2 , . . . , P−1
n } > 0 (A-58)

yields

SA> + AS − 2γBB> < 0. (A-59)

Theorem A.4. If a system with common unstable eigenvalues λ with associated Jordan
blocks of dimension 1 is stabilizable, the LMI of Equations (A-58) and (A-59) have a
structured solution.

Proof: See Appendix D-2.

Example

Consider a network system with n = 5 compartments as discussed in [6] and as depicted
in Figure A-10.
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A1 A2

A3 A4

A5

u1 u2

u3

u4

u5

u6

d1
d2

d3 d4

d5

Figure A-10: Compartmental flow graph example with internal dynamics.

The system evolution is described by the matrices

Ai =

−αi βi 0
αi −βi 0
0 1 0

 , α =


15
20
16

16.7
14

 , β =


0
0
12
0
22

 (A-60)

and

B =


Bu −Bd 0 0 0 0

0 Bu −Bd 0 0 −Bd

0 0 Bd −Bu 0 0

0 0 0 Bd Bu 0

0 0 0 0 −Bu Bd

 , Bu =

1
0
0

 , Bd =

0
1
0

 (A-61)

and the external demand is

E = I, di =

 0
−1
0

 (A-62)

resulting in the overall networked system dynamics

ẋ(t) = Ax(t) +Bu(t) + Ed. (A-63)
Since the systems share only one unstable eigenvalue λ = 0 with ascent one, the system
can be regulated by means of decentralized control. Solving the LMI defined in Equa-
tions (A-58) and (A-59), a control law equal to u = γB>P stabilizes the system. In
order to obtain a certain minimum convergence rate, the A matrix in Equation (A-59)
can be substituted by A+σI; a value of σ = 0.15 was used in the following simulations.
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Using the MATLAB LMI toolbox, the LMI was solved for γ and P . With initial states
equal to

x1(0) =

−8.80
3.63
−9.15

 , x2(0) =

−8.57
0.43
−8.06

 , x3(0) =

6.36
6.35
4.44

 , x4(0) =

−7.00
3.19
0.37

 , x5(0) =

9.45
2.97
6.00


(A-64)

the system indeed stabilizes, resulting in the response shown in Figure A-11.

Figure A-11: Stabilization of a network system with a shared unstable eigenvalue of λ = 0 by
means of a network decentralized control scheme.

A-3-3 Network-decentralized estimation

In this section the state-estimation of agents in a decentralized network will be dis-
cussed, based on [8]. The dynamics of each agent is defined as

q̇i(t) = Aiqi(t) +Biui(t), i ∈ {1, . . . , n}, (A-65)
connected to a set of arcs Ci where each arc describes a local measurement of the
connected states. Defining the states connected to arc j as Nj, the measurement
associated with this arc is defined as

yj(t) =
∑
k∈Nj

Cjkqk(t) (A-66)

with the block-structured matrix C> having the same zero/non-zero structure as the
incidence matrix of the graph.
Furthermore each agent contains a local estimator

˙̂qi(t) = Aiq̂i(t) +Biui(t) +
∑
k∈Ci

Lik(ŷk(t)− yk(t)) (A-67)

where
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ŷj(t) =
∑
k∈Nj

Cjkq̂k(t) (A-68)

being the estimated measurement.

With A = blockdiag{A1, . . . , An}, B = blockdiag{B1, . . . , Bn}, C being a block-
structured matrix with blocks Cjk, and the observer matrix L, the dynamics of all
agents can be described as:

q̇(t) = Aq(t) +Bu(t) (A-69)
y(t) = Cq(t) (A-70)
˙̂q(t) = Aq̂(t) +Bu(t) + LCq̂(t)− Ly(t)). (A-71)

The system is said to be network-decentralized detectable if an observer matrix with
structure L ∈ S(C>) exists such that the error dynamics e(t) = q(t)− q̂(t) is asymp-
totically stable. This is true for systems where Ai do not share unstable eigenvalues
and (A,C) is detectable [8]. A way of finding such an observer matrix, is by means of
the Lyapunov inequality

A>P + PA− 2γC>C < 0, P > 0 (A-72)
when solved for P yields L = −γP−1C>. If the Lyapunov matrix has a block-diagonal
structure, P = blockdiag{P1, . . . , Pn}, then the resulting observer matrix fulfils L ∈
S(C>).

Detectability of homogeneous systems

In order to discuss the case of Ai sharing unstable eigenvalues, a homogeneous system
will be considered. In this system the individual agents share the same internal dy-
namics, Ai = A1 and Cij ∈ {−1, 0, 1} · C1. Or more specifically, with BG the incidence
matrix of the corresponding graph, and ⊗ denoting the Kronecker product

A = In ⊗ A1 (A-73)
C = B>G ⊗ C1. (A-74)

A necessary assumption is that (A1, C1) is detectable, which will be referred to as being
node-detectable. Furthermore A1 is considered to have at least one unstable eigenvalue,
in order to exclude the trivial case of an asymptotically stable system matrix.

Furthermore the system is said to be externally connected if all internally connected
components are connected to the outside environment. This implies that at least one
column per internally connected component of C contains just one non-zero block, ±C1;
which entails that BG has full rank.
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Theorem A.5. A node-detectable, homogeneous system with one or more unstable
eigenvalues is network-decentralized detectable if and only if it is externally connected.

Proof: In view of the homogeneity of the system, a suitable solution to the Lyapunov, if
it exists, is of the form P = blockdiag{P1, . . . , P1}. Since C>C is positive semi-definite,
there exists a γ > 0 such that

z>
[
A>P + PA− 2γC>C

]
z < 0, z /∈ ker(C) (A-75)

therefore a solution to the Lyapunov inequality exists for Cz 6= 0. Since BG has full
rank, z ∈ ker(C) implies z ∈ ker(C1). Due to the detectability of (A1, C1) the Lyapunov
inequality has a solution for the individual subsystems, and therefore also for the full
system. As a result the system is network-decentralized detectable [8].

If the system, however, is not externally connected, BG does not have full rank. More
specifically, take z =

[
z>1 , . . . , z

>
1

]
with z1 the eigenvector of A1 corresponding to the

unstable eigenvalue λ, then [
λI − A
C

]
z = 0 (A-76)

and as a result λ is an unobservable eigenvalue of the system, according to the Popov
criterion.

Example

Consider a network of n = 16 agents as introduced in [8], with a square communication
graph G(V , E) as depicted in Figure A-12.
The adjacency matrix for this graph is equal to

BG =



b 0 0 0

B̃ 0 0 0

0 B̃ 0 0

0 0 B̃ 0

0 0 0 B̃
I −I 0 0

0 I −I 0

0 0 I −I


,

b =
[
1 0 0 0

]

B̃ =

1 −1 0 0
0 1 −1 0
0 0 1 −1

 (A-77)

The agents are set still, meaning that their dynamics are equal to q̇i = 0. Furthermore
the measurement they receive along the graph edges is equal to yij = qi − qj if an edge
exists between nodes i and j, hence Ci = 1 and C = BG. This results in the total
system dynamics of
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Figure A-12: Example of a network system consisting of 16 agents in a square graph.

q̇(t) = 0 (A-78)
y(t) = Cq(t) (A-79)
˙̂q(t) = LCq̂(t)− Ly(t)). (A-80)

Due to the absence of state dynamics, the inequality from Equation (A-72) simplifies
to:

− 2γC>C < 0 (A-81)

Hence the estimation converges for arbitrary γ > 0 and P > 0, therefore setting them
to γ = 0.1 and P = I yields L = −0.1C>. Implementing this estimation feedback for
the system with an initial estimation of q̂i(0) = 0.5 and an actual state chosen randomly
between 0 and 1 then yields the response shown in Figure A-13.
The trajectories indeed converge to zero for all agents.

A-3-4 Network-decentralized robust control

In the previous sections a linear network-decentralized system was considered. However,
for the analysis of robust control with input limitations, the following non-linear system
will be considered as metioned in [7]:

q̇(t) = Sφ̃(q) +Bu(t) + d(t). (A-82)

Where the control u along the graph arcs is bounded, u− ≤ u ≤ u+, S and B are
subsets of the incidence matrix BG, and the unknown function vector φ̃(·) describes
the flow across the arcs of the corresponding network graph. The function is assumed
to be smooth and has a positive derivative. Furthermore, the sub-functions φ̃i(·) are
only a function of the connecting nodes, i.e.:
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Figure A-13: Estimation of a network of systems by means of a network decentralized estimation
feedback.

φ̃(q) = φ̃(−S>q). (A-83)
It is assumed that the demand vector is constant, d(t) = d, and an equilibrium state
q̄ corresponding to an equilibrium input ū such that u− ≤ ū ≤ u+ exists:

0n = Sφ̃(−S>q̄) +Bū(t) + d. (A-84)
Defining z(t) = q(t)− q̄, v(t) = u(t)− ū and φ(z) = φ̃(z + q̄)− φ̃(q̄) then yields

ż(t) = Sφ(−S>z) +Bv(t). (A-85)

Now consider the saturated control scheme v = sat
(
−γB>z

)
, where the saturation

function sat(x) clips the value of x such that (u− − ū) ≤ x ≤ (u+ − ū), i.e.:

sat(x) =


u− − ū x < u− − ū
u+ − ū x > u+ − ū
x otherwise

To prove that such a control scheme yields (asymptotic) stability, first it will be shown
that

Bsat(−γB>z) = −γBDv(z)B>z (A-86)
Sφ(−S>z) = −SDφ(z)S>z (A-87)

for some bounded positive definite diagonal matrix functions Dv(z) and Dφ(z). For the
saturation function it holds that there exists a value for di such that sat(xi) = dixi;
with di equal to 1 if xi is within the saturation range. As a result, for the earlier men-
tioned control scheme there exists a diagonal matrix Dv(z) with 0 < [Dv]ii ≤ 1, such
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that sat(−γB>z) = −γDv(z)B>z.

In order to show the equality for Sφ(−S>z), note that for a strictly increasing function
f with f(0) = 0 it holds that

f(ξ) =
∫ ξ

0
f ′(σ)dσ =

[∫ 1

0
f ′(λξ)dλ

]
ξ, ξλ = σ. (A-88)

With f(·) = φi(·) and ξ = S>i z this equates to

Siφi(−S>i z) = −Si
[∫ 1

0
φ′i(λS>i z)dλ

]
S>i z = −Si[Dφ(z)]iiS>i z (A-89)

with [Dφ]ii strictly positive and bounded, showing that φ(−S>z) = −Dφ(z)S>z.

Now the state dynamics from Equation (A-85) can be rewritten as

ż(t) =
[
S B

] [−Dφ(z) 0

0 −γDv(z)

] [
S>

B>

]
z =̇ A(z)z(t) (A-90)

where matrix A(z) has strictly negative diagonal entries and non-negative off-diagonal
entries. Furthermore matrix A(z) is diagonally dominant and strictly diagonally dom-
inant if the system is connected to the environment (B containing a column with just
one non-zero entry). Since A(z) is (strictly) diagonally dominant, it is Lyapunov stable
[27]. If the graph corresponding to the system is strongly connected, A(z) is irre-
ducible. Therefore an externally- and strongly connected graph implies an irreducible,
strictly diagonally dominant matrix A(z) with negative diagonal entries, and as such
ż(t) = A(z)z(t) is asymptotically stable [27].

Example

Consider a data transmission system consisting of 5 macro-nodes (routers) with internal
switching dynamics, as discussed in [7] and shown in Figure A-14.
The macro-nodes need to process a certain demand denoted by the blue dashed lines,
this is done by controlling the flow between the macro-nodes. The internal dynamics
of a macro-node can be represented by

ẋi = Aixi + [Bu]i + di. (A-91)

The internal dynamics of the macro-nodes are based on probabilities that a packet
is transferred between the internal nodes. With parameters αAA, αAB, αAC and αAD
defined as the probability that a packet is send from node IA to nodes AA, AB, AC
and AD respectively; vice versa for the parameters αAA′ , αBA, αCA and αDA. The
switching probability matrix is
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A

B

C

D

E

A

IA

AA

AB

AC

AD

Figure A-14: The 5 macro-nodes of the communication network (left) and the internal dynamics
per macro-node (right).

AA =


−(αAA + αAB + αAC + αAD) αBA αCA αDA αAA′

αAB −αBA 0 0 0
αAC 0 −αCA 0 0
αAD 0 0 −αDA 0
αAA 0 0 0 −αAA′

 (A-92)

likewise for the other macro-nodes.

Defining A = blockdiag(AA, AB, AC , AD, AE) and d = [d>A, d>B, d>C , d>D, d>E]> then yields

ẋ = Ax +Bu + d. (A-93)

Three different control strategies were applied to this system, which are discussed in
detail in [7]:

• u = sat(−γB>x)

• u = sat(−γB>Hx)

• u = sat(−γB̃>x)

where H = blockdiag(1
515×5,

1
515×5,

1
616×6,

1
515×5,

1
515×5) and B̃ = min(B, 0). Further-

more the saturation function is set to clip the input between 0 and 1.

With γ = 3, probability parameters αAA = αAB = αAC = αAD = 1, αBA = αCA,=
αDA = 0.25 and αAA′ = 0.05 (similarly for the other macro nodes) and a demand of
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dA =


0.6
0
0
0
0

 , dB =


0.2
0
0
0
0

 , dC =



0.7
0
0
0
0
0


, dD =


0.5
0
0
0
0

 , dE =


1.2
0
0
0
0

 (A-94)

where the demand dD increased by a factor 3 at t = 150. The resulting response is
shown if Figure A-15.

Figure A-15: Response of the data transmission system with different types of saturated feedback
control.

As can be seen from the responses in Figure A-15, all control methods result in a
stabilized system. Furthermore theH-saturated control results in a faster convergence.

A-4 Game theory

In this section the concept of game theory will be discussed. The first section will briefly
detail generalized Nash equilibrium problems (GNEP), followed by proximal dynamics,
and ending with a section discussing dynamical games.

A-4-1 Generalized Nash equilibrium problems

A GNEP is the problem of finding a solution to the minimization

∀v : min
xv

θv(xv,x−v) s.t. xv ∈ Xv(x−v), (A-95)
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where x−v is the vector of states where the vth vector is omitted. This minimization
problem differs from standard Nash equilibrium problems due to the feasible set of xv
depending on the other states as well, Xv(x−v). The set of solutions for agent v is
denoted by Sv(x−v). In essence, the GNEP is the problem to find a vector x̄ such that
x̄v ∈ Sv(x−v) for all v. Defining the solution set for all states as S(x) := ΠN

v=1Sv(x−v)
then x̄ is a solution to the GNEP if and only if x̄ ∈ S(x̄).

A way of finding (a subset of) solutions to the GNEP is by using the concept of quasi-
variational inequality. Given the set of feasible states X(x) := ∩vXv(x−v) and the
gradient of the cost-functions F(x) := (∇xvθv(xv,x−v))Nv=1, the quasi-variational in-
equality problem denoted as QV I(X(x),F(x)) then consists of finding an equilibrium
x̄ ∈ X(x) such that

(y− x̄)>F(x̄) ≥ 0 ∀y ∈ X(x). (A-96)

Solutions obtained using the quasi-variational inequality approach are a subset of the
solution set of the original GNEP, these solutions are referred to as variational equilib-
ria.
Now referring to the feasible set of states Xv(x−v), which can be reformulated as

Xv(x−v) = {xv ∈ Rv : gv(xv,x−v) ≤ 0}. (A-97)

If the constraints gv are equal for all v, i.e. g1 = g2 = · · · = gN = g(x), and g(x)
is component-wise convex with respect to the states xv, the system is called jointly
convex.

A-4-2 Proximal dynamics

With the definition GNEPs as given in previous section, methods to solve game-
theoretic problems can be discussed. In this section a way to solve multi-agent games
by means of proximal mappings will be analysed, as in [13] and references therein. Such
a proximal mapping is defined as proxf (x) := arg miny∈Rn f(y) + 1

2‖x− y‖
2.

Local constraints

Consider a game with N agents, with an adjacency matrix A corresponding to the
directed communication graph. Through this communication graph the agents seek an
equilibrium state for the game

min
xv

θv(xv, Ax̄), s.t. xv ∈ Xv(x−v). (A-98)

For simplicity first a game with only local constraints will be considered, Xv(x−v) = Xv.
In this case the game simplifies to

min
xv∈Xv

θv(xv, e>v Ax̄). (A-99)
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Using an indicator function for the feasible set Xv such that ıXv(xv) equals zero if
xv ∈ Xv and infinity if xv /∈ Xv and adding a proximal term to penalize the distance
between the local state and the average state of the other agents, then yields

min
xv∈R

θv(xv, e>v Ax̄) + ıXv(xv) + 1
2‖x

v − e
>
v Ax̄‖2. (A-100)

However, since finding the equilibrium state of agent v requires that the equilibrium of
the other states is known, finding the solution to this problem is not trivial. Defining
f v := θv(xv, e>v Ax̄) + ıXv(xv), the equilibrium can be obtained iteratively using

xv(k + 1) = proxfv(e>v Ax(k)). (A-101)

This iteration method is stable if the adjacency matrix A is an averaged adjacency
matrix. This implies that the linear matrix inequality[

(2η − 1)I + (1− η)(A> + A) A>

A I

]
≥ 0, η ∈ (0, 1) (A-102)

holds. A sufficient condition is that the adjacency matrix is doubly stochastic and all
self loops are present.

If not all self loops are present, the iteration does not guarantee to converge to a network
equilibrium. Instead the following approach can be used

xv(k + 1) = (1− α)xv(k) + α proxfv(e>v Ax(k)), α ∈ (0, 1). (A-103)

Local constraints and jointly convex

Now that the system with only local constraints can be solved, jointly convex constraints
g(xv,x−v) ≤ 0 can be added, resulting in Xv(x−v) = {xv ∈ Rv : gv(xv,x−v) ≤ 0}. Due
to the addition of coupling constraints, the optimisation problem cannot be solved using
the previously mentioned iteration methods. Instead an extended network equilibrium
problem will be considered, defined as:

x̄v = arg min
xv∈R

f v + 1
2‖x

v − e
>
v Ax̄‖2 + λ̄>gv(xv, x̄−v) (A-104)

λ̄ = arg min
ξ∈L
−ξ>g(x̄). (A-105)

Where the dual variables λ are bounded by a set L := [0, λ̂] with λ̂ > 0. Fur-
thermore it is assumed that jointly convex constraints are separable, meaning that
g(x) = ∑N

v=1 gv(xv) ≤ 0. In this case the separated constraints can be added to the
local constraints with gv(xv) ≤ ζv and ∑N

v=1 ζ
v ≤ 0 as the affine coupling constraint.

Note that affine coupling constraints are separable, therefore the following constraints
will be considered:

g(x) := Cx + c =
[
C1 C2 · · · CN

]
x + c (A-106)
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Which can be separated as g(x) = c+∑N
v=1Cvx

v ≤ 0, thus Cvxv ≤ ζv with c+∑N
v=1 ζ

v ≤
0.

For the dual variables the proximal mapping can also be used by rewriting the problem
as

λ̄ = arg min
ξ∈L
−ξ>g(x̄) + 1

2‖ξ − λ̄‖
2 (A-107)

= proxıL
(
λ̄+ g(x̄)

)
(A-108)

= projL
(
λ̄+ g(x̄)

)
. (A-109)

As a result the following mappings can be defined

F := diag(proxf1 , . . . , proxfN , projL) (A-110)

G :=
[
A −C>
C I

]
·+

[
0

c

]
(A-111)

which results in the following iteration method[
x(k + 1)
λ(k + 1)

]
= (F ◦ G)

[
x(k)
λ(k)

]
. (A-112)

However, since in general
[
A −C>
C I

]
> 1 the iteration may fail to converge. As such

a distributed protocol can be used, such as the following forward-backward-forward
distributed protocol:

[
x̃(k)
λ̃(k)

]
= ((1− α)Id + αG)

[
x(k)
λ(k)

]
(A-113)[

x(k + 1
2)

λ(k + 1
2)

]
= Fα

([
x̃(k)
λ̃(k)

])
(A-114)[

x̃(k + 1
2)

λ̃(k + 1
2)

]
= ((1− α)Id + αG)

[
x(k + 1

2)
λ(k + 1

2)

]
(A-115)[

x(k + 1)
λ(k + 1)

]
=
[
x̃(k + 1

2)
λ̃(k + 1

2)

]
+ α (Id− G)

[
x(k)
λ(k)

]
(A-116)

where Fα = diag(proxαf1 , . . . , proxαfN , projL).

Note that the dual variable λ should converge to the same value for each agent. As
such in this protocol the variable shall be updated by an agent with full information
on the coupling constraing g(x). Either an extra communication graph Gc(V , Ec) is
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introduced which is fully connected, or the individual agents reach a consensus on the
dual variable. For the latter approach, the study of consensus as described in Chapter
A-2 is of use.

A-4-3 Dynamical Cournot competition

Game theory plays a prevalent role in economics; for example in Cournot competition
problems where the problem to find a supply-demand equilibrium arises. Consider such
a Cournot competition consisting of n producers and consumers as mentioned in [15].
In this model both producers and consumers have a certain goal. Denoting producer i
by Pgi and consumer i by Pdi, the model can be described as

P̄gi = arg max
Pgi≥0

Pgi · p(Pgi, P̄−gi)− Cgi(Pgi) (A-117)

P̄di = arg max
Pdi≥0

Ui(Pdi)− Pdi · p̄ (A-118)

where Ui is continuously differentiable with U ′i(0) > 0 and Cgi is convex, non-decreasing
and continuously differentiable with Cgi(0) = 0. Given a price p̄ = p(P̄gi, P̄−gi), the
consumer maximisation problem results in

P̄dj =

(U ′i)
−1 (p̄) if p̄ < U ′i(0)

0 if p̄ ≥ U ′i(0)
. (A-119)

Both maximization problems are linked by a supply-demand balancing, meaning that

1nPg = 1nPd. (A-120)

Linear-quadratic functions

With the general Cournot competition explained, the linear-quadratic model will be
considered. This model simplifies the general case with

Ui(Pdi) = −1
2PdiQdiPdi + bdiPdi (A-121)

Cgi(Pgi) = 1
2PgiQgiPgi + bgiPgi (A-122)

resulting in

P̄dj =

Q
−1
di (bdi − p̄) if p̄ < bdi

0 if p̄ ≥ bdi
. (A-123)

Now assuming that p̄ < mini bdi, the expression can be inverted to

p̄ = β? − α?1>nPd (A-124)

with
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β? = 1
>
nQ
−1
d bd

1>nQ
−1
d 1n

, α? = 1
1>nQ

−1
d 1n

. (A-125)

Now defining the price function on the producers’ end as

p(Pgi,P−gi) = β − αPgi − α1>nP−gi (A-126)
resulting in the solution

P̄g = (α(In + 1n×n) +Qg)−1 (1nβ − bg). (A-127)
Rewriting the solutions with implicitly including the price and using ? to denote the
Cournot-Nash equilibrium then yields

p? = β − α1>nP?
g (A-128)

P?
g = (αIn +Qg)−1 (1np? − bg) (A-129)

P?
d = Q−1

d (bd − 1np
?) (A-130)

Note that in general α 6= α? and β 6= β?, and as a result there is a mismatch in the
supply-demand balancing. More specifically it can be seen that

1
>
nP?

d = 1
>
nQ
−1
d bd − 1

>
nQ
−1
d 1nβ + 1

>
nQ
−1
d 1nα1

>
nP?

g (A-131)

= β? − β
α?

+ α

α?
1
>
nP?

g. (A-132)

To resolve this issue, a dynamical system will be introduced which, with a correct
feedback control, leads to a balanced system.

Cournot network dynamics

Consider a network of n agents with an undirected graph G(V , E), where the neighbour
set of node i is defined as Ni = {j ∈ V : {i, j} ∈ E}. The following second-order
dynamics will be introduced

miẍi + diẋi −
∑
j∈Ni
∇Hij(xi − xj) = Pgi − Pdi, mi, di > 0 (A-133)

where Hij : R→ R is continously differentiable and convex with Hij(x) ≥ Hij(0). Note
that a mismatch in production and consumption means that the state of node i drifts
from its unforced behaviour.

With B as the incidence matrix of graph G, the dynamics can be rewritten as

ẋ = y (A-134)
M ẏ = −Dy−B∇H(B>x) + Pg −Pd (A-135)
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where M = diag(mi), D = diag(di) and ∇H = col(∇Hij). Note that if (x, y) is an
equilibrium of the system so is (x + c1n, y), since B>1n = 0n. As a result a change of
coordinates is introduced, namely

ζi = xi − xn (A-136)
or defining E> = [In−1, −1n−1]

ζ = E>x. (A-137)
With Bζ being the incidence matrix with the n-th row removed, the function Hζ can
be defined such that H(B>ζ ζ) = Hζ(ζ), and as such Bζ∇H(B>ζ ζ) = ∇Hζ(ζ). Doing so
leads to the following dynamics

ζ̇ = E>y (A-138)
M ẏ = −Dy− E∇Hζ(ζ) + Pg −Pd. (A-139)

Now given constant demand and supply vectors Pd = P̄d and Pg = P̄g, the point (ζ̄, ȳ)
is an equilibrium with

ȳ = 1n
(P̄g − P̄d)>1n

1>nD1n
(A-140)

∇Hζ(ζ̄) = E†
(
P̄g − P̄d −Dȳ

)
(A-141)

with E† = (E>E)−1E>.

Now a feedback can be introduced that regulates the production and demand to the
Cournot-Nash solution, Pg = P?

g and Pd = P?
d. Note that regulating the production

and pricing results in a certain demand, given an estimated price pi(t) for consumer i
the demand follows as

Pdi(t) = Q−1
di (bdi − pi(t)). (A-142)

Since the price pi(t) is required for the entire network, an extra communication layer
will be introduced denoted by Gc(V , Ec) with neighbour set N c

i , analogously to Section
A-4-2. Using the communication layer, the following pricing and production update
can be introduced

τiṗi = −kiyi −Q−1
di yi −

∑
j∈N ci

ρij(pi − pj) (A-143)

Pgi = ki(pi − bgi) (A-144)

with τi > 0 the time constant, ki > 0 the controller gain and ρij the weight of the edges
of the communication layer. With T = diag(τi), K = diag(ki) and Lc the Laplacian
matrix of Gc, the overall system becomes
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ζ̇ = E>y (A-145)
M ẏ = −Dy− E∇Hζ(ζ) +K(p− bg) +Q−1

d (p− bd) (A-146)
T ṗ = −Lp−Ky−Q−1

d y (A-147)

The equilibrium of this feedback system (ζ̄, ȳ, p̄) now becomes

ȳ = 0n (A-148)

p̄ = 1n
1
>
nKbg + 1

>
nQ
−1
d bd

1>nK1n + 1>nQ
−1
d 1n

(A-149)

P̄g = K(p̄− bg) (A-150)
P̄d = Q−1

d (bd − p̄) (A-151)

∇Hζ(¯̄ζ) = E†
(
P̄g − P̄d

)
(A-152)

Note that if K = (α?In+Qg)−1, then it follows that P̄g = (α?In+Qg)−1(p̄−bg) = P?
g.

Furthermore the price equilibrium can be rewritten as p̄ = 1n(β? − α?1>nP?
g) = p?.

To discuss the stability of this feedback control, the following Lyapunov function will
be considered

V = 1
2(y− ȳ)>M(y− ȳ) + 1

2(p− p̄)>T (p− p̄) +H(ζ) (A-153)

H(ζ) = H(ζ)−H(ζ̄)− (ζ − ζ̄)>∂H
∂ζ

∣∣∣∣∣
ζ̄

(A-154)

Due to the convexity of H, the Bregman distance H is non-negative and equal to zero
if ζ = ζ̄. Furthermore the time-derivative of the Lyapunov function is equal to

V̇ = −(y− ȳ)>D(y− ȳ)− (p− p̄)>L(p− p̄). (A-155)

Since V is positive definite and V̇ is non-positive, the solutions are bounded. Further-
more the equilibrium (ζ̄, ȳ, p̄) is unique and equal to the Cournot-Nash equilibrium
under the earlier mentioned assumptions on K.

A-5 Summary

The fields of network dynamics and consensus, network-decentralized control and game
theory were discussed in the previous chapters. These concepts will be used in the
master thesis research following this literature review. In this chapter a quick summary
will be given.
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Summary: consensus

The study of consensus in multi-agent system describes the approach to obtain a certain
agreement between participants on the value of a variable, as discussed in Chapter A-
2. A useful tool to assist the analysis of consensus finding problems is graph theory.
Consider a system with N participants described by a graph G(V , E). The adjacency
matrix will be denoted by AG and the Laplacian matrix by LG. The consensus finding
problem then yields both a continuous-time formulation:

ẋ(t) = −Lx(t) (A-156)

and a discrete-time formulation:

x(k + 1) = Ax(k) (A-157)

Whether these iterations yield consensus depends on the graph properties, mainly peri-
odicity and connectivity. These properties can be determined looking at the adjacency
matrix corresponding to the graph. They can be assessed using the following table,
with the strongest assumption leading (i.e. if the graph is primitive then it is both
strongly connected and aperiodic, even though it is also irreducible):

Strongly connected Aperiodic
primitive: AkG � 0, k > k∗ 3 3

irreducible: ∑N
k=1A

k
G � 0 7 3

non-negative: AG � 0 7 7
The periodicity and connectivity then leads to a consensus (or not) according to
Discrete-/Continuous-time Strongly connected Weakly connected

one sink
Weakly connected
multiple sinks

Periodic 3/3 3/3 7/7
Aperiodic 7/3 7/3 7/7

Summary: network-decentralized control

To briefly summarize the findings of Chapter A-3, consider a linear network-decentralized
system with N subsystems where every subsystem has a state qi(t). The susbsystems
are connected through edges, which can be described using a graph G(V , E). The inci-
dence matrix of the graph will be defined as BG. For the notion of controllability, the
control between subsystems can be modelled using the graph edges. Where the state
flow between two subsystems is determined by the control action uj(t). As a result, the
overall system can be described as

q̇(t) = Aq(t) +Bu(t) + Ed(t), B ∈ S(BG) (A-158)

with d(t) being an external demand vector.
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Decentralized stability

Using a control law u(t) = −Kq(t) with K ∈ S(B>G ) (which ensures the control is
network-decentralized), the stabilizability of the system can be analysed. First it is
assumed that the system in general is stable, meaning that (A,B) is stable. Since an
unstable system cannot be stabilized when introducing more limitations to the control
scheme. In case of distinct unstable eigenvalues of the subsystem dynamics Ai, a
suitable feedback matrix K can be determined by solving the Lyapunov equation

min ||K||2 : (A−BK)>P + P (A−BK) < 0, K ∈ S(B>G ), P > 0. (A-159)

In case of a single common unstable eigenvalue between the subsystems, the structure
of the K matrix will implicitly be defined by setting K = γB>P , with P having a
block-diagonal structure. Then defining S = P−1, a suitable control law can be found
by solving

SA> + AS − 2γBB> < 0 (A-160)

for S. This LMI has a structured solution under the given assumptions.

Robust control

Consider a similar (possibly non-linear) network system of N subsystems but with
uncontrollable flow between edges described by the unknown functions φ̃j(x). Yielding
the system dynamics

q̇(t) = Sφ̃(−S>q) +Bu(t) + Ed(t) (A-161)

where [S,B] ∈ S(BG) up to a possible reordering of edges. The control u(t) will be
restricted in view of possible actuator limitations, hence u− ≤ u ≤ u+. Assuming a
constant demand vector d(t) = d, the system reaches an equilibrium (q̄, ū) (under the
assumption that ū fulfils the imposed restriction) when

0n = Sφ̃(−S>q̄) +Bū(t) + Ed. (A-162)

Analysis of the system around this equilibrium then leads to the conclusion that a
control law of the form u(t) = sat(−γB>(q(t)− q̄) + ū) yields a stable system (where
sat(·) clips the signal such that the control does not exceed the limitations).

Estimation

Instead of control along the edges of the graph, measurements can be taken as well.
Consider again a system of N participants with graph G(V , E). Each system once more
has an internal state qi(t), but also an internal control action ui(t). Leading to the
overall dynamics

q̇(t) = Aq(t) +Bu(t) B = blockdiag{B1, . . . , Bn}. (A-163)
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Each agent has no direct information about their own state qi(t). However, along
the edges of the graph the difference in output between the connecting agents will be
measured, resulting in

y(t) = Cq(t), C ∈ S(B>G ). (A-164)

Using these measurements an estimation of the state can be made, defined as q̂(t).
Introducing an observer matrix L ∈ S(BG), this leads to the following dynamics

q̇(t) = Aq(t) +Bu(t) (A-165)
y(t) = Cq(t) (A-166)
˙̂q(t) = Aq̂(t) +Bu(t) + LCq̂(t)− Ly(t)). (A-167)

The error dynamics e(t) = q(t)−q̂(t) is asymptotically stable with an observer feedback
of L = −γP−1C> where P solves

A>P + PA− 2γC>C < 0, P > 0. (A-168)

The inequality has a solution for homogeneous systems where (A,C) is detectable and
the system is externally connected, thus BG has full rank.

Summary: game theory

Consider a multi-agent game with N agents, each having a state xv ∈ R
nv . A game

theory problem as introduced in Chapter A-4 can then be defined as finding a vector
x̄ = [x̄>1 , . . . , x̄>N ]> such that

x̄v ∈ arg min
xv∈Rnv

θv(xv, x̄−v), s.t. x̄v ∈ Xv(x̄−v) (A-169)

with θv(·) the objective function of the agent and Xv(·) a certain constraint on the state
of the agent. A way of defining this constraint set is by means of constraint functions
gv(·), such that

Xv(x−v) := {xv ∈ Rnv : gv(xv,x−v) ≤ 0}. (A-170)

The game is said to be jointly convex if the constraints for all agents are equal, thus
g1 = g2 = · · · = gN = g(x), and the constraint function g(·) is component-wise convex.

Proximal dynamics

Consider a decentralized multi-agent game with N agents with graph G(V , E) and
adjacency matrix AG, where

x̄v = arg min
xv∈Xv

θv(xv, e>v AGx̄) (A-171)

with local constraints Xv. The local constraints can be included implicitly by defining
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ıXv(xv) :=

0 if xv ∈ Xv

∞ if xv /∈ Xv

(A-172)

and redefining the game as

min
xv∈R

θv(xv, e>v AGx̄) + ıXv(xv) + 1
2‖xv − e

>
v AGx̄‖2. (A-173)

Defining fv := θv(xv, e>v Ax̄) + ıXv(xv), the solution to this problem can be obtained
using the following iterative approach for each agent

xv(k + 1) = (1− α)xv(k) + α proxfv(e
>
v AGx(k)), α ∈ (0, 1). (A-174)

Where α can be set to α = 1 if matrix AG is averaging.

With the addition of jointly convex constraints, the problem needs to be redefined. By
adding the dual variables λ, an extended network equilibrium problem can be defined
as

x̄v = arg min
xv∈R

fv + 1
2‖xv − e

>
v AGx̄‖2 + λ̄>gv(xv, x̄−v) (A-175)

λ̄ = arg min
ξ∈L
−ξ>g(x̄). (A-176)

If the jointly convex constraint functions are separable, the local constraints can be
extended with gv(xv) ≤ ζv and the coupled constraints simplify to ∑N

v=1 ζv ≤ 0. With
the mappings

F := diag(proxf1 , . . . , proxfN , projL) (A-177)

G :=
[
A −C>
C I

]
·+

[
0

c

]
(A-178)

the iteration method
[
x(k + 1)
λ(k + 1)

]
= (F ◦ G)

[
x(k)
λ(k)

]
(A-179)

can be introduced. This approach results in a stable equilibrium if
[
A −C>
C I

]
<

1. However generally that is not the case. As a result a forward-backward-forward
distributed protocol is introduced:
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[
x̃(k)
λ̃(k)

]
= ((1− α)Id + αG)

[
x(k)
λ(k)

]
(A-180)[

x(k + 1
2)

λ(k + 1
2)

]
= Fα

([
x̃(k)
λ̃(k)

])
(A-181)[

x̃(k + 1
2)

λ̃(k + 1
2)

]
= ((1− α)Id + αG)

[
x(k + 1

2)
λ(k + 1

2)

]
(A-182)[

x(k + 1)
λ(k + 1)

]
=
[
x̃(k + 1

2)
λ̃(k + 1

2)

]
+ α (Id− G)

[
x(k)
λ(k)

]
(A-183)

where Fα = diag(proxαf1 , . . . , proxαfN , projL).

Cournot dynamics

Consider the Cournot competition with N producers and consumers:

P̄gi = arg max
Pgi≥0

Pgi · p(Pgi, P̄−gi)− Cgi(Pgi) (A-184)

P̄di = arg max
Pdi≥0

Ui(Pdi)− Pdi · p̄ (A-185)

where

Ui(Pdi) = −1
2PdiQdiPdi + bdiPdi (A-186)

Cgi(Pgi) = 1
2PgiQgiPgi + bgiPgi. (A-187)

Defining the price function p(Pgi,P−gi) as

p(Pgi,P−gi) = β − αPgi − α1>nP−gi (A-188)
the Cournot-Nash equilibrium results in

p? = β − α1>nP?
g (A-189)

P?
g = (αIn +Qg)−1 (1np? − bg) (A-190)

P?
d = Q−1

d (bd − 1np
?). (A-191)

In general there is a mismatch between production and consumption, 1nPg 6= 1nPd,
unless α = α? and β = β? with

α? = 1
1>nQ

−1
d 1n

, β? = 1
>
nQ
−1
d bd

1>nQ
−1
d 1n

. (A-192)

To steer the network equilibrium in the balanced direction, state dynamics will be
introduced. With a network of N agents, graph G(V , E) and incidence matrix BG,
defining x = [x1, . . . , xN ]> with node states xv then results in the following dynamics:
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ẋ = y (A-193)
M ẏ = −Dy−BG∇H(B>G x) + Pg −Pd (A-194)

To avoid drift in the equilibrium with respect to states x, the dynamics will be refor-
mulated to

ζ̇ = E>y (A-195)
M ẏ = −Dy− E∇Hζ(ζ) + Pg −Pd. (A-196)

with E = [In−1, −1>n−1]> and ζ = E>x.

Now a feedback control will be introduced which adjusts the price p. Resulting in the
controlled dynamics

ζ̇ = E>y (A-197)
M ẏ = −Dy− E∇Hζ(ζ) +K(p− bg) +Q−1

d (p− bd) (A-198)
T ṗ = −Lp−Ky−Q−1

d y (A-199)

which leads to a balanced system if K = (α?In + Qg)−1, which requires limited infor-
mation of the system.
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Appendix B

Perron-Frobenius Theorem

In this appendix a number of proofs for the spectral analysis of non-negative matrices
will be discussed.

B-1 Real dominant eigenvalue

In this section it will be shown that for a primitive matrix A the dominant eigenvector
λ is real and positive, λ ∈ R>0, and therefor equal to the spectral radius ρ(A). For read-
ability the assumption will be made that ρ(A) = 1, however this does not generalize the
proof. Any matrix with a non-zero spectral radius can be rescaled with α ∈ R>0 such
that ρ

(
A
α

)
= 1 but for readability this fraction is omitted from the proof and instead the

assumption is made. Furthermore the absolute signs |·| are considered component-wise.

Define k ≥ k∗ (thus Ak � 0), since ρ(A) = 1 it is also true that ρ(Ak) = 1. Now
consider the eigenpair (λ,v) with |λk| = ρ(Ak) = 1, the following (in)equalities hold.

|v| = |λk||v| = |λkv| = |Akv| � |Ak||v| = Ak|v| (B-1)

thus

|v| � Ak|v| (B-2)

The aim is to show that the inequality (B-2) strictly holds at equality, i.e. |v| = Ak|v|
(or Ak|v| − |v| = 0n). Rewriting Equation (B-2) results in Ak|v| − |v| � 0n. By
contradiction, assume that atleast one of the components is not strictly equal to zero,
then Ak

(
Ak|v| − |v|

)
� 0n. Since |v| 6= 0n, Ak|v| � 0n and ∃ε ∈ R>0 such that

Ak
(
Ak|v| − |v|

)
� εAk|v|. Rewriting this inequality yields Ak

1+εA
k|v| � Ak|v| and by

extension liml→∞
(
Ak

1+ε

)l
Ak|v| = ρ(Ak)

1+ε A
k|v| � Ak|v|. However, since ρ(Ak)

1+ε < 1 this
statement implies that Ak|v| ≺ 0n which is in contradiction with the earlier statement
about Ak|v|. Therefore Ak

(
Ak|v| − |v|

)
does not have a non-zero component and as
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such |v| = Ak|v|.

The eigenpair (1, |v|) is an eigenpair of the primitive matrix A, with ρ(A) = 1 and the
dominant eigenvector can be selected positive.

B-2 Simple dominant eigenvalue

In this section it will be shown that for a primitive matrix A the dominant eigenvalue
λ = ρ(A) = 1 is simple. Since the eigenpair (λ,v) exists with v � 0n it also holds that
v = Akv, and as a result

||v||∞ = ||Akv||∞ ≥ ||Ak||∞ ·min v, → ||Ak||∞ ≤
||v||∞
min v

(B-3)

Therefore Ak is bounded and as such its Jordan decomposition Ak = V JkV −1. Assume
that the algebraic multiplicity of λ is larger than 1, thus contradicting the fact that λ
is simple, then the Jordan-block corresponding to λ is equal to

Jλ =


λ 1 0 · · · 0
0 λ 1 · · · 0
0 0 λ · · · 0
... ... ... . . . ...
0 0 0 · · · λ

 (B-4)

which for an algebraic multiplicity of ma(λ) = 2 with λ = 1 results in

Jλ =
[
1 1
0 1

]
(B-5)

yielding

Jkλ =
[
1 k
0 1

]
(B-6)

which is not bounded for k → ∞. As a result the algebraic multiplicity is equal to
ma(λ) = 1, thus the dominant eigenvalue λ = ρ(A) = 1 is simple.
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Appendix C

Row-substochastic matrix

In this section a spectral analysis for row-substochastic matrices will be done. More
specifically, considering a row-substochastic matrix A, if A is irreducible then it also is
convergent. A matrix is said to be convergent if

lim
k→∞

Ak = 0n×n. (C-1)

In order to prove that a row-substochastic, irreducible matrix is convergent, the follow-
ing useful statements will be discussed:

(i) if e>i Ak1n < 1, then e
>
i A

k+1
1n < 1,

(ii) if e>i Akej > 0 and e
>
j A

k
1n < 1, then e

>
i A

k+1
1n < 1,

(iii) ∃k such that Ak1n ≺ 1n.

Since A is row-substochastic it can be concluded that A1n � 1n and as a result

e
>
i A

k+1
1n = e

>
i A

k (A1n) ≤ e
>
i A

k
1n < 1 (C-2)

confirming statement (i). Furthermore, since 0 ≤ e
>
j A

k
1n < 1, the following inequality

holds

Ak1n � 1n −
(
1− e

>
j A

k
1n

)
ej (C-3)

since at index i 6= j the inequality yields e>i Ak1n ≤ 1 and at index j it results in
e
>
j A

k
1n ≤ e

>
j A

k
1n which holds for equality. Using Equation (C-3), the following result

can be obtained

e
>
i A

k+1
1n = e

>
i A

(
Ak1n

)
≤ e

>
i A1n︸ ︷︷ ︸
≤1

−
(
1− e

>
j A

k
1n

)
e
>
i A

k
ej︸ ︷︷ ︸

>0

< 1. (C-4)

Finally, if the matrix is irreducible, i.e. ∑n−1
k=0 A

k � 0n×n, there exists a k such that
e
>
i A

k
ej > 0 and following statement (i) and (ii) ∃k such that e>i Ak+l

1n < 1, ∀l ∈ Z>0.
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As a result Ak1n ≺ 1n, proving statement (iii).

Defining λ = maxi
(
e
>
i A

k
1n

)
and k∗ = ak + b with a, b ∈ Z>0, the following result can

be obtained

Ak
∗
1n = AakAb1n � Aak1n =

(
Ak
)a
1n � λa1n. (C-5)

Note that λ < 1 following statement (iii), therefore as a→∞ then λa → 0 and as such
Ak
∗ → 0n×n as k∗ →∞. Therefor it is proven that if a matrix A is irreducible and row-

stochastic, then it is convergent as well. Additionally it can be concluded that ρ(A) < 1.

The previous proof also holds for reducible row-stochastic matrices, as long as for all
nodes i with e

>
i A1n = 1 there exists a path to a node j with e

>
j A1n < 1.
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Appendix D

Network-decentralized control

In this appendix proofs regarding network systems will be given.

D-1 Distinct eigenvalues

Under the assumption of distinct eigenvalues of subsystems in a linear system with
block-diagonal state matrix, the notions of (node) stabilizability and stabilizability by
means of a network-decentralized control are equivalent.

Assume that the system is node-stabilizable, applying a Kalman-like transformation of
the m1 subsystems of (A,B) connected to u1 then yields

[A||B] =



S1 R1 · · · 0 0 0 V1 X

0 U1 · · · 0 0 0 0 B̃1
... ... . . . ... ... ... ... ...

0 0 · · · Sm1 Rm1 0 Vm1 X

0 0 · · · 0 Um1 0 0 B̃m1

0 0 · · · 0 0 ∆ 0 B̃


(D-1)

with (Si, Vi) a stabilizable pair, Ui the matrices containing the unreachable unstable
eigenvalues (with respect to u1), (∆, B̃) the part of (A,B) not connected to u1 and X
the negligible entries. Reordering the entries of Equation (D-1) then yields
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[A||B] =



S1 · · · 0 R1 · · · 0 0 V1 X
... . . . ... ... . . . ... ... ... ...

0 · · · Sp 0 · · · Rm1 0 Vm1 X

0 · · · 0 U1 · · · 0 0 0 B̃1
... . . . ... ... . . . ... ... ... ...

0 · · · 0 0 · · · Um1 0 0 B̃m1

0 · · · 0 0 · · · 0 ∆ 0 B̃



(D-2)

Since the (Si, Vi) entries are stabilizable pairs, due to the assumption of node-stabilizability,
the following feedback results in stability

Φ1 =


S1 · · · 0

... . . . ...
0 · · · Sm1

+


V1
...

Vm1

 [K̃1 · · · K̃m1

]
(D-3)

yielding the block-triangular form

[Â||B] =
[
Φ1 X Γ11 Γ12
0 Φ2 0 Γ22

]
(D-4)

With the unstable part [Φ2||Γ22] equal to

[Φ2||Γ22] =


U1 · · · 0 0 B̃1
... . . . ... ... ...
0 · · · Um1 0 B̃m1

0 · · · 0 ∆ B̃

 (D-5)

This part still includes the remaining inputs u2 to um, and due to the assumption of
node-stabilizability the unstable parts U1 to Um1 must be stabilizable by the remaining
inputs. Repeating the process for input u2 then yields a stable Φ2 with remaining
unstable part [Φ3||Γ33], this can be repeated for every input and terminates successfully.
As a result the statement that (node) stabilizability implies stabilizability by means of
a network-decentralized control is true.

D-2 Common eigenvalues

In case of the subsystems of a network system having a single common unstable eigen-
value λ with ascent 1, stabilizability of the system implies there is a structured solution
of the LMI given by

SA> + AS − 2γBB> < 0 (D-6)
with
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S = P−1 = blockdiag{P−1
1 , P−1

2 , . . . , P−1
n } > 0. (D-7)

To proof this, each individual subsystem Ai will undergo a transformation Ti such that
T−1
i AiTi = blockdiag{λImi , ASi }. Where ASi contains the stable part of matrix Ai. Due

to ASi being stable, a valid Lyapunov matrix is the identity I, yielding

ASi
> + ASi = −Qi < 0. (D-8)

Doing this for each subsystem and grouping the unstable blocks and stable blocks
seperatly then yields

Â = T−1AT =
[
λI 0

0 ÂS

]
, B̂ = T−1B =

[
B̂λ

B̂S

]
. (D-9)

In view of the assumed stability, (Â, B̂) must be stabilizable. Therefore the popov
criterion rank

[
λI − Â, B̂

]
= n must hold, implying that B̂λ must have full row rank.

Resulting in B̂λB̂λ> > 0. Furthermore, since the stable part ÂS does not require a
feedback control for stabilizability, matrix K can be defined as

K̂ = γ
[
B̂λ>, 0

]
P̂ (D-10)

Furthermore, the following candidate structured matrix will be considered

Ŝ =
[
I 0

0 µI

]
(D-11)

yielding

P̂ =
[
I 0

0
1
µ
I

]
. (D-12)

Resulting in the following equation:

Ŝ(Â− B̂K̂)> + (Â− B̂K̂)Ŝ =

2
(
λI − γB̂λB̂λ>

)
−γB̂λB̂S>

−γB̂SB̂λ> −µQ̂

 . (D-13)

Since B̂λB̂λ> > 0, a γ can be chosen such that
(
λI − γB̂λB̂λ>

)
< 0. Subsequently,

choosing µ large enough such that the resulting matrix is diagonally dominant then
ensures that

Ŝ(Â− B̂K̂)> + (Â− B̂K̂)Ŝ < 0 (D-14)
thus a structured solutiong to the LMI exists.

In order to find the solution for the LMI of the original system, Ŝ must undergo some
backwards transformations. Considering the original LMI
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SA> + AS − 2γBB> < 0 (D-15)
and the transformed LMI

ŜÂ> + ÂŜ − 2γB̂B̂> < 0. (D-16)

Using the definition that Â = T−1AT and B̂ = T−1B, and substituting those in
Equation (D-16) then results in

Ŝ
(
T−1AT

)>
+
(
T−1AT

)
Ŝ − 2γ

(
T−1B

) (
T−1B

)>
=

ŜT>A>T−1> + T−1ATŜ − 2γT−1BB>T−1> =
T−1

(
T ŜT>A> + ATŜT> − 2γBB>

)
T−1> < 0

therefor

T ŜT>A> + ATŜT> − 2γBB> < 0 (D-17)

taking S = T ŜT> then yields the original LMI from Equation (D-15). Therefore to
obtain the appropriate matrix P for the original system, the following equation applies:

P = T−1>
[
I 0

0
1
µ
I

]
T−1 (D-18)
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