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abstract
As the world is currently actively trying to reduce the consumption of fossil fuels, large investments
are done in renewable energy sources and ways are sought after to electrify fossil fuel-intensive sectors.
In line with these developments, the number of electric vehicles requiring access to the electric power
grid has exploded putting increased pressure on the grid. One way to decrease the congestion in the
grid is to make use of smart charging schedules for electric vehicles, with the objective of reducing
peak demand and preventing the overloading of cables and transformers while reducing the cost of
charging for electric vehicle owners.

The recent increase in the availability of real-life data has allowed the in-depth study of smart charg-
ing dynamics on a large scale through modeling and simulation. Mathematical optimization is a
method that is often used to generate smart charging plans in state-of-the-art smart charging appli-
cations. However, while mathematical optimization can be very effective, as the objective function
expands and more parameters are taken into account, the optimization becomes more complex and
therefore require faster and smarter optimization algorithms. In addition, the recent availability of a
vast amount of real-life data sets has made efficient data handling more important.

Machine learning is known to be an effective way of introducing Artificial Intelligence to smart
charging algorithms. The use of reinforcement learning algorithms, a subset of machine learning could
help overcome the disadvantages of mathematical optimization as trained algorithms are generally fast
when predicting outcomes and have the potential to be accurate at the same time.

Therefore, the purpose of this work is to research the feasibility and additional benefit of machine
learning to mathematical optimization-based smart charging algorithms. This is done through the
development of end-to-end Q-learning and Double Deep Q Network reinforcement learning smart
charging algorithms. The performance of both algorithms is evaluated on three separate case studies
as well as on multiple different random cases and is compared to the charging performance of the
average rate charging and mixed-integer programming algorithm benchmarks.

As a result, it becomes clear that for individual case studies the Q-learning and Double Deep Q
Network agent are able to find cheap charging moments while charging the vehicle to 100% battery
capacity without violating charging constraints. However, when testing the performance of the Q-
learning and Double Deep Q Network agents it becomes clear that the average charging performance
is significantly worse than using the method of mixed-integer programming as the algorithms do not
learn to generalize well.

Finally, the advantages and disadvantages of replacing mixed-integer programming with reinforce-
ment learning are discussed as well as some limitations and recommendations for future work and
improvement are given.
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1 I N T R O D U C T I O N

As the world is currently actively trying to reduce the consumption of fossil fuels and the output
of GHG emissions in the atmosphere, electric vehicles (EVs) are becoming more and more popular.
According to the International Energy Agency, the transport sector is responsible for roughly 25% of
the total energy consumption and therefore EVs can contribute heavily to the decarbonization of road
transport [1]. In 2030 the number of EVs is even expected to rise up to 125 million [2]. Unfortunately,
this transition to EVs also brings along some challenges. To start with, as the number of EVs that re-
quire access to the grid is expanding, more public charging infrastructure needs to be installed to meet
the increasing charging demand. As a consequence, the charging of EVs is expected to put the network
under increased pressure. In addition, the demand for electricity is rising due to electrification, and
the share of fluctuating renewable energy on the grid is increasing, making it harder for grid operators
to match supply and demand [3].

One way to decrease the grid congestion is to increase the capacity of the grid, however, grid expansion
is extremely complex and requires a huge time and monetary investment. Alternatively, demand-side
management solutions can be implemented to improve the match between electricity supply and de-
mand. Current EV charging schemes are not smart, since EVs are mostly charged immediately after
arrival. As a consequence, this leads to sub-optimal conditions as EVs are charged ”blindly” and do
not take the grid constraints, electricity prices, and the presence of other EVs into account. Therefore,
the implementation of smart charging of EVs is considered a viable option to reduce the peak demand
and prevent the overloading of cables and transformers [4].

1.1 smart charging fundamentals
The recent increase in the availability of real-life data has allowed the in-depth study of smart charging
dynamics on a large scale through modeling and simulation. The goal of smart charging is the schedul-
ing of the charging process of EVs in a ”smart” way. However, the definition of ”smart” can differ
for every case and heavily depends on which parameters are taken into account in the smart charging
algorithms. On a small scale, a smart charging algorithm can be applied to a single EV charging station,
while on a large scale multiple nodes with each multiple charging stations can be considered.

To illustrate smart charging, one can consider the following example of having an EV owner plug an EV
into a residential charger when returning home from work around 6-7 PM. However, around this time
electricity prices are generally relatively high, and charging at a later moment at night would lower
the total charging cost for the consumer while reducing peak demand. A smart charging algorithm
implemented in the back-end office of the Charge Point Operator (CPO) or in the energy management
system at home could coordinate the charging of the connected EV, ultimately communicating the op-
timal time of charging to the EV based on current and future electricity prices.

There are two main classes of charging algorithms; uncontrolled and controlled charging. When charg-
ing happens uncontrolled, EVs are free to access the grid, and therefore the charging of an EV is not
restricted under certain circumstances. However, with controlled charging, the opposite is the case,
since the charging of EVs is tightly scheduled. Smart charging can be considered a sub-set of con-
trolled charging. A further dimension in the classification of smart charging algorithms is whether the
algorithm runs offline or online. When a smart charging algorithm runs offline, the optimal scheduling
is based on EV data known beforehand. With online smart charging the charging schedule is based
only on current data and past data from EVs that have already reached the charging station. Therefore,
with online smart charging, there is no information available about future EVs arriving at the charging
station [5]. While offline smart charging results can be effective, in practice, EV data is generally not
available before the EV arrives. Therefore, online smart charging is more suitable for real-life appli-
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CHAPTER 1. INTRODUCTION

cations. Often, uncontrolled or offline charging is used as a benchmark to judge the performance of
smartly controlled online charging algorithms [5].

A third dimension in the classification of smart charging algorithms is whether the algorithm is built
centralized or decentralized. While centralized smart charging algorithms are based on a single aggre-
gator that looks at one or multiple objective functions for the complete system, decentralized smart
charging algorithms consider the objective function(s) of a local node or charging point [6]. It is also
possible that centralized and decentralized algorithms each operate on a different hierarchical level and
are combined in a single model, this is called hierarchical control. However, when combining a central-
ized smart charging algorithm with a decentralized algorithm, one needs to ensure that both the global
objective of the complete system does not clash with the objective of the smaller subset of the complete
system. In particular, decentralized algorithms are often preferred over centralized algorithms when
taking local factors such as local loads and residential photovoltaic (PV) energy generation into account.

While the smart charging example mentioned above is a simple example of a smart charging algorithm,
many different approaches have been applied to charge EVs in a smarter way [7, 8, 9]. Usually, more
sophisticated online controlled charger algorithms make smart use of multiple information sources and
work in an integrated way to reach the objective function of the algorithm. The performance of these
state-of-the-art algorithms is often judged on cost reduction for the economical objective function and
for technical objective functions the algorithms are generally judged on peak reduction and network
loss reduction [10, 11, 12, 13, 14].

1.2 mathematical optimization and machine learning

Mathematical optimization is a method that is often used to generate optimal charging plans in state-
of-the-art smart charging applications. This method is applied in many different industries, including
science and engineering, and is a way of finding the best possible solution to a decision problem given
an objective function and a set of constraints. Different classes of optimization problems exist and
are generally based on whether the objective function is linear, non-linear, convex, or quadratic and
whether the constraints are linear or non-linear, and whether the decision variables are discrete or
continuous [15].

While there are different optimization methods worth diving into, Mixed-integer Programming (MIP)
is discussed in this section since it is one of the most used optimization methods and it will be one of
the benchmarks used in this thesis [16]. MIP is a class of optimization in which the objective function
is linear or non-linear, the constraints are linear and the variables are both continuous and discrete.
When considering subclasses of MIP, a MIP problem is classified as mixed-integer linear program-
ming (MILP) when the objective function and constraints are linear and is classified as mixed-integer
non-linear programming (MINLP) when the objective function and/or constraints are non-linear. An
algorithm that is often used to solve MIP optimization problems is the Branch-and-Bound algorithm.
The algorithm systematically goes through the search space X which contains all possible answers to
the optimization problem by creating a tree structure. In this tree structure branches are created by
splitting up the tree in smaller subsets (S1, S2 ... Sn) of the search space, and rules are used to bound
the search space. When there is a possible better solution x̂′, the solution is stored for comparison to
the current best solution x̂. If no solution in S is better than x̂, the corresponding subset is pruned and
removed from list L. The best possible solution x̂ based on the objective function f (x) is returned after
the tree has been explored and there are no subsets left in L [17].

While mathematical optimization can be very effective, as the objective function expands and more
parameters are taken into account, the optimization becomes more complex as parameters are often
interrelated and therefore require faster and smarter optimization algorithms. The recent availability
of a vast amount of real-life data sets has made efficient data handling more important and the use of
Artificial Intelligence (AI) is increasingly more often considered for improvement of the functionalities
of current smart charging algorithms. machine learning (ML), in particular, a subset of AI, is known to
be an effective way of introducing AI to smart charging algorithms. The advantage of machine learning
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is that it allows the study, creation, and application of algorithms that learn from input data to output
predictions [18]. However, the success of an machine learning algorithm depends highly on the quality
of the input, since the higher the quality of the input data the better the output will be.

Within machine learning there are three main categories; supervised learning, unsupervised learning,
and reinforcement learning (RL). While supervised learning works with labeled data to train the ML
algorithm to provide the correct output, unsupervised learning does not make use of labels. In un-
supervised learning, the algorithm learns to recognize patterns in data through clustering, since the
data is unlabeled. Furthermore, a relatively new machine learning technique that has gained a lot of
attention over the past few years is reinforcement learning. In reinforcement learning, an ML model
is trained through trial and error with a reward function that aims to maximize the cumulative award
[19].

Another important distinction in machine learning that can be made is the difference between regres-
sion and classification. While regression algorithms in machine learning concern the prediction of
one or more quantitative values based on the input data, classification algorithms predict one or more
labels based on the input. In general, supervised learning makes use of both regression and classifi-
cation algorithms, while unsupervised learning makes use of clustering or dimensionality reduction
algorithms. In contrast to supervised and unsupervised learning, reinforcement learning algorithms
are decision-making algorithms. An overview of the different types of machine learning algorithms is
provided in figure 1.2.1. Within these overarching categories, there are many different machine learn-
ing algorithms available and some are more suitable for certain applications than others. The most
common supervised and unsupervised machine learning algorithms include K-nearest Neighbours,
Decision Tree’s, Random Forest algorithm, Neural networks (NN), and Support Vector Machines. Of-
ten used reinforcement learning algorithms are Q-learning, Deep Q-networks (DQN), and actor-critic
reinforcement learning. The rationale for the selection of the algorithms under study in this thesis will
be further elaborated on in chapter 4.

Figure 1.2.1: Different types of machine learning

1.3 research motivation

It has been shown that MIP optimization algorithms are very effective in creating smart charging sched-
ules since they are a good tool for achieving objectives while taking the grid, node, charger, and EV
constraints into account [20]. Unfortunately, despite these optimization algorithms performing rela-
tively well, for certain cases, a choice often has to be made between a fast computational time and a
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high accuracy, since a higher accuracy leads to slower computational times. A computational time of
multiple minutes limits the feasibility of the algorithm in real-life and slows down the research process
due to long simulation times. Especially when implementing the optimization algorithm in an offline
environment, the optimization has been proven to run slow. On the other side, a low accuracy is unde-
sirable for future smart charging algorithms as true optimization is not achieved.

The implementation of machine learning could help solve this problem as trained algorithms are gener-
ally fast when predicting outcomes and have the potential to be accurate at the same time. Furthermore,
while there is a significant amount of fundamental research on combining ML with optimization, little
to no research has been focused on the potential of machine learning algorithms to either replace or
work alongside current state-of-the-art LP/MILP smart charging algorithms. Therefore, a more thor-
ough understanding of the feasibility of the application of reinforcement learning as a replacement for
smart charging mathematical optimization algorithms will fill this research gap and could ultimately
lead to a better performance of smart charging algorithms.

1.4 research objectives
The main objective of this study is to develop a fast and accurate machine learning model for smart
charging and to evaluate its feasibility and output. Therefore, the main research question is the follow-
ing:

What is the feasibility and benefit of reinforcement learning to using traditional LP/MILP optimization for
smart charging of electric vehicles?

The following three sub-questions are introduced:

• What is the charging performance and cost reduction potential of reinforcement learning algorithms com-
pared to traditional LP/MILP optimization for smart charging of electric vehicles?

• What is the speed of the reinforcement learning smart charging algorithms compared to traditional LP/MILP
optimization for smart charging of electric vehicles?

• What are the main advantages and disadvantages of reinforcement learning algorithms with respect to
flexibility, scalability and the safeguarding of constraints compared to traditional LP/MILP optimization
for smart charging of electric vehicles?

The main contributions of this work are:

1. A literature review of the application of machine learning algorithms in combination with op-
timization and an overview of Q-learning and Deep Q-network reinforcement learning state-of-
the-art approaches for smart charging

2. Development of a Q-learning reinforcement learning model for smart charging with the objectives
of cost reduction and fully charging the vehicle

3. Development of a Double Deep Q-network (DDQN) reinforcement learning model with Priori-
tized Experience Replay (PER) for smart charging with the objectives of cost reduction and fully
charging the vehicle

4. Evaluation of the charging performance, cost reduction, and speed of the developed reinforce-
ment learning smart charging algorithms in comparison to LP/MILP and average rate charging

1.5 thesis outline
This thesis exists of nine chapters and the content is organized as follows. First, in chapter 2 a review
of the literature available on the main approaches regarding the combined fields of mathematical
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optimization and machine learning is provided. Subsequently, chapter 3 explains the fundamental
theory behind the Q-learning and DDQN reinforcement learning algorithms and covers a number of
state-of-the-art approaches. In chapter 4, the methodology used in this work is elaborated on and
the different steps required to reach the research objectives are laid out. Furthermore, the specific
Q-learning and DDQN algorithm setup is discussed in chapter 5 and the specific case studies and
training procedures used for evaluation are presented in chapter 6. Next, in chapter 7 the trained
algorithms are evaluated based on different performance metrics for these case studies. Finally, in
chapter 8 the evaluation results are explained and analyzed in more detail after which in chapter 9 the
main conclusions and recommendations are discussed.

5





2 L I T E R AT U R E R E V I E W

The purpose of this chapter is to provide a review of the literature available on the main approaches,
algorithms, and research results regarding the combined fields of smart charging, optimization, and
machine learning. First section 2.1 provides an overview of the three different approaches identified in
literature regarding the integration of optimization and machine learning. Subsequently, in subsections
2.2 until 2.4 relevant research on each approach to combining ML and optimization is discussed.

2.1 optimization and machine learning
Despite the fact that the integration between optimization and machine learning is in an early stage
of development, different reviews have been written that cover multiple approaches for combining
optimization with machine learning [16, 21]. In both reviews, the main goal of combining optimization
with ML has been recognized to be to speed up time-consuming optimization computations. While
[21] identifies three main approaches to combining ML and optimization, [16] bundles two approaches
together coming up with the following two main categories of approaches: (1) End-to-End learning and
(2) Optimisation augmented by ML. Based on the review of [21], the distinction can be made between
three different approaches by adding a third main approach to the list: (3) ML to improve optimization
input. This leaves us with the following three approaches:

1. End-to-End learning

2. Optimisation augmented by ML

3. ML to improve optimization input

To start with, End-to-End learning is described as the approach that trains an ML model to predict
solutions that the optimizer would normally output by being trained on the optimizer inputs. This
method has the potential to be significantly faster than the original optimization algorithm in real-
time since the learning phase of the ML model has already happened offline in an earlier stage [16].
Furthermore, the second main approach to combining ML and optimization described by [16] is to use
an ML model to augment the optimization algorithm to increase its speed. Finally, the third approach
entails the use of ML to improve the input data to the optimizer. While this is not likely to significantly
improve the computational time of the algorithm, it can be effective in improving the accuracy of
the optimization algorithm. Recent research findings on these three approaches are discussed in the
subsections below.

2.2 end-to-end learning approach
In contrast to [21], [16] takes the approach of End-to-End learning a bit further and divides it up into two
sub-approaches: (1) learning with constraints and (2) learning on graphs. With learning on constraints,
the input data that is fed to the ML model is a vector of different problem instances each containing
inherent knowledge of the constraints that can be learned by the ML model. The second approach,
learning on graphs, is a method to learn solutions from optimization algorithms by representing the
problem on a graph. Both approaches can be tackled through supervised learning and reinforcement
learning.

An example of research that was successful in applying end-to-end learning through learning on con-
straints, is the work by [22] on combining ML and mathematical optimization to predict the optimal
production of offshore wind parks through supervised learning. The authors trained a Linear Regres-
sion (LR), Neural Network, and Support Vector Regression model (SVR) on the optimized solutions of
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a MIP algorithm to replace the slow MIP algorithm. As a result, they found that ML models and the
SVR are effective in producing fast and accurate values close to the optimized values.

In addition, another research applies End-to-End learning to smart charging by training different ML
models on the output of a dynamical programming model that computes the optimal charging schedul-
ing for 17 EVs, taking gasoline consumption into account [23]. As a result, it was found that out of
multiple ML models, the deep neural network (DNN) algorithm performed the best resulting in solu-
tions very close to the global optimum.

Specifically in the field of smart charging reinforcement learning has been identified as an effective way
to build a functioning EV scheduling algorithm [19, 24, 25]. An example of research on a decentralized
SC algorithm that takes renewable energy into account is the research by [25] who have built an online
Q-learning reinforcement learning model for the optimization of the revenue of an EV charging station
connected to a renewable energy source. As a result, the total costs were reduced by 40-80% compared
to an algorithm that makes random decisions. More complex functionalities such as the request for
ramping capacity and the total available power on the grid were not taken into account.

With regard to learning on graphs, Graph Neural Networks can be effective in modeling a set of nodes
and their individual relationships [26]. It can be used to identify patterns and classes that were not
openly visible. As an example, in the research by [27], a graph neural network was trained for the
quadratic assignment problem. By providing the graph neural network with the input and corre-
sponding solved instances, it was able to generalize and produce results on new inputs from the same
distribution.

2.3 optimization augmented by ml approach

The second approach is the approach of optimization augmented by ML. This approach can be split up
into three sub-approaches: (1) learning methods to configuration, (2) learning methods to branching
and (3) learning methods to cutting planes [16, 28].

To start with, the first approach is an approach in which an ML model is trained to output the right
configuration parameters for the optimizer, based on data on previously successful parameters. Choos-
ing the right parameters from the start can significantly reduce the computational time. Examples
of optimizer parameters that could require careful configuration are parameters of pre-solving oper-
ations and the step size of the algorithm. Furthermore, in contrast to approach one, approaches two
and three occur during the optimization itself as lower-level decisions of the optimizer are replaced
by ML models ultimately improving the total algorithm computational time. The second approach of
learning methods to branching is defined as learning the choice of variables to branch on, which can
dramatically change the size of the branch-and-bound tree, hence the solving time. Finally, the third
approach of learning methods to cutting plane selection entails the selection of planes to cut from the
search space to improve the speed of the optimization algorithm.

An example of learning methods to configuration is the research by [29], which uses ML to classify
whether Mixed-Integer Quadratic Programming should be linearized or not, since linearizing the MIQP
can speed up the problem-solving time. As a result, this research showed that the best performing ML
algorithms are the Support Vector Machine and the Radial Function with an accuracy of around 80-90

% in predicting whether a MIQP should be linearized or not.

With respect to learning methods to branching, the research performed by [30] shows the feasibility
of this approach. In the research, a framework is built for ML models to learn how to speed up the
process of branching. This is done by first observing the branching decisions and then training a rank-
ing ML model to mimic the branching decisions in a faster way. Results show that significant gains
in computational time were achieved compared to the original branching method. Furthermore, in a
recent paper, it was shown that branching governed by ML can be effectively done by learning a deep
neural network to make the right variable selection decision [31]. In this research, the authors were
able to speed up the process by a factor of 2-10.

As a final example, the selection of the right cutting planes based on an ML model has been applied
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for quadratic semi-definite outer approximation via neural networks by [32]. In this research, each cut
is ranked on the improvement of the objective to train the ML model to output the best cuts. As a
result, the research demonstrates that their proposed cutting method is computationally light and easy
to integrate.

2.4 ml to improve optimization input approach
The final main approach is the approach of using ML to improve the input to the mathematical opti-
mizer. This approach is different than the first two approaches, since it focuses on the improvement
of the input values to optimization algorithms, instead of fundamentally changing the optimization
algorithm itself. In particular, this method is of added value for input values that are currently based
on inaccurate approximations or that are hard to describe through functions and therefore are not
included in the optimization algorithm. An example of research that uses ML to improve the input
of the optimizer is a work in which non-linear battery behavior is modeled with the use of neural
networks and subsequently used in the optimizer [33]. The authors use a large dataset of uncontrolled
charging sessions to train a regression model to estimate the maximum power that can be provided to
the EV based on features such as the current state-of-charge (SOC) of the vehicle. Subsequently, the
optimization algorithm takes the estimate and alters the charging capacity allocation accordingly. As a
result, the mean SOC is increased significantly by up to 21% compared to the algorithm that assumes
there to be no specific charging profile. Another example of this approach is research by the same au-
thors that uses linear regression to predict the departure time of EVs, which results in a mean absolute
prediction error of 141 minutes [34]. More examples of input values that have been approximated by
ML models to improve the optimization are the EV idle time to improve prioritization of EVs and user
classification to improve the smart charging actions [35, 36]. An overview of the different approaches
and sub-approaches to combining machine learning and optimization can be found in figure 2.4.1

Figure 2.4.1: An overview of the different approaches and sub-approaches identified in literature to combining
machine learning and optimization
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3 R E I N F O R C E M E N T L E A R N I N G F O R S M A R T
C H A R G I N G

Before the models can be discussed in further detail it is important to understand the fundamental
theory behind the reinforcement learning algorithms used in this thesis for smart charging. This
chapter is organized as follows. First, in section 3.1 the fundamentals of Q-learning and the available
literature on Q-learning and smart charging is discussed. Next, in section 3.2, an introduction is
provided to Deep Q-Networks. Subsequently, in section 3.3 the recent state-of-the-art Q-learning and
DQN reinforcement learning methods are covered. Finally, in section 3.4 and in section 3.5 the recent
literature on the application of Q-learning and DQN on smart charging is discussed.

3.1 q-learning fundamentals
Q-learning is a model-free reinforcement learning algorithm that makes use of an offline trained Q-
value function, to teach an agent how to make decisions that support the objective function. An
episode is considered a complete sequence of time steps with a corresponding state and action, which
ends with a terminal state. For illustration purposes, if Q-learning was used for a game of PAC-MAN,
a single episode could be set to be the exact position of the PAC-MAN within the maze (state) and
the next possible movements (actions) until the PAC-MAN either eats all of the dots or gets eaten by
a colored ghost (the terminal state). The state s of the agent, which is the PAC-MAN in this case, is a
representation of the environment that exists of a set of state-values describing the situation that the
PAC-MAN is in. In PAC-MAN state-values could for example be the x coordinate of the PAC-MAN,
the y coordinate of the PAC-MAN, and the distance to the colored ghost. In order to teach the PAC-
MAN to survive, a positive reward can be given to the PAC-MAN for eating all dots and a negative
reward can be given if the PAC-MAN gets eaten by the colored ghost.

In Q-learning, it is the goal of the agent to maximize the cumulative discounted reward in a chain of
actions that map between subsequent states. For a single step, within one episode, the algorithm starts
in state s and takes an action a which brings the agent to the new state s′. In every step, the decision
which action to take depends on the Q-values stored in the Q-table, in which every Q-value is linked to
a particular action and state. Whether the agent uses the Q-table or takes a random action is determined
by the epsilon-greedy policy, which depends on the value of ε. According to the epsilon-greedy policy,
in every time step, a random value between 0 and 1 is computed. If the random value is larger than
the ε value between 0 and 1, a random action is assigned. However, if the randomly generated value
is larger than ε, the Q-table is exploited by searching for the maximum Q-value Q(s, a), based on the
current state s that the agent is in by taking the corresponding action. Through the decay of ε during
the training process, the policy allows for sufficient random exploration at the start to make sure that
different actions are experimented with to discover optimal actions, while towards the ending lower ε
values allow the exploitation of the Q-table.

After an action is taken, the agent interacts with the environment to determine the new state s′ and
the next state-action pair Q(s′, a′) is determined. Next, the old Q-value Q(s, a) is replaced by a new
value based on the reward function and stored in the Q-table under the corresponding specific state
and action position. The value of this new Q-value stored in the Q-table Q(s, a) is determined by the
bellman equation below:

Q(s,a) = (1-α) Q(s,a) + α ( R + γ Q(s’,a’) ) (3.1)

There are a number of different variables in the Bellman equation which are described as follows:

• The reward R: Since it is the goal of the Q-learning algorithm to maximize the cumulative reward,
the reward R is a value determined by a reward function in every time step to measure how well
the action has led to the desired performance based on the objective function.
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• The learning rate α: The learning rate α is the weight that determines to which degree the future
Q value of the next state s′ is taken into consideration as opposed to the current Q-value in
determining the updated Q value.

• The discount factor γ: The discount factor γ discounts the Q-value corresponding to the next
state s′ and is used for determining the current Q-value.

A schematic overview of the Q-learning process is provided in figure 3.1.1

Figure 3.1.1: A schematic overview of the main components of the Q-learning algorithm including the agent,
environment, and Q-table.

After a significant amount of episodes, the Q-values in the Q-table converge as the learning curve
flattens. Subsequently, after all the training episodes have been run the algorithm comes to an end and
the Q-table can be used as a look-up table to find the appropriate action for every state that the agent
is in. The pseudocode for the algorithm is found below in algorithm 3.1.

Algorithm 3.1: Pseudocode of the Q-learning algorithm
Input: Hyperparameters
Output: Q(s, a), ∀S, a ∈ A

1 Initialize Q(s, a), ∀S, a ∈ A
2 for each episode do
3 Initialize State
4 for each time step do
5 Select a based on S, derived from Q(s, a) depending on ε, otherwise select random

action a
6 Take action a, observe reward R and s′ from environment
7 Replace Q(s, a)← (1−α) Q(s,a) + α ( R + γ Q(s’,a’) )
8 Go to next state, s ← s′

9 end
10 end

3.2 deep q-network fundamentals
The Deep Q-network algorithm was first developed by DeepMind in 2015 and combines both reinforce-
ment learning and deep neural networks [37]. In contrast to tabular Q-learning, DQN reinforcement
learning trains neural networks to predict Q-values based on the state-space input. However, similar
to tabular Q-learning, an action a is chosen corresponding to the maximum Q-value depending on ε.
The chosen action has an effect on the environment and provides the next state s′ and corresponding
reward R to the agent as can be seen in figure 3.2.1.
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Figure 3.2.1: A schematic overview of the main components of the DQN algorithm including the agent, environ-
ment, and deep neural network.

In the process of training, the neural network is trained in every episode through supervised learning.
However, since this sequence is highly sequential, in order to prevent a highly oscillating or diverging
output of the neural network, an experience replay memory D is used. Therefore, after an action has
been selected, the action a, the current state s, reward R, and next state s′ are stored together in a
replay memory D for training. The replay memory has a fixed size Msize and in every time step, the
oldest value is replaced by the most recent value to document new experiences. However, instead of
training the neural network on all stored transition (s, a, R, s′) in the replay memory, a small batch of
training data (minibatch) is selected with minibatch size Bsize. This trick is effective in getting rid of
the sequential bias. Next, the Q-values Yj for supervision that the neural network is trained on are
calculated according to the second part of the Bellman equation R + γQ(s′, a′).

Another issue that the DQN algorithm deals with is that since there is no lookup table, both Q(s, a) and
Q(s′, a′) would be produced by the same neural network while being closely correlated since Q(s, a)
follows Q(s′, a′). Therefore, a second neural network called the target network is introduced to stabilize
the learning process of the agent. The main neural network is used to predict Q(s, a), while the target
neural network is used to predict Q(s′, a′). After a number of episodes, the target neural network is
updated with the weights of the main neural network depending on the target update frequency, as
shown in figure 3.2.2:

Figure 3.2.2: A schematic overview of the interaction between the replay buffer, main neural network, and target
neural network in the DQN algorithm.

Because of the use of neural networks, in contrast to tabular Q-learning the algorithm works for
continuous state-space values. The algorithm does not allow continuous action-space, since every
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separate continuous Q-value output still responds to a discrete action. However, the neural network
allows both more states and actions to be added since the size of the lookup table is no longer a
computational restriction, which can lead to more accurate results. The pseudocode for the algorithm
is found below in algorithm 3.2:

Algorithm 3.2: Pseudocode of Deep Q Network algorithm
Input: Hyperparameters
Output: Action-value function Q(s, a), ∀S, a ∈ A

1 Initialize main neural network action-value function Q(s, a)
2 Initialize target neural network action-value function Q(s, a)
3 Initialize replay buffer D
4 for each episode do
5 Initialize State
6 for each time step t do
7 Select a = maxaQ(s, a), depending on ε, otherwise select random action a
8 Take action a, observe reward R and s′ from environment
9 Store transition (s, a, R, s′) in replay memory D

10 Go to next state, s ← s′

11 Sample minibatch of transitions from replay memory D

12 Set yj =

{
rj if t is last time step
rj + γQ(s′, a′) if t is not last time step

13 Take gradient descent step on (yj −Q(s, a))2

14 end
15 if episode number = target update frequency then
16 Update target network parameters
17 end
18 end

3.3 state-of-the-art

Since the Q-learning algorithm is relatively robust, there are little to no additional approaches men-
tioned in literature that can significantly improve its performance, other than, for example, reward
shaping, table initialization, and prioritized sweeping [38]. However, in contrast to Q-learning, there
are different approaches that have been developed for DQN reinforcement learning to improve the
learning of the agent.

To start with, an alteration to the DQN algorithm that is often applied to improve its stability is called
the Double Deep Q-network. DDQN is a method of decoupling the maximization of the predicted fu-
ture Q-values by the target neural network from the prediction of future Q-values by the target neural
network. These two are coupled since the maximum Q-value chosen by the target network directly de-
pends on Q-values provided by the target network. The problem with this is that as a consequence the
Q-values are unstable since the agent chooses the wrong maximum Q-value by overestimation of the
Q-values. Therefore, the goal of DDQN is to improve the stability of the learning process by having the
final action decision depend both on the Q-values of the main neural network and on the Q-values of
the target neural network [39]. The epsilon-greedy policy is still used to determine whether to explore
the consequences of a random action or to exploit the neural network. However, instead of only choos-
ing an action based on the maximum value of the Q-values predicted by the target neural network,
the index of the maximum value of the main neural network is used to select the ”maximum” Q-value
from the Q-values predicted by the target neural network. Therefore, the second part of equation 3.1
can be rewritten in the following way:

R + γ Q(s’,a’)⇒R + γ Q(s’, argmax
a′

(Q(s’,a’) )) (3.2)
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In equation 3.2 above it can be seen the argmax function selects the index of the main neural network
after which this index is provided to the target neural network to select the right Q-value (correspond-
ing to action a′).

Another commonly used method to improve the learning of the DQN agent is to use Prioritized Expe-
rience Replay. PER is used to improve the learning of the agent by increasing the speed up the learning
process [40]. In contrast to uniform sampling for the replay memory, PER lets the reinforcement learn-
ing agent choose samples for training the neural network based on the magnitude of their temporal
difference error. Tuples stored in the replay memory with a higher temporal difference have a higher
error, hence can lead to higher learning compared to other tuples.

Furthermore, there are different methods developed to deal with sparse rewards. In reinforcement
learning, a reward is called sparse when it is only given to the agent in a small handful of events. For
example, in PAC-MAN a sparse reward would be to only reward the agent once all the dots have been
eaten in the game. The opposite of a sparse reward is a dense reward in which the agent receives a
reward in the majority of the events. Due to the limited occurrence of sparse rewards, it can be very
difficult for RL agents to learn anything since feedback on the agent’s actions is very limited. However,
different methods have been developed to improve the learning under sparse rewards. An example of
such a method that is effective for sparse binary reward is Hindsight Experience Replay (HER), which
works particularly well for binary rewards [41]. HER is a technique that also allows learning from
failed experiences that do not lead to the final sparse reward by acting as if the failed performance was
actually the goal. As a result, the agent receives feedback from the sparse reward more often improving
the learning of the agent.

Finally, another approach for improving the performance of the DQN algorithm is related to the prob-
lem of unsuccessful exploration of the RL agent. Due to unsuccessful exploration, the agent can become
stuck in a non-ideal local optimum. To prevent this, different methods have been developed that can
help solve the exploration problem and ultimately increase the learning of the agents. One of these
methods is a curiosity-driven approach to the reward function [42]. In this approach the agent is mo-
tivated to explore new state-action pares through a separate curiosity reward function which provides
a higher reward for actions leading to the least frequently visited states. Moreover, there are different
exploitation-exploration algorithms other than the epsilon-greedy policy that can be used to tweak
the ratio between exploration and exploitation such as Thompson sampling, Upper Confidence Bound
(UCB), and Boltzmann exploration [43].

3.4 q-learning and smart charging

There are several papers applying Q-learning reinforcement learning to smart charging that have been
published in the past few years [19, 44, 25, 45]. In order to have an idea of the current status of
research on the use of Q-learning for smart charging, this section will cover some main approaches
and corresponding results in literature.

Different objectives can be identified within the application of Q-learning for smart charging. These
objectives can differ from building operation cost reduction and charging cost reduction to power
consumption reduction, EV SOC increase, PV self-consumption improvement, peak load reduction, or
a combination of these goals. To start with, an example of the use of Q-learning for smart charging is
research focused on reducing the cost of a smart building with a V2G station attached to the building
[44]. The authors developed a Q-learning model for a smart building that takes PV production, energy
demand, energy storage, and a vehicle-to-grid station into account without the knowledge of future
values. The state-space consists of EV state-of-charge, energy demand, and time in days. The action
space consists of four actions; buy energy, sell energy, charge battery, or discharge the battery. As a
result, the proposed Q-learning algorithm was able to significantly reduce the average daily cost of the
building operation compared to a number of benchmarks.

While the previous example takes the possibility of an EV being connected to a smart building into
account, it doesn’t focus primarily on the minimization of the EVs charging cost. An example of an
effective Q-learning smart charging model that focuses solely on charging EVs, is a model that takes
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the time until the vehicle leaves, the customer’s willingness to pay for a 100% charged vehicle, the
energy price, and the renewable energy production as states [25]. The objective is to maximize the
profitability of the charging station. The agent has two options for charging a vehicle, a slow charging
low current option and a fast-charging high current option. As a result, when training 40 times on
90 different days, compared to random charging the model was able to increase the charging station’s
profit by 40-80% .

A final example of a research that takes charging cost reduction a step further is a research that focuses
on the minimization of the EVs’ energy cost by adding a V2G ability to the model and by taking
market bidding into account [45]. In this work, an agent is developed that learns to determine the
right energy selling bid price and energy buying bid price for the electricity market, while ensuring
sufficient battery capacity. As a result, the overall average energy cost was near zero.

3.5 dqn and smart charging
Since Deep Q learning is considered a better tool for more complex state-action spaces than Q-learning,
the use of the DQN algorithm has been a topic of research within the field of smart charging [19, 46,
47, 48, 49]. As is the case for the literature on Q-learning smart charging, the literature on DQN smart
charging can also be segmented based on the objective of the smart charging model.

To start with, recent research has focused on implementing a DDQN model with HER that maximizes
PV self-consumption and EV state of charge at departure at the same time [46]. The state space in-
cluded the PV production, building load demand, EV charging demand, time until EV departure, and
SOC. As a result, with the use of a binary sparse reward for completing charging the model was able
to charge the vehicle to a SOC of more than 80% in 33% of the time, with an execution time of 2.16

seconds.

Another research has expanded on this by adding the additional objective of reducing EV charging cost
[48]. The authors have built a DDQN model which charges and discharges an EV in response to the
hourly electricity prices. By modeling the electricity price, current energy level, remaining energy, and
remaining charging time as states in the state space and multiple different charging and discharging
powers as actions, they were able to create 30% cheaper charging schedules than uncontrolled charging
with an execution time of 5.2 ms. The reward function consisted of a reward depending on the mone-
tary benefit of charging or discharging and a delayed reward relative to the power left in the battery at
the end.

Building on the previous work, another research takes it a step further by adding battery degradation
cost to the reward function with the same goal of reducing charging cost [50]. To motivate the agent to
charge the EV a sparse reward is provided at the final time step that is inversely related to the leftover
SOC. As a result, their proposed approach was able to reduce the charging cost by 77.30% compared
to uncontrolled charging.

A final example is a state-of-the-art DQN approach that makes use of Prioritized Experience Replay
[47]. In contrast to the previously mentioned works, the authors discard monetary objectives and focus
on decreasing peak loads and the load variance by charging during load valleys. In addition, this
model takes multiple vehicles into account at the same time and doesn’t rely on any predictions or
user input data. The features of the state are both EV-specific and collective features and the action
space is discrete and exists out of the three actions; don’t charge, charge at half power, and charge at
full power. Ultimately, the model’s performance came near to the optimal optimization strategy with
a decrease of 65% in the load variance compared to uncontrolled charging.
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4 T H E S I S M E T H O D O LO GY A N D O B J E C T I V E S

This section covers the methodology used in this thesis to reach the research objectives stated in
chapter 1. First, in section 4.1 the decision rationale for the chosen approach based on the literature
review is discussed. Next in section 4.2 the different steps required to reach a solution to the main
objective are stated. Finally, in section 4.3 the exact evaluation criteria of the developed solution is
elaborated on in more detail.

4.1 focus and contribution of the thesis
To start with, the approach that has been chosen for this thesis is approach End-to-End learning. There
are multiple reasons why End-to-End learning is chosen over the approach of optimization augmented
by ML and the approach over ML to improve optimization output. To start with, End-to-End learn-
ing allows fast and accurate output without the support of the original MIP optimizer. This allows
for simplification since a standalone model is created instead of a model that exists of multiple algo-
rithms. Furthermore, the alternative of optimization augmented by ML requires a deep understanding
of branching, cutting, and configuration algorithms and while it has the potential to improve the speed
of the model, it does not tackle fundamental bottlenecks of MIP models caused by the Branch-and-
Bound Algorithm. Finally, the approach of using ML to improve optimization input is less sufficient to
answer the research question, since while it has the potential to improve the accuracy, it is not expected
to significantly improve the speed of the existing MIP smart charging algorithm.

Within the field of smart charging, end-to-end reinforcement learning is widely used for smart charging
applications. Therefore, the decision has been made to use reinforcement learning algorithms in this
thesis. Within smart charging, reinforcement learning has been proven to be capable of creating smart
charging plans. While there are many different reinforcement learning algorithms, this thesis will fo-
cus on two of the most applied reinforcement learning algorithms for smart charging; Q-learning and
Double Deep Q-network reinforcement learning [19]. Alternatively, reinforcement learning algorithms
such as the Deep Deterministic Policy Gradient, Asynchronous Advantage Actor-Critic Algorithm, and
Soft Actor Critic have the advantage of allowing a continuous action space in contrast to the Q-learning
and the Deep Q-network algorithm. However, a continuous action space is not required in this work
making the Q-learning and Double Deep Q-network sufficient.

Although there are quite some recent studies on the application of Q-learning and DDQN for smart
charging, the research on the feasibility of reinforcement learning as a replacement for traditional op-
timization methods remains limited. The majority of existing research focuses on the performance
evaluation of the RL agents around uncontrolled charging which makes it hard to evaluate the charg-
ing performance in comparison to alternative state-of-the-art optimization methods such as LP/MIP.
Furthermore, in contrast to previous studies, this work aims for an extensive evaluation of the RL
agents’ performance through the assessment of non-trivial metrics such as the RL execution speed and
constraint violation. These metrics have been previously assessed only to a very limited extent, but are
essential to grasp the potential of RL for smart charging applications. In addition, only a few works in
literature research the ability of smart charging reinforcement learning to generalize and perform well
on arbitrary cases, which is essential for future real-life applications.

4.2 solution development
In order to complete the research objectives discussed in chapter 1, several sub-objectives can be for-
mulated, which are described in the section below:

1. Development of a Q-learning and Deep Q-network model for smart charging:
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a) Case study development

b) Algorithm set-up

c) Reward engineering

d) Hyperparameter tuning

2. Evaluation of the charging performance, cost reduction and speed of the proposed reinforce-
ment learning smart charging algorithms:

a) Evaluate the charging performance, cost reduction, and execution speed for three specific
cases both prior to and after training the agent on multiple different cases in comparison to
the average rate charging (AVR) benchmark and the MIP smart charging benchmark

b) Evaluate the generalization performance of the algorithms by computing average charging
performance, cost reduction, and execution speed for 10,000 different cases and compare to
the average rate charging benchmark

c) In-depth analysis and discussion of the reinforcement learning algorithms performance in
comparison to LP/MIP smart charging algorithms

The exact evaluation criteria that will be used to evaluate the performance, cost reduction, and
speed of the reinforcement learning algorithms are discussed in the next section. A visual overview
of the solution development is described in figure 4.2.1, of which the first two components have been
completed through the literature review in chapter 2. Furthermore, the simulation and modeling of
the reinforcement learning algorithms are done in Python and the Keras Tensorflow library is used for
Deep Q-learning in the Deep Q-network approach.

Figure 4.2.1: A visual overview of the solution development

4.3 evaluation criteria
While the section above has covered the main overarching themes of the evaluation criteria, in this
section the exact framework for evaluation of the RL agents and the corresponding criteria are covered
in more detail:

1. Evaluation of a single case study:

• Occurrence of a constraint violation

• Final SOC reached by the RL agent
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• Total EV charging cost in Euro per kWh for the RL agent

• Relative percentage EV charging cost difference in comparison to the AVR charger

• Execution speed in seconds per episode

2. Evaluation of the average performance on multiple different episodes:

• Percentage of episodes in which constraints are not violated by the Rl agent

• Average final SOC reached by the RL agent

• Average execution speed in seconds per episode

• Percentage of episodes that reach the maximum possible SOC

• Percentage of charging sessions that reach the maximum possible SOC

• Average charging cost difference relative to AVR for all charging sessions that reach max
possible SOC

• Percentage of charging sessions that are cheaper than AVR and reach max possible SOC

• Average charging cost difference relative to AVR for all charging sessions that are cheaper
and reach max possible SOC

• Average EV charging cost per episode in Euro/kWh for the RL agent

• Average EV charging cost per episode in Euro/kWh for the AVR agent

3. Analysis of the output data for different inputs:

• Relative percentage charging cost difference for all sessions that reach full battery capacity
for different vehicle leaving times in multiple episodes

• Final SOC for the different vehicle leaving times in multiple episodes

• Relative percentage charging cost difference for all sessions that reach full battery capacity
for different battery arrival capacities in multiple episodes

• Final SOC for the different battery arrival capacities in multiple episodes

Points 1, 2, and 3 will be discussed in the result section in chapter 7, while the further analysis of the
output and the significance of the research is discussed in chapter 8.
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5 S M A R T C H A R G I N G R E I N F O R C E M E N T
L E A R N I N G

This chapter discusses the specifications of the Q-learning and DDQN reinforcement learning models
developed for the application of smart charging. This chapter is organized as follows. First, in section
5.1 the overarching system structure of the reinforcement learning model for both Q-learning and
DDQN is explained, after which in section 5.2 the Q-learning model is discussed in detail including
the action space, state space, and reward engineering. Subsequently, in section 5.3 the action space,
state space, and reward engineering for the DDQN model are elaborated on. Finally, in section 5.4 an
overview of the hyperparameters for both reinforcement learning models is provided.

5.1 system structure
This section covers the fundamentals behind the system structure used for the development of the
Q-learning and DDQN smart charging algorithms. The system structure consists of a few main com-
ponents including an Energy Management System, an AC grid, an EV charger, a building load, and a
solar PV installation with an inverter. In this system, the energy management system can be considered
to be the agent that governs the bidirectional power exchange with the AC grid, and the unidirectional
power exchange with the charger, building load, and Solar PV installation. The power generated by
the solar PV installation is first used for the building load, after which any excess energy is used for
the charging of the EV, before being supplied to the AC grid. An overview of the system structure is
provided in figure 5.1.1 below.

Figure 5.1.1: The system structure used for the reinforcement learning algorithms

5.1.1 Data collection and model parameters

The RL models use electricity prices that are taken from the 2018 Day-Ahead Market (DAM) in the
Netherlands. The selling price of electricity is set to 95% of the buying price. Furthermore, both the
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PV power and load are based on typical diurnal fluctuating patterns and are simulated for the length
of a year including seasonal variations for the generated PV power. The original PV power data was
converted to 1kWp and then multiplied with the PV installation size [51]. The rated PV power is set to
20 kWp representing 80 solar panels of 0.25 kWp and the yearly energy consumption of the building
is set to 70000 kWh. The load data is based on a standardized load profile from the Netherlands in
2018 [52]. Furthermore, the time horizon for the optimization is 12 hours, with a step size of 5 minutes.
In addition, the EV owner has a variable integer value leaving time between 3 and 12 hours, which
is known beforehand by the agent. Therefore, a single episode consists of 12 hours and a total of 144

time steps of 5 minutes.

Despite the algorithm optimizing window being fixed for a period of 12 hours, the agent is trained to
output non-zero current values after the vehicle has left. Therefore, this optimization window allows
the agent to optimize for different vehicle leaving times as the vehicle can leave at any given time
between 3 and 12 hours in whole hours. An overview of the different time-related model parameters
is given in table 5.1.1.

Symbol Parameter Value Fixed/Variable
∆T Time step 5 Minutes Fixed
T Time Horizon 12 hours Fixed
∆TTotal Total time steps 144 hours Fixed

Table 5.1.1: The main time-related model parameters for the smart charging algorithm

Next to the time-related model parameters, there are multiple charging, grid, and EV parameters
defined for the smart charging model. The decision has been made to keep some parameters fixed to
minimize the complexity of the model. An overview of these parameters is provided in table 5.1.2.

Symbol Parameter Value Fixed/Variable
pPVr

max Rated PV Power 20 kWp Fixed
pload Yearly Energy Consumption 70000 kWh Fixed
TTL Time-to-leave 3-12 hours Variable
Vnom Nominal Voltage 230 V Fixed
ηcharging Charging Efficiency 0.97 Fixed

pcharger
max Max charging power charger 11.04 kW Fixed

pEV
max Max charging power EV 22.08 kW Fixed

φPhase Phase Three-phase Fixed
Bmax Total Battery Capacity 50 kWh Fixed
Bmin Minimum Battery Capacity 0 kWh Fixed
BArrival Arrival Battery Capacity 10-30 kWh Variable

Table 5.1.2: The hyperparameters for the smart charging algorithm

As can be seen in the table above, all parameters are fixed except for the time-to-leave and arrival bat-
tery capacity. These parameters can be set to be variable during training to improve the generalization
ability of the agent.

5.1.2 Main assumptions

There are some main assumptions on which both the Q-learning and Double Deep Q-network models
are built upon. A list of these main assumptions is provided below:

1. Perfect knowledge: In this study, the assumption is made that there is 100% accuracy with
respect to the knowledge of the future PV power, electricity buying and selling price, and load.

2. Electricity selling price: The electricity selling price is assumed to be equal to 95% of the buying
price.
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3. Charging window: It is assumed that the EV owner provides the agent with a charging window
between 3-12 hours, by indicating within how many hours the EV should be charged. This
information is communicated to the EV agent at the start of the charging window. Furthermore,
it is assumed that the EV owner unplugs the EV at the end of the charging window.

4. No CC/CV Charging: It is assumed that the EV battery does not follow a CC/CV charging plan.

5. No Overcharging: It is assumed that overcharging is not possible, even if the algorithm outputs
a charging action after being fully charged.

5.1.3 Objectives

In contrast to mathematical optimization, an objective function in reinforcement learning is not defined
as a loss function. However, instead, the reward function is used to indirectly achieve the objective of
the agent. The main objective of the smart charging algorithm in this work is twofold, making it a
multi-objective model:

1. To charge the electric vehicle to the highest possible SOC before the EV-owner intends to leave

2. To minimize the money spent in EUR/kWh on electricity for the charging of the EV

Here the highest possible SOC is defined as the max possible SOC possible if the agent were to
charge at full power in every step for the duration of the charging window, which differs depending
on the case under consideration.

5.1.4 Environment

The environment consists of the equations that describe the system dynamics and provide the informa-
tion required for updating the state space and calculating the reward. The environment is consulted
after every time step and depends on the action taken in the step before. When considering the state
space, all states are updated in every time step. The power delivered to the vehicle, the battery capacity,
and import and export power values are also computed in every time step and are used to update the
environment. The corresponding equations in the environment are described below:

Pt = Ie+
t ×Vnom × φphase, t ∈ T (5.1)

Bt = Pt × ηcharging ×
∆T
60

, t ∈ T (5.2)

St =
Bt − Bmin

(Bmax − Bmin)
, t ∈ T (5.3)

Pdi f f
t = (Pt/ηCharger) + Pload

t − PPV
t = PG(imp)

t − PG(exp)
t , t ∈ T (5.4)

PG(imp)
t = {Pdi f f

t |Pdi f f
t > 0}, t ∈ T (5.5)

PG(exp)
t = −1 ∗ {Pdi f f

t |Pdi f f
t < 0}, t ∈ T (5.6)
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5.1.5 Constraints

The reinforcement learning agent is subjected to three technical constraints which can not be violated
during the charging process:

1. Alternating current (AC) charging standards (International Electrotechnical Commission 61851)
come with a lowest possible set point of current supplied to the vehicle by the charger of 6 A.

(Ie+
t = 0) or (6 ≤ Ie+

t ≤ 16), t ∈ T (5.7)

2. The power provided to the EV can not exceed the max charging power capacity of the EV charger
of 11.04 kW

0 ≤ Pt ≤ 11.04 kW, t ∈ T (5.8)

3. The agent is not allowed to supply current to the vehicle when the vehicle has left or when the
vehicle has been charged to 100% SOC to prevent overcharging.

The first constraint is automatically satisfied through the limitation of the action space. The second
constraint is ensured by the limit on the first constraint since it has a maximum value of 16 A. Finally,
the third constraint is implemented in the reward function through the constraint violation penalty
described below.
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5.2 q-learning model
This section covers the specifications of the Q-learning model. First, subsection 5.2.1 and 5.2.2 cover
the action and state space, after which in subsection 5.2.3 the Q-learning reward function is discussed.

5.2.1 Action space

The actions that the agent can take for the charging currents to the EV are discretized and exists of
a current of 0 A or a current between 6-16 A. The reason for discretization is to limit the size of the
Q-table, as a too-large size can not be stored in the memory of the computer. An overview of the
actions possible is provided in the equation below.

at = {0, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}, t ∈ T (5.9)

5.2.2 State space

Furthermore, in order to capture the situation that the EV is in, different state values are collected
from the environment every time step to describe the state of the system after an action has been
executed. The state space of the Q-learning model includes the state of charge of the EV SOCt, the
normalized (until the vehicle leaves) market clearing price for buying electricity in the time step under
consideration Cbuy

norm,t, the number of hours left until the vehicle leaves TTLNow
t , the normalized number

of steps left until the until vehicle leaves that have a lower normalized market clearing price than the
current one Nlower

t , and the original number of hours left until the vehicle leaves TTLoriginal
t .

St = (SOCt, Cbuy
norm,t, TTLNow

t , Nlower
t , TTLoriginal

t ), t ∈ T (5.10)

The state values are discretized to restrict the size of the Q-table since bigger more complex state
spaces were not possible due to application memory limitations. Given this action and state space, the
q-learning table size amounts to roughly 6 million different states multiplied by 11 different options
for the charging actions. A more detailed overview of every state is provided in table 5.2.1 below.

Symbol State Unit Discretization
SOCt State of charge of EV - 21 steps between 0 and 1

Cbuy
norm,t

Normalized (until vehicle leaves) market
clearing price for buying electricity in the
time step under consideration

- 21 steps between 0 and 1

TTLNow
t Number of hours left until the vehicle leaves Hours 10 steps between 3 and 12

Nlower
t

Normalized number of steps until the vehicle leaves
that have a Cbuy

norm,t lower than the current Cbuy
norm,t

- 21 steps between 0 and 1

TTLoriginal
t Original number of hours left until the vehicle leaves Hours 10 steps between 3 and 12

Table 5.2.1: The state space symbols, description, unit, and discretization level for the Q-learning model

5.2.3 Q-learning reward function

As mentioned before, a reward function is used in every time step to measure how well the action has
led to the desired performance. The reward function consists of the following three components that
collectively contribute to reaching the objectives of the smart charging algorithm:

Rewardt = Rcost
t,normalized + RSOC

t − Rconstraint
t,normalized, t ∈ T (5.11)

1. Cost reward: To start with, the cost reward Rcost
t,normalized depends in the money spent on electricity

to charge the vehicle in equation 5.12. In this equation Rcost
t is the current electricity buying
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price, which is multiplied by the energy provided to the vehicle in kWh in that specific time step.
Subsequently, Rcost

t is normalized to a value between 0 and 10 for non-zero current actions. For
non-zero current actions, the cost spent on electricity increases for higher current and as a result,
the cost reward decreases. However, if the zero current action is chosen, the reward is set to 12

in order to discourage charging if not necessary. The equations that describe the cost reward and
the normalization are provided below:

Rcost
t = Cbuy

t ∗ Pt ∗ (∆T/60), t ∈ T (5.12)

Rcost
t,normalized =

Rcost − (Rcost − Rcost)
|Rcost

t −Rcost
t,max |

|Rcost
t,max−Rcost

t,min |

0.6
if Ie+

t 6= 0

12 otherwise
, t ∈ T (5.13)

The normalization of Rcost
t in equation 5.13 is based on the the upper normalization parameter

Rcost and the lower normalization parameter Rcost. This charging costs are normalized since every
episode can have different electricity prices. Furthermore, in equation 5.13 Rcost

t,min is defined as the

lowest possible cost reward when the electricity price Cbuy
t is the highest value for the episode and

Pt is equal to the maximum possible power value when the current provided is 16A. Furthermore,
Rcost

t,max is defined as the highest cost reward when the electricity price Cbuy
t is the lowest value for

the episode and Pt is equal to the lowest non-zero power output when the current is 6 A . Both
Rcost

t,min and Rcost
t,max are computed again for every episode. After Rcost

t is normalized relative to Rcost
t,max

and Rcost
t,max it is taken to the power 0.6 to shape the reward function and normalized relative to

Rcost and Rcost.

2. Charging reward: To motivate the agent to charge the vehicle to a state of charge of 100%, the
agent is provided with a single high reward of 1500 if the vehicle has receives a state of charge of
100% before the EV owner intends to leave:

RSOC
t =

{
1500 if SOC = 1 when TTLNow

t = 0
0 otherwise

, t ∈ T (5.14)

Since RSOC
t is a sparse reward and can only be provided once, it is not normalized.

3. Overcharge penalty: Whenever the vehicle is full and power is provided to the vehicle, a negative
penalty is added to the cumulative reward. The equations that describe the constraint violation
penalty reward and the normalization are provided below:

Rconstraint
t = Ie+

t , t ∈ T (5.15)

Rconstraint
t,normalized = Rconstraint − (Rconstraint − Rconstraint)

|Rconstraint
t − Rconstraint

t,max |
|Rconstraint

t,max − Rconstraint
t,min |

0.6

, t ∈ T (5.16)

Just like for the cost reward the magnitude of the current value equal to Rconstraint
t determines

the final normalized reward. Therefore, in equation 5.16, Rconstraint
t is normalized between the

upper normalization parameter Rconstraint and the lower normalization parameter Rconstraint. In
this equation Rconstraint

t,max is the maximum possible current of 16A and Rconstraint
t,min is the minimum

possible non-zero current of 6A. Therefore, the higher the current the higher the penalty for
overcharging.

The normalization of the rewards used in Q-learning requires careful tuning. Normalization is done
in this way to improve the learning of the agent. The normalization allows re-scaling of the reward
between an upper and lower bound value facilitating control over the value to achieve a desired trade-
off with the other rewards. In addition, the power of 0.6, reshapes the rewards into a curve with a
gradient to improve the feedback to the agent. The constraint violation penalty has been set to a value
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much lower than the worst possible reward to ensure that the agent does not find a local optimum
while still violating the overcharging constraint. Furthermore, Rcost was not set too high to encourage
the charging of the vehicle and receive the SOC reward Rcost of 1500 for charging the vehicle to 100%.
Table 5.2.2 shows the final upper and lower normalization parameters that lead to optimal results.

Symbol Rcost Rcost Rconstraint Rconstraint

Value 10 0 500 550

Table 5.2.2: Model parameters for the reward engineering of the Q-learning model

5.3 ddqn model

This section covers the specifications of the DDQN model. First, subsection 5.3.1 and 5.3.2 cover the
action and state space, after which in subsection 5.3.3 the Q-learning reward engineering is elaborated
on.

5.3.1 Action Space

Just like with Q-learning, the actions that the agent takes are discretized and the charging currents that
the agent can provide are 0 A or a value between 6-16 A. In theory, the action space could be made less
discrete for DDQN reinforcement learning, since the output of the neural network is simply a Q-value
for each output. However, this would require a neural network with an extremely large amount of
outputs, which significantly increases the required training time for a decent prediction. Therefore, for
simplicity’s sake, the action space is kept discrete as can be seen in equation 5.17 below:

at = {0, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, , 16}, t ∈ T (5.17)

5.3.2 State space

Furthermore, in order to describe the current situation that the EV is in in every step, eight different
state values are collected from the environment. While the state space for Q-learning was kept to a
limited amount to reduce the size of the Q-table, DDQN allows a more extensive state space. In order
to enhance the input to the neural network, the input values are normalized between 0 and 1, making
the state-values unitless. The total state space used for the DDQN model St is described below:

St = (SOCt, TTLNow
t , Cbuy

norm,t, Nlower
t , Cbuy

t,average, Cbuy
t, f ive, TTLBinary

t , SOCBinary
t ), t ∈ T (5.18)

Similar to Q-learning the environment updates the state space after an action occurs. The definition
and corresponding unit of every state are provided in table 5.3.1 below. When comparing the state
space of DDQN to the state space used for Q-learning we find that the states Cbuy

t,average, Cbuy
t, f ive, TTLBinary

t

and SOCBinary
t have been added to the state space. The reason for this is that these statesvvimprove the

amount of information regarding the price trajectory and the moment the vehicle leaves. Cbuy
t,average is

defined as the average normalized electricity buying price until the vehicle leaves and remains constant
throughout the episode, while Cbuy

t, f ive is equal to the average normalized electricity buying price of the
past five steps. The decision has been made to use the electricity buying price of the past five steps
since five steps is sufficient to indicate a recent transition in the buying price. Furthermore, TTLBinary

t

and SOCBinary
t are binary values indicating a value of one when the vehicle has left and when the SOC

is 1 and zero otherwise.
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Symbol State
SOCt State of charge of EV
TTLNow

t Normalized number of hours left until the vehicle leaves

Cbuy
norm,t

Normalized (until vehicle leaves) market clearing price for buying electricity
based on prediction

Nlower
t

Normalized number of steps (until vehicle leaves) that have
a Cbuy

t lower than the current Cbuy
t

Cbuy
t,average The normalized average relative electricity buying price until the vehicle leaves

Cbuy
t, f ive The average normalized electricity buying price of the past five steps

TTLBinary
t

Binary value indicating a value of one, once the EV has left and
zero otherwise

SOCBinary
t

Binary value indicating a value of one, once the vehicle has reached an SOC equal
to 1 and zero otherwise

Table 5.3.1: The state space symbols, description, unit, and discretization level for the DDQN model

5.3.3 DDQN reward function

For DDQN, the reward function also exist out of three components as can be seen in equation 5.19

below:

Rewardt = Rcost
t,normalized + RSOC

t,Mdense-norm − Rconstraint
t,normalized, t ∈ T (5.19)

1. Cost reward: The cost reward Rcost
t,normalized is defined the same as for Q-learning. The cost reward

Rcost
t depends on the current electricity buying price multiplied by the energy provided to the

vehicle in kWh and subsequently Rcost
t is normalized to a value between 0 and 10 if the current

action is non-zero. The reward is set to 12 if the current action is zero. The equations that describe
the cost reward and the normalization are provided below:

Rcost
t = Cbuy

t ∗ Pt ∗ (∆T/60), t ∈ T (5.20)

Rcost
t,normalized =

Rcost − (Rcost − Rcost)
|Rcost

t −Rcost
t,max |

|Rcost
t,max−Rcost

t,min |

0.6
if Ie+

t 6= 0

12 otherwise
, t ∈ T (5.21)

In the above equation also Rcost
t,min and Rcost

t,max are defined in the same way as for the Q-learning
model. Rcost

t,min represents the worst possible cost outcome in every episode and Rcost
t,max the best

possible cost outcome. The values of Rcost and Rcost are given in table 5.3.3.

2. Medium-Dense charging reward: In contrast to the reward for Q-learning, a more dense charging
reward RSOC

t,Mdense-norm is proposed. To motivate the agent to charge the vehicle to a state of charge

of 100%, 20 SOC targets Ntargets
SOC have been set up in steps of 0.05 between 0 and 1. This reward is

considered medium-dense since the agent does not receive a reward at every time step. Instead,
the agent receives a reward every few time steps, for which the charging power determines the
number of time steps it takes to reach a target. As can be seen in equation 5.22, every time the
vehicle reaches a SOC target the average cost in Euro per kWh is calculated to reach that SOC
target. The average cost in Euro per kWh is calculated by dividing the sum of the cost in all steps
N leading to a charging target by the total gain in battery capacity ∆B. After the agent reaches a
charging target, RSOC

t,Mdense is reset to zero again:

RSOC
t,Mdense =

∑N
n=1 Rcost

t,n

∆B
, t ∈ T (5.22)
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Weight =

RSOC
Mdense − (RSOC

Mdense − RSOC
Mdense)

|RSOC
t,Mdense−RSOC

t,max |
|RSOC

t,max−RSOC
t,min |

0.6
if SOC = a target

0 otherwise
, t ∈ T (5.23)

RSOC
t,Mdense-norm = 100×Weight, t ∈ T (5.24)

As can be seen in equation 5.23, the average cost in Euro per kWh spent on electricity to reach
a charging target is normalized relative to RSOC

t,max and RSOC
t,min once a SOC target has been reached.

Here RSOC
t,max is equal to the maximum possible electricity price in Euro/kWh for every specific

episode and RSOC
t,min is equal to the minimum possible electricity price. Subsequently, the value

is normalized between the upper normalization parameter RSOC
Mdense and the lower normalization

parameter RSOC
Mdense to compute the weight. Finally, the weight is multiplied with a reward value

of 100 to motivate the agent to charge the vehicle to 100% as cheap as possible. Therefore, the
lower the average cost in Euro per kWh to reach the charging target the higher the weight and
the higher the reward.

3. Overcharge penalty: Similar to the Q-learning model, the agent receives a negative penalty when
the vehicle or has left and power is provided to the vehicle. The equation that describes the
constraint violation penalty reward and its corresponding normalization is provided below:

Rconstraint
t = Ie+

t , t ∈ T (5.25)

Rconstraint
t,normalized = Rconstraint − (Rconstraint − Rconstraint)

|Rconstraint
t − Rconstraint

t,max |
|Rconstraint

t,max − Rconstraint
t,min |

0.6

, t ∈ T (5.26)

Also for DDQN, Rconstraint
t,max is the maximum possible current of 16A and Rconstraint

t,min the minimum
possible non-zero current of 6A. Therefore, the higher the current the higher the penalty for
overcharging. The values of Rconstraint and Rconstraint are provided in table 5.3.3.

4. Alternative rewards: To motivate the agent to charge the vehicle to a state of charge of 100%, also
a sparse charging reward and a dense charging reward could be effective. For the sparse charging
reward, a delayed final reward is provided to the agent once the vehicle has left. A weight factor
of 1 is multiplied with the difference between the full capacity of 50 kWh and the final capacity
squared. This encourages the agent to charge the vehicle to maximize the total discounted reward
as can be seen below.

RSOC
t,sparse = Weight× (Bmax − B f inal)2, t ∈ T (5.27)

Furthermore, a dense charging reward was considered that has 1000 SOC targets Ntargets
SOC in small

steps of 0.001 between 0 and 1. It can be considered dense since it is able to provide a reward in
every step. Every time the vehicle reaches a SOC target the agent is rewarded with a charging
reward equal to the inverse of the electricity buying price at that moment times the number of
SOC targets covered by delivering a certain amount of current in that time step. This encourages
the agent to charge the vehicle and reach SOC targets when prices are low. Since every charging
action leads to the agent reaching a number of SOC targets, the agent receives feedback in every
step making it a dense reward. The reward function is shown below:

RSOC
t,Dense =

1

Cbuy
t

× Ntargets
SOC , t ∈ T (5.28)

RSOC
t,Dense-norm = RSOC

Dense − (RSOC
Dense − RSOC

Dense)
|RSOC

t,Dense − RSOC
t,max|

|RSOC
t,max − RSOC

t,min|

0.6

, t ∈ T (5.29)

In the equation above RSOC
Dense and RSOC

Dense can be set to a value depending on the desired behaviour
in relation to the cost reward. Furthermore, RSOC

t,max and RSOC
t,min are equal to the the best and worst

possible RSOC
t,Dense values in every episode.
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However, with regard to the alternative rewards mentioned above, the decision was made to go
forward with the medium-dense charging rewards as the sparse charging reward did not motivate the
agent to charge the vehicle sufficiently and the dense charging reward severely alters the model-free
nature of the DDQN model, since in every step the charging reward stands in direct relationship to the
contradicting SOC reward. Table 5.3.3 shows the final normalization hyperparameters for the reward
function of the DDQN model model that lead to optimal results.

Symbol Rcost Rcost RSOC
Mdense RSOC

Mdense Rconstraint Rconstraint

Value 10 0 0 1 15 25

Table 5.3.2: Model parameters for the reward engineering of the DDQN model

5.4 hyperparameters
Furthermore, there are several hyperparameters that need to be tuned for both algorithms, which can
be found in table 5.4.1. Some hyperparamaters have been determined through close study of different
hyperparameter versions while others have been determined through trial and error. In this section
the rationale behind a number of hyperparameters will be discussed.

Since the SOC reward can be seen as a delayed reward because it is not provided in every time step,
the value of the learning rate α and discount factor γ are set to be relatively high. A high value of α
and γ makes sure that the Q-value corresponding to the next state Q(S′, A) has more of a contribution
since its weight is increased in the Bellman Equation. Ultimately, because of this, a delayed reward is
translated through to all Q-values that are part of the same chain of state and actions values.

Symbol Hyperparamater Q-learning DDQN
Nepisodes Total number of episodes prior to generalization 450K 22.5K
Nepisodes Total number of episodes after generalization 45M 90K
ε Epsilon value 0.9 0.9
α Learning rate 0.3 0.001

γ Discount factor 0.999 0.999

εmin Minimum epsilon value 0.05 0.05

αmin Minimum alpha value 0.25 0.25

Aepsilon Initial plateau length 0.5 0.5
Bepsilon Steepness of decreasing gradient 0.1 0.1
Cepsilon Bottom plateau height 0.2 0.2
Msize Replay Memory Size - 50000

Rsize Minimum replay Memory Size - 1000

Bsize Mini batch size - 32

T f requency Target network update frequency - 10

NNeurons Number of neurons in each layer - 128

NLayers Number of layers in neural network - 3

Tr f requency Training frequency - 24 time steps

Table 5.4.1: Q-learning and DDQN reinforcement learning hyperparameters

Furthermore, both the values of α and ε were set to decay in Q-learning as the number of episodes
gets closer to the final number of episodes. In DDQN, only ε was set to decay. The DDQN algorithm
does not make use of an explicit α factor, since the future Q-value is predicted as a stand-alone value
instead of combined with the old Q-value to be stored in the Q-table, which is the case for Q-learning.
The value α for DDQN is represented in the neural network instead. For Q-learning a lower value of
α decreases the degree to which a future Q-value is weighed into the current Q-value. This way as the
number of episodes increases the Q-values become more robust and depend less on the future. A lower
value of ε decreases the degree to which random actions are taken, allowing more exploitation of the
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Q-table in Q-learning and the neural network in the DDQN model. The equation used to determine
the ε decay rate is described below in equation 5.30 until 5.33 and exist of three components governed
by the hyperparameters Aepsilon, Bepsilon, Cepsilon that determine the shape of the ε decay:

εstandardized =
(episode− Aepsilon × Nepisodes)

Bepsilon × Nepisodes
(5.30)

εcosh = cosh(e−1×εstandardized) (5.31)

εintermed = 1.1− (
1

εcosh
+

episode× Cepsilon

Nepisodes
) (5.32)

Epsilon = 1 +
εintermed − 1.1

1.1 + 0.2
(5.33)

A plot of the ε decay for different hyperparameters is provided below in figure 5.4.1 and shows how
the shape of the curve differs for the different hyperparameters:

Figure 5.4.1: The influence of hyperparameters on the epsilon decay slope

Here Aepsilon governs the length of the left tail until it starts decreasing, Bepsilon determines the slope
of the line and Cepsilon determines the steepness of the left and right tail.

α is decayed with a different more simple equation. The equation used to determine the decay rate for
α in Q-learning is described below in equation 5.34:

Decay Rate =
αmin

αcurrent

1/Nepisodes
(5.34)

5.4.1 Minibatch size and training frequency

As mentioned before, the minibatch is a sample of data taken from the replay buffer for the training of
the neural network of the DDQN model. The minibatch size is set to 32, which means that 32 training
data points are provided to the neural network with a single data point existing of the state space of 8

states and the corresponding q-values for every action. As the number of episodes increases, epsilon
decreases according to equation 5.33 and the size of the minibatch is set to increase as well. Therefore
the minibatch size starts with 32 but is increased to 640 increasing the stability of the model at the end
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of the training cycle and making it less susceptible to noise.

Furthermore, in order to speed up the training time of the DDQN RL agent, the reward evolution and
charging cost evolution over 890 episodes is studies for different training frequencies of the neural net-
work. Lower training frequencies, allow for faster training speeds since the step of training the neural
network with a mini batch takes up a relatively large amount of time. As can be seen in the figure
below, figure 5.4.2 displays different training frequencies for the DDQN agent trained on multiple dif-
ferent cases and figure 5.4.3 for the DDQN agent trained on case study 2 only.

The top left figure shows that the final mean average reward is similar for the different training fre-
quencies except for the training frequencies of 50 and 100 episodes for which the final reward is slightly
less. The top right figure shows that for these two training frequencies the final mean cost is close to
zero, which means that the EV is not charged at all, while the other frequencies have a mean average
non-zero cost of around 2. It can again be observed that the costs is quite close to each other for the
other training frequencies. However, when observing the mean average reward and cost evolution in
figure 5.4.3 when training on case study 2 it becomes clear that only the highest frequency of training
the neural network every 24 steps in a single episode is close to the performance of the frequency of
training the neural network in every step. Therefore, for the DDQN model the decision was made
to train the neural network every 24 steps, in contrast to in every step, significantly speeding up the
training time while leading to a similar performance.

Figure 5.4.2: Plots of the reward evolution and charging cost trained on multiple different cases

Figure 5.4.3: Plots of the reward evolution and charging cost trained on case study 2
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6 T R A I N I N G DATA A N D C A S E S T U D I E S

The purpose of this chapter is to discuss the training and testing procedure of the Q-learning and
DDQN smart charging models. Training data is necessary to teach the ML models to output the right
before while testing data has the function of evaluating the performance after the ML models have
been trained. This chapter is organized as follows. First, in section 6.1 the case studies that are used
for training and evaluation the Q-learning and DDQN model are discussed. Next, in section 6.2 the
performance benchmarks for the evaluation of the RL models are elaborated on. Finally, in section 6.3
the exact training and testing data set-up is discussed in more detail.

6.1 case studies

In order to consistently evaluate the performance of the reinforcement learning models, three different
case studies are used to test the performance of the agent. These three specific case studies were
selected because they differ from each other and therefore challenge the reinforcement learning agents
in alternative ways. The exact specifications of these case studies are provided in the table 6.1.1 below.

Case 1 Case 2 Case 3
Price Pattern High/Low/High High/Low Mid/High/Low
TTL [hours] 12 12 3

Arrival Battery Capacity [kWh] 10 10 30

Table 6.1.1: Case study parameters for three different case studies

While the price pattern of case 1 challenges the reinforcement learning agents to prolong charging
until roughly one-third of the time window when prices are low, in case 2 the vehicle can be charged
most cheaply at the end of the time window. Furthermore, case 1 and case 2 have a vehicle leaving
time of 12 hours and an arrival battery capacity of 10 KWh. Finally, case 3 represents an alternative
corner case in which the electricity prices are lowest at the end of the time window. However, in case
3 the vehicle leaves after 3 hours, which requires the agent to charge the vehicle right from the start
when the electricity prices are the lowest within the restricted charging window of 3 hours.

6.2 benchmarks

As for the performance benchmarks, both the Q-learning and DDQN model are compared to the
performance of the average rate charging scheme and the original MIP solver when testing on the
individual case studies both prior to and after training on many different cases. When evaluating the
average performance on multiple different cases, the Q-learning and DDQN performance are compared
to each other.

6.2.1 Average rate charging benchmark

As a first benchmark, the charging cost, speed, and final achieved SOC of the reinforcement learning
model are compared to that of average rate charging. With average rate charging the power provided to
the EV is equal to the total energy required divided by the time available. This power is then converted
to a current equal to or larger than the minimum non-zero charging current level of 6 A. Therefore, if
the average required current by the vehicle in every time step is below 6 A, the charging current is set
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to 6 A and the vehicle is fully charged before the EV owner intends to leave, as described in equation
6.1.

Ie+
t =

{ Easked
(Tdep−Tarr)×230×3 Ie+

t > 6

6 Ie+
t ≤ 6

, t ∈ T (6.1)

6.2.2 MIP benchmark

As a second benchmark, next to the average rate charging benchmark, the performance of a simplified
version of the MIP solver for the project Orchestrating Smart Charging in mass Deployment (OSCD) is
evaluated for each case study [53]. As mentioned before in chapter 1, the MIP solver is a mathematical
optimization smart charging algorithm with the goal of reducing the cost of charging EVs. Since the
original OSCD algorithm allows more complex computations, the objective function has been set to
match the objectives of the RL models:

Min. Copt = Cp(BArrival
SOC + d− BFinal

SOC ) + ∆T
T

∑
t=1

(PtC
buy
t − PtCsell

t ), t ∈ T (6.2)

In the equation above, Cp has been set to 10 Euro per missing percentage of SOC, d represents the
energy required to reach full capacity and BFinal

SOC is the battery SOC at the end of the time horizon.
Furthermore, equations 5.1.4 until 5.1.4 describing the environment of the RL models are used as sub-
functions for the MIP solver. In addition to the constraints mentioned for RL in section 5.1.4 and the
equations 5.1.4 until 5.1.4 in the environment, a number of additional constraints are also formulated
for the MIP solver:

PPV
t ≤ KPV

t pPVr pPV( f c)
t ηinv, t ∈ T (6.3)

When EV is connected:

Bt ≥ BArrival
SOC , t ∈ T (6.4)

Bt ≤ Min{d + BArrival
SOC , Bmax}, t ∈ T (6.5)

Bt ≥ Bmin
SOC, t ∈ T (6.6)

When EV is not connected:

Ie+
t , Pt, Bt = 0, t ∈ T (6.7)

Finally, all other external factors related to the MIP solver such as the case-specific electricity buying
and selling prices, the PV power, and building load have been set to be the same as for the RL model.

6.3 training and testing
One of the most important steps that determine the performance of the RL agents is the way in which
it has been trained. As part of the training process, first, a data set is created for training, after which
it is split into 90% training data and 10% testing data. This guarantees that the evaluation results are
not biased since the agent has no prior experience with the testing data.

To further clarify the training and testing set-up, figure 6.3.1 below shows an image portraying which
trained models are tested on which case studies. First, both algorithms are trained and tested on the
three individual case studies only (prior to generalization), which means that the agent is trained on
the same case study for all episodes and has not been trained to generalize. However, ultimately, it
is the goal to have the Q-learning and DDQN smart charging models perform well for arbitrary price
patterns including a varying TTL value and arrival battery capacity value. Therefore, the agent is also
trained on many different random case studies to assess the generalization performance of the agent.
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To improve the generalization performance in every episode the agent is provided with a new price
pattern, TTL value, and battery arrival capacity. Subsequently, the Q-learning and DDQN models
trained in many different episodes (after generalization) are tested on the three individual case studies
as well as on 10 thousand different cases.

Figure 6.3.1: Overview showing which training and testing data the different Q-learning and DDQN models are
trained on

6.3.1 Training Q-learning

When training the Q-learning agent on the three case studies only, a total of 450 thousand episodes were
trained on. For all episodes, both the vehicle leaving time and arrival battery capacity are kept constant
for every case study according to the previously mentioned values in table 6.1.1. The figure below
shows the moving average reward and moving average cost every 1000 episodes prior to generalization
on cases 1, 2, and 3.

Figure 6.3.2: The increasing moving average reward and declining moving average cost every 1000 episodes for
the Q-learning algorithm for 450K different cases on cases 1, 2 and 3

In the figure above it can be seen that the agent starts off with a negative reward, as it receives many
punishments for overcharging, after which it slowly learns to stop overcharging and is able to achieve
higher average rewards over time. Furthermore, the right plot demonstrates the decrease in the average
EV charging cost over time as it decreases over the 450 thousand episodes. The final reward achieved
in cases 1 and 2 is significantly higher than the final reward achieved in case 3. Furthermore, the lowest
cost is achieved in case 1, while the highest cost is achieved in case 2. Therefore, if the vehicle has been
charged to 100%, the right plot provides an indication of to which degree the objective of charging the
vehicle as cheap as possible has been reached. However, it must be taken into account that the average
charging cost per episode depends on two factors and can be misleading. The first is the price pattern
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of the episode and the second is the final SOC reached in that episode. To start with, episodes with
relatively low electricity prices inherently lead to lower charging costs. Therefore, it is not necessarily
true that a low total charging cost is the result of smart charging. In addition, if a vehicle is not charged
to 100% the plot can be misleading since not charging the EV to full capacity will always result in a
relatively lower total charging cost than successful charging the EV to full capacity.

To test the Q-learning generalization performance, the Q-learning agent was trained on 45 million
episodes under the hyperparameters provided in table 5.4.1. Every episode consists of a random price
pattern in the year, with a random TTL value between 3-12 hours and an arrival battery capacity
between 10-30 kWh in steps of 5 kWh. Figure 6.3.3 below displays the moving average reward and
moving average cost every 10 thousand episodes over a total of 45 million episodes.

Figure 6.3.3: The increasing moving average reward and declining moving average cost every 10,000 episodes for
the Q-learning algorithm for 45 million different cases

From this figure, it becomes clear that the Q-learning agent learns how to increase the reward over
time and that the reward function successfully stimulates the agent to lower the costs of charging the
EV. After training, the moving average reward is close to 0, as is the case for the individual case studies
and the moving average total EV charging cost per episode is between 1.5 and 2 Euro after 45 million
episodes. However, this again depends highly on the price pattern of the episodes and the final SOC.

6.3.2 Training DDQN

When training the DDQN agent on the three case studies an amount of 45 thousand episodes are
trained on. The number of episodes trained on for the DDQN agent is significantly less due to the
relatively slower training speed compared to Q-learning. Just like for the Q-learning agent, both the
vehicle leaving time value and arrival battery capacity is kept constant for every case study. The figure
below shows the evolution of the moving average reward and EV charging cost for every episode prior
to generalization on cases 1, 2, and 3. The figure demonstrates that the DDQN agent is able to learn
from the reward function since the reward increases over time for every case study.

38



CHAPTER 6. TRAINING DATA AND CASE STUDIES

Figure 6.3.4: The increasing moving average reward and declining moving average cost every 1000 episodes for
the DDQN algorithm for 45 thousand different episodes on cases 1, 2 and 3

In contrast to the Q-learning model, the DDQN agent reaches significantly different rewards for
every case with the agent reaching the highest reward for case 1. This is the case since the weight in
the reward function for reaching a SOC target for the DDQN algorithm is normalized and therefore
depends highly on the price pattern in relation to the maximum and minimum price in every case
under consideration. Therefore, while the final reward is higher for case 1 than in case 2, it does not
necessarily mean that the vehicle is charged ”smarter” in case 1 than in case 2.

Furthermore, from the right plot, we can see that the agent is effective in reducing the average EV
charging cost over the 45 thousand episodes. What stands out in the plot is the relatively low final
charging cost for case 3. As will be further discussed in chapter 7 this is a result of bad charging
performance and an example of how the charging cost plot can be misleading since not charging the
EV to full capacity inherently leads to low charging cost. vspace2mm
In order to test the generalization performance of the DDQN agent, the agent was trained on 180

thousand episodes under the hyperparameters provided in the table 5.4.1. Figure 6.3.5 below displays
the evolution of the moving average reward over 180 thousand episodes and the moving average EV
charging cost evolution over 180 thousand episodes.

Figure 6.3.5: The increasing moving average reward and declining moving average cost every 1000 episodes for
the DDQN algorithm for 180 thousand different cases

From this figure, it becomes clear that the agent improves its generalization performance over time,
as the moving average reward increases. Furthermore, after training, the right plot shows that the
moving average total EV charging cost per episode is slightly lower than 2 euro.
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Since it is the goal of this research to assess the feasibility of reinforcement learning as a replacement
for mathematical optimization for smart charging, the most important point of interest is the extent to
which the Q-learning and DDQN agents are able to perform ideal charging behaviour. Furthermore,
while the plots of the evolution of the moving average reward and EV charging cost give an indication
of the performance, exact performance benchmarks are required to be able to assess the degree to
which the objectives of smart charging are reached. Therefore, the purpose of this chapter is to discuss
the evaluation results of the Q-learning and DDQN algorithm for the smart charging case studies as
well as their generalization performance. This chapter is organized as follows. First, in section 7.1 until
7.3 the results of the performance of the RL models on the previously mentioned three case studies are
provided, both prior and after generalization. Finally, in section 7.4 the average performance of the RL
agents on multiple cases is analyzed in more detail.

7.1 case study 1
To start with, case study 1 is a case with a price pattern that starts off with high electricity prices
that decrease and then ramp up again with a TTL value of 12 hours and an arrival battery capacity
of 10 kWh. When considering the price pattern corresponding to case study 1 in figure 7.1.1 below
it becomes clear that an ideal charging schedule would be to not charge the EV for the first 40 time
steps, but to completely charge the EV to a SOC of 100% between roughly time step 40 and 80 when
the electricity prices are relatively low. When taking a closer look at the charging performance of the
different algorithms in figure 7.1.1, after the RL agents have continuously trained on the same case, we
can see that the MIP charger charges exactly in this time period, while the Q-learning agent and DDQN
agent do not. Furthermore, the Q-learning agent’s performance is the closest to the MIP performance,
while the DDQN agent fails to show ideal charging behaviour since it charges the EV at the start of
the episode when prices are relatively high. In addition, it can be seen in figure 7.1.1 that all agents
are able to successfully charge the vehicle to 100% before the vehicle intends to leave at the end of the
episode.

Figure 7.1.1: Plot of the charging current, electricity buying and selling prices and the EV SOC of the RL agents,
AVR charger and MIP prior to generalization on case 1

After having discussed the general charging performance, more quantitative insight into the charging
performance can provide further detail and improve the understanding of the RL agents’ potential.
Therefore, table 7.1.1 below provides an overview of a number of quantitative metrics related to the
charging performance of the RL agents in comparison to the AVR and MIP benchmarks for case 1.

To start with, these metrics show that there is no occurrence of a constraint violation both prior and
after generalization, which means that the constraint penalty is effective in preventing overcharging.
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Furthermore, it can be noted that prior to generalization the total EV charging cost for the Q-learning
agent is almost just as low as the EV charging cost of the MIP agent, both with a relative percentage EV
charging cost difference of -18.46% and -21.08 % to the average rate charging schedule. Surprisingly, in
contrast to the Q-learning agent, the DDQN agent performed significantly worse than the Q-learning
agent with an average EV charging cost of 0.0428 Euro/kWh and a relative percentage EV charging
cost difference of -2.36%. However, both agents perform better than the average rate charging schedule.

Case 1 - Prior to generalization Q-learning DDQN AVR MIP
Occurrence of a constraint violation No No No No
Final SOC reached by the RL agent 1.0 1.0 1.0 1.0
Total EV charging cost [Euro/kWh] 0.036 0.0428 0.044 0.034

Relative percentage EV charging cost difference
in comparison to AVR charger [%]

-18.46 -2.36 0 -21.08

Execution speed [seconds/episode] 0.0171 0.2845 - 0.060

Table 7.1.1: Smart charging results of the RL agents and the AVR and MIP benchmarks prior to
generalization on case 1

Figure 7.1.2 shows the charging performance for the RL agents after generalization. These results
demonstrate that the Q-learning and DDQN agents charging performance on case 1 remains relatively
unchanged after training on many different episodes. This means that the training on many different
episodes instead of on case study 1 only has hardly improved the charging performance of the agent
one case 1. A possible explanation for this is that when training on many different episodes, the RL
agents can not explore all possible options in every single episode and therefore are less successful in
finding the optimal charging moments. Furthermore, minor differences in the charging performance
include the Q-learning agent and DDQN charging slightly earlier than prior to generalization and the
DDQN agent charging at a constant current of 16A in contrast to the previously fluctuating current
levels. Nevertheless, both RL agents remain successful at reaching a SOC of 100% before the end of the
episode.

Figure 7.1.2: Plots of the charging current, electricity buying and selling prices and the EV SOC of the RL agents,
AVR charger and MIP after generalization on case 1

When considering the quantitative performance in table 7.1.2, both the Q-learning and DDQN
agent’s performance after generalization is worse than when training on case 1 only. This is in line
with expectations since it is expected that training and testing on a single episode provides more oppor-
tunity for the agent to explore the cheapest charging moments than when training on many different
cases.

On another note, with regard to the execution speed of the agents in case 1, the execution speed in
both tables show that the Q-learning agent is significantly faster than the DDQN agent and roughly 4

times faster than the MIP solver. However, the DDQN agent is a lot slower than the MIP solver. This
can be explained by the fact that the DDQN agent uses its neural network to predict Q-values to base
its actions on, while the Q-learning agent uses its Q-table as a lookup table which is significantly faster.
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Case 1 - After generalization Q-learning DDQN AVR MIP
Occurrence of a constraint violation No No No No
Final SOC reached by the RL agent 1.0 1.0 1.0 1.0
Total EV charging cost [Euro/kWh] 0.037 0.043 0.044 0.034

Relative percentage EV charging cost difference
in comparison to AVR charger [%]

-16.26 -1.69 0 -21.08

Execution speed [seconds/episode] 0.0324 0.2775 - 0.060

Table 7.1.2: Smart charging results of the RL agents and the AVR and MIP benchmarks after
generalisation on case 1

7.2 case study 2

When comparing case study 2 to case study 1, it must be noted that case 2 has been set to have the
same TTL value of 12 hours and an arrival battery capacity of 10 kWh. However, the price pattern
starts with a high price after which it decreases near the end of the episode challenging the RL agents
to delay charging to the end of the episode.

Close analysis of the plots of the charging performance prior to generalization in figure 7.2.1 reveals
that both the Q-learning and DDQN agent successfully delay charging of the EV. Just like for case
study 1, the MIP simulation results show ideal charging behaviour as it charges the vehicle in time step
100 to 144 when prices are lowest. However, while the DDQN agent charges most of the EV between
the 60th and 120th-time step, the Q-learning agent charges most of the EV at the end of the episode
when prices are the lowest outperforming the DDQN agent. Therefore, just as for case study 1 the
charging performance of the Q-learning agent more closely mimics the charging performance of the
MIP simulation than the DDQN agent.

Figure 7.2.1: A plot of the charging current, electricity buying and selling prices and the EV SOC of the RL agents,
AVR charger and MIP prior to generalization for case 2

Analysis of the quantitative performance metrics in table 7.2.1 shows that no constraints are violated
and that the Q-learning and DDQN agent both have a lower total EV charging cost in Euro/kWh than
the average rate charger. Nevertheless, the MIP simulator still outperforms both the Q-learning and
DDQN agent with the EV charging cost difference relative to the average rate charger being -27.18%
for the MIP simulation, -19.13% for the Q-learning agent and -10.84% for the DDQN agent. However, it
is important to correctly interpret these results. It is expected that the relative cost difference is higher
in case study 2 than in case study 1, since the AVR charger blindly charges from the start and therefore
in this case it charges throughout the times steps with relatively high electricity prices, increasing the
relative cost difference. Therefore, the relative cost difference does not only depend on the charging
performance of the agent but also depends on the price pattern. Price patterns with higher prices at
the start of the time window naturally lead to higher cost differences if cheaper charging opportunities
are at the end of the charging window.
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Case 2 - Prior to generalization Q-learning DDQN AVR MIP
Occurrence of a constraint violation No No No No
Final SOC reached by the RL agent 1.0 1.0 1.0 1.0
Total EV charging cost [Euro/kWh] 0.064 0.070 0.079 0.057

Relative percentage EV charging cost difference
in comparison to AVR charger [%]

-19.13 -10.84 - -27.18

Execution speed [seconds/episode] 0.0229 0.2741 - 0.0499

Table 7.2.1: Smart charging results of the RL agents and the AVR and MIP benchmarks prior to
generalization on case 2

Taking the performance after generalization under consideration, as can be seen in figure 7.2.2 both
the Q-learning agent and DDQN agent lose their ability to charge the vehicle at the end of the episode.
In contrast to the DDQN’s charging performance in case study 1, for case study 2 the charging perfor-
mance is significantly changed after generalization as it charges most of the EV in the first half of the
episode increasing the total EV charging cost. This suggests that after generalization case study 2 is
a lot more challenging for the RL agents than case study 1. This can be explained by the fact that it
is harder for an agent to learn to charge only at an end of an episode than earlier in an episode. The
reason for this is that in order for the agent to find out through exploration that it is best to prolong
charging to the end of an episode, a long sequence of zero current actions needs to follow each other
up. The chances of this happening through random exploration are a lot smaller than for a sequence
of non-zero actions. Therefore, case study 2 can be considered more challenging than case study 1, re-
sulting in a large change in the charging performance. However, despite this, it can still be noted that
the agent reaches the goal of charging the EV to a SOC of 100% both prior to and after generalization.

Figure 7.2.2: A plot of the charging current, electricity buying and selling prices and the EV SOC of the RL agents,
AVR charger and MIP after generalization for case 2

When assessing the quantitative performance on case 2 of the RL agents after generalising on many
episodes, it can be seen in table 7.2.2 that the total EV charging cost increases significantly due to
charging at earlier time steps. As a result, the EV charging cost difference relative to the AVR charger
of the DDQN agent even becomes 7.85%. These quantitative results also make it clear that for case
study 2 the generalization has severe consequences for the charging performance of the RL agents. In
a similar fashion to case study 1, the agents trained to generalize tend to charge earlier than prior to
generalization.

On a final note, the execution speed of the Q-learning agent is again significantly lower than that of the
DDQN agent and the MIP solver. The DDQN execution time is 0.2879 seconds, which is a lot higher
than that of the MIP solver and that of the Q-learning agent.
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Case 2 - After generalization Q-learning DDQN AVR MIP
Occurrence of a constraint violation No No No No
Final SOC reached by the RL agent 1.0 1.0 1.0 1.0
Total EV charging cost [Euro/kWh] 0.074 0.085 0.079 0.057

Relative percentage EV charging cost difference
in comparison to AVR charger [%]

-5.9 7.85 - -27.18

Execution speed [seconds/episode] 0.015 0.2879 - 0.049

Table 7.2.2: Smart charging results of the RL agents and the AVR and MIP benchmarks after
generalisation on case 2

7.3 case study 3

Finally, case study 3 can be considered a corner case with a TTL value of 3 and an arrival battery
capacity of 30 kWh. The shorter TTL value compared to the other cases limits the flexibility of the
agent to find relatively cheap moments to charge the EV.

As can be seen in figure 7.3.1, ideally the RL agents should charge the EV in the first 20 time steps
and right after the peak in the electricity price around time step 30. When evaluating the charging
performance of the RL agents and benchmarks prior to generalization for case 3, it can be seen that the
MIP simulation results follow this ideal charging schedule. However, both the DDQN and Q-learning
agent fail to identify the right charging moments, with the DDQN agent hardly charging the vehicle
at all. The charging performance of the DDQN agent, in particular, stands out, since it only charges
the vehicle to a final SOC of 0.616, while the other models successfully charge the vehicle to a SOC of
1 before the vehicle intends to leave after 3 hours.

Figure 7.3.1: A plot of the charging current, electricity buying and selling prices and the EV SOC of the RL agents,
AVR charger and MIP prior to generalization for case 3

When taking a closer look at the performance metrics for case 3 in table 7.3.1, one can find that also
for this case the constraints related to overcharging and charging the vehicle once the vehicle has left
are not violated and that the penalty in the reward function is effective. Furthermore, it can be seen
that after training the charging costs of the Q-learning agent is higher than that of the AVR charger.
This suggests that low vehicle leaving times are more challenging for the RL agents. Furthermore, it
can be noted that the DDQN is total EV charging cost difference is -96.19% cheaper than the MIP solver.
However, as mentioned before, this is misleading as the DDQN agent has not been charged to 100%.
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Case 3 - Prior to generalization Q-learning DDQN AVR MIP
Occurrence of a constraint violation No No No No
Final SOC reached by the RL agent 1 0.616 1 1

Total EV charging cost [Euro/kWh] 0.082 0.077 0.079 0.71

Relative percentage EV charging cost difference
in comparison to AVR charger [%]

2.75 -96.19 - -9.63

Execution speed [seconds/episode] 0.0365 0.2817 - 0.0160

Table 7.3.1: Smart charging results of the RL agents and the AVR and MIP benchmarks prior to
generalization on case 3

After generalization, figure 7.3.2 shows that Q-learning has shifted its charging to earlier time steps
more closely mimicking the ideal charging behaviour. Furthermore, it can be noted that the DDQN
agent now succeeds in charging the EV battery to 100%, while also charging the EV at earlier time steps.
With regard to case study 3, the results show that in contrast to case studies 1 and 2 the generalization of
both the Q-learning and DDQN agent by training on multiple cases has had a positive influence on the
charging performance for case 3. This is caused by an overall increased tendency after generalization
to charge the EV faster, which behaviour we also recognized in case study 1 and case study 2. Charging
the EV faster limits the risk of not charging the vehicle to 100% and as a consequence losing out on the
SOC reward.

Figure 7.3.2: A plot of the charging current, electricity buying and selling prices and the EV SOC of the RL agents,
AVR charger and MIP after generalization for case 3

This is reflected in the relative percentage EV charging cost difference in comparison to the AVR
charger as can be seen in table 7.3.2 since it is -0.97% for the Q-learning agent and -2.71% for the
DDQN agent after generalization. This means that through experience with many other cases the
agent has received feedback through the reward function changing the output of the RL agents for
case study 3.

Finally, compared to the other two cases, the MIP simulation execution speed is significantly lower for
case 3 being roughly equally as fast as the Q-learning agent. The DDQN agent’s execution speed is
around 0.2816 seconds, which is significantly slower than the execution speed of the MIP solver in line
with the execution speed for the other case studies.
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Case 3 - After generalization Q-learning DDQN AVR MIP
Occurrence of a constraint violation No No No No
Final SOC reached by the RL agent 1.0 1.0 1.0 1.0
Total EV charging cost [Euro/kWh] 0.079 0.077 0.079 0.071

Relative percentage EV charging cost difference
in comparison to AVR charger [%]

-0.97 -2.71 0 -9.63

Execution speed [seconds/episode] 0.0158 0.2816 - 0.016

Table 7.3.2: Smart charging results of the RL agents and the AVR and MIP benchmarks after
generalisation on case 3

7.4 multi-episode evaluation results of the reinforcement
learning agent

While the previous section showcases examples of the charging performance on specific case studies,
it is more insightful to test the average performance of the Q-learning and DDQN models after gen-
eralization on 10,000 cases that the agents have not seen before. Each case study has a unique price
pattern, TTL value and arrival battery capacity combination.

It must be noted that since the DDQN algorithm allows for continuous arrival battery capacity values,
both the Q-learning and DDQN algorithms are tested on slightly different case studies. Nevertheless,
the huge variety in data makes it an effective way of testing the average performance of both smart
charging models.

Table 7.4.1 provides an overview of the average performance of the Q-learning and DDQN models on
these random case studies. To start with, it can be seen that the Q-learning agent does not violate
constraints in 96% of the charging sessions, which means that in 96% of the cases the EV is not charged
when already left or fully charged. When comparing this metric to the DDQN agent, we find that in
90% of the charging sessions the DDQN agent does not violate constraints which is less. A possible
explanation for this is that in the Q-learning model the penalty for overcharging is a lot higher than in
the DDQN model. Furthermore, for DDQN the EV is charged to an average final SOC of 0.99, which
is slightly higher than the final SOC for Q-learning of 0.94. These results demonstrate the ability of
both the Q-learning and DDQN agents to learn to not violate the overcharging constraints through a
penalty in the reward function and the ability of the agents to reach close to full SOC levels.

Metric Q-learning DDQN
Percentage of episodes in which constraints
are not violated by the Rl agent [%]

96% 90%

Average final SOC reached by the RL agent 0.94 0.99

Average Execution Speed [seconds/episode] 0.0055 0.347

Percentage of episodes that reach max possible SOC [%] 85% 91%
Average charging cost difference relative to AVR
for all charging sessions that reach max possible SOC [%]

-1.72% -1.05%

Percentage of sessions that are cheaper than AVR
and reach max possible SOC [%]

58.14% 46.69%

Average charging cost difference relative to AVR
for all charging sessions that are cheaper and
reach max possible SOC [%]

-6.2% -8.61%

Average EV charging cost [Euro/kWh]
for the RL agent

0.053 Euro/kWh 0.054 Euro/kWh

Average EV charging cost [Euro/kWh]
for AVR

0.054 Euro/kWh 0.054 Euro/kWh

Table 7.4.1: Results for different metrics evaluating the average performance of the Q-learning and DDQN agents
on multiple cases
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Another metric of importance to evaluate the feasibility of the RL agent as a replacement for the MIP
smart charging algorithms is the average execution speed. While the MIP execution speed for the case
studies was between 0.016 and 0.060 seconds per episode, the Q-learning agent is significantly faster
on average as it takes 0.0055 seconds on average for the Q-learning agent to execute an episode. The
average execution speed of the DDQN agent is 0.347 seconds, which is remarkably slower than both
the MIP and the Q-learning agent.

Furthermore, the evaluation results show that for Q-learning in 85% of the charging sessions, the EV
is charged to the maximum possible SOC percentage while for the DDQN agent this is a higher per-
centage of 91%. Here, the maximum possible SOC percentage is defined as the maximum percentage
reached if the agent were to charge with full power in every time step. However, turning to the average
charging cost difference relative to AVR for all these sessions we find that both the Q-learning and
DDQN agents perform quite poorly, with both only being -1.72% and -1.05% cheaper.

While the previous metric gives a good indication of the charging performance, it is also interesting
to see what percentage of these sessions are actually cheaper. The evaluation of the performance on
10,000 different episodes shows that the Q-learning agent is cheaper in only 58% of the 85% of the
cases that reach the maximum possible SOC with an average cost difference of -6.2%. Surprisingly, the
DDQN agent is only cheaper in 46.69% of the cases in which the agent reaches the maximum possible
SOC which is less but does have a higher average cost difference of -8.61 %. This means that despite
the Q-learning agent being cheaper than the average rate charger on more cases that reach the final
SOC than the DDQN agent, for these cases the DDQN agent is cheaper on average.

Finally, the multi-episode evaluation results show that when it charges the total average EV charging
cost in Euro/kWh for the Q-learning agent and DDQN agent is less than the average rate charger.
Moreover, it is the case that only the Q-learning agent is on average only 0.01 Euro/kWh cheaper than
the AVR charger and that the DDQN agent is on average just as cheap. This shows the limited extent
to which the agents are able to find the cheaper charger moments after generalization.

7.4.1 Q-learning performance analysis

In order to have a better understanding of the reason behind the charging performance of both algo-
rithms, a closer look at the two goals of a cheap EV charging cost and a high as possible SOC for
different vehicle leaving times and arrival battery capacities can provide better insight.

Figure 7.4.1 and 7.4.2, therefore, provide an overview of the relative charging cost difference percent-
age compared to the average rate charger for all sessions that reach a maximum charging target for
different vehicle leaving times and for the different arrival battery capacities. Furthermore, the degree
of completion is plotted for different vehicle leaving times and arrival battery capacities. The degree of
completion is defined as the degree in percentage to which the agent was able to reach the maximum
possible charging target.

Figure 7.4.1: Box plots for the vehicle leaving time versus charging cost, discarding outliers
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Given that the vehicle leaving time distribution is random and therefore can be considered to be
an equal distribution for every vehicle leaving time, a clear trend can be identified, since on average
the agent is more often less cheap for lower vehicle leaving times than for higher vehicle leaving times.
Furthermore, a second trend can be identified, namely that the longer the vehicle leaving time the more
likely the agent is able to provide a charging plan that charges the vehicle to a degree of completion
percentage of 100%. Moreover, the length of the box plot whiskers for the charging cost difference is
smaller for lower TTL values, which could indicate that a shorter time frame also allows less space for
different charging costs.

In addition, in figure 7.4.2, it can be seen that the lower the arrival battery capacity of the EV, the
more negative the charging cost difference is, but the harder it is for the Q-learning agent to charge
the vehicle to 100% SOC. The latter is in line with expectations since as the required energy increases
it becomes more challenging for the agent to find the right moments to charge to decrease costs while
fully charging the vehicle.

Figure 7.4.2: Box plots for the different battery arrival capacities versus degree of completion, discarding outliers

7.4.2 DDQN performance analysis

Figure 7.4.3 provides an overview of the relative charging cost difference percentage compared to the
average rate charger and the degree of completion for different vehicle leaving times. There are a
number of similarities worth mentioning when comparing the performance of the DDQN agent to that
of the Q-learning agent.

To start with, the same trend can be found in the relationship between the charging cost difference and
the vehicle leaving time, which strengthens the hypothesis that higher vehicle leaving times allow more
flexibility and therefore higher positive and negative charging cost differences. Furthermore, also for
the DDQN agent, it is the case that higher vehicle leaving times lead to a higher degree of completion.
However, an important difference is that for a vehicle leaving time of 3 hours, the average degree of
completion is significantly higher than for the Q-learning agent. This suggests that the DDQN agent is
more successful in charging the vehicle to 100% for low TTL values.
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Figure 7.4.3: Box plots for the vehicle leaving time versus charging cost, discarding outliers

Figure 7.4.4 shows two plots of the relative charging cost difference percentage compared to the
average rate charger and the degree of completion for different arrival battery capacities. In contrast
to the limited number of arrival battery capacities, the DDQN agent is trained on any arrival battery
capacity between 10 and 30 kWh.

Analysis of the left plot shows that the charging cost difference median is roughly the same for every
arrival battery capacity with a total charging cost difference slightly higher or lower than 0%. When
considering, the degree of completion for different arrival battery capacities, it can be seen that the
median of the box plot is 100% for every arrival battery capacity. Both findings suggest that in contrast
to the vehicle leaving time, the arrival battery capacity has little influence on the charging performance
of the DDQN agent. This indicates that the DDQN model is less sensitive to different arrival battery
capacities than the Q-learning agent. This could be a consequence of the more extensive state-space
used for the DDQN model than for the Q-learning agent.

Figure 7.4.4: Box plots for the different battery arrival capacities versus degree of completion, discarding outliers
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The purpose of this chapter is to discuss the meaning of the research results of the Q-learning and
DDQN algorithms in more depth and to evaluate the feasibility of RL for smart charging. This chapter
is organized as follows. First, in section 8.1 the performance of the RL agents is discussed in further
detail and in section 8.2 the main advantages and disadvantages of reinforcement learning for smart
charging are discussed. Finally, in section 8.3 the main shortcomings and limitations of this work are
elaborated on.

8.1 the performance of the rl agents
The goal of this thesis was to assess the feasibility of reinforcement learning as a replacement for the
MIP smart charging algorithm. The motivation for this research was that currently, MIP algorithms
are effective in creating smart charging schedules, however, MIP slows down or becomes less accurate
if its complexity increases. Therefore, in this work, the alternative of reinforcement learning for smart
charging was researched for a simplified set-up to explore its feasibility. As for performance bench-
marks, the charging performance and speed were evaluated in comparison to the original MIP smart
charging algorithm and the average rate charging schedule.

The smart charging challenge in this work is multi-objective since it is the goal of the agents to both
charge the vehicle as cheap as possible and to charge the vehicle to 100% SOC. These objectives can be
considered inherently contradicting since it would be always the cheapest option to not charge the EV
at all, however, this would not charge the vehicle to 100% SOC forcing the agent to make a trade-off.
While in MIP this trade-off is made through a clearly defined objective function which the agent seeks
to minimize, in reinforcement learning the careful process of reward engineering is used to steer the
agent towards its objectives. The reward functions of the Q-learning and DDQN model in this work
can be considered sparse and mid-dense limiting the interference between an immediate cost reward
and the charging reward, restricting the need for a trade-off in each individual time step. Therefore,
in theory, when considering the reward functions it should be possible for both objectives to be met.
However, as the research results show, it can be hard to predict the effect of the reward function on the
agent making it challenging to get the RL agents to output the desired performance.

8.1.1 Vehicle charging performance

To start with, the research results show that the contradicting multi-objective goal of charging the
vehicle to 100% while saving cost was achieved relatively well with reinforcement learning. When
considering the goal of charging the vehicle to 100%, the research results show that in two out of
the three case studies prior to generalization the RL agents are successful in charging the vehicle to
100% and that after generalization the RL agents are successful in all three cases. This suggests that
generalization can have a positive effect on the charging performance of the agents, with DDQN in
particular, as it improves the chance of the agents reaching a full battery due to experience with a wide
range of different cases.

In addition, the multi-episode evaluation results show that the average final SOC reached by the RL
agent is higher than 0.9 for both RL agents, with the agents struggling mostly with lower vehicle
leaving times. This trend suggests that shorter time frames are more challenging for the RL agents,
bringing down the average final SOC. A possible explanation for this could be that as the vehicle
leaving time gets closer to 3 hours, the chance of only having relatively high electricity prices until
the vehicle intends to leave increases. In addition, it could be that because the algorithms have been
trained on many different cases, the agents learn the trend that generally it is not a good idea to charge
when electricity prices are high. As a result, the EV is not always charged to 100% for lower vehicle
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leaving times, since lower vehicle times are often accompanied by relatively little space to find cheaper
charging moments.

8.1.2 Cost-saving performance

The results of the cost-saving performance of the RL agent demonstrate four things. Firstly, the results
prior to generalization provide evidence that RL can be used to find cheaper charging moments for
individual smart charging case studies. However, as mentioned before, the cost-saving of the RL
algorithms relative to the average rate charging highly depends on the cost pattern itself. Therefore,
the highest charging cost difference relative to AVR is expected for cases in which the RL agent charges
at the end of an episode that has have high electricity prices at the start and the lowest electricity prices
at the end.

Secondly, the research results show that both prior and after generalization the Q-learning agent saves
significantly more cost on the case studies than the DDQN agent for two out of three cases. Only
for case study 3, the DDQN agent performs slightly better after generalization than the Q-learning
agent. This could be caused by the fact that the training data differs slightly for Q-learning since in
contrast to the DDQN model, the arrival battery capacity values are steps of 5 kWh between 10 and 30

kWh. Therefore, there are fewer different cases for the Q-learning algorithm to learn. Alternatively, the
success of the Q-learning model can be explained by a better reward function since the sparse reward
allows for less interaction with the cost reward than the mid-dense reward for DDQN.

Thirdly, the results of the cost-saving performance of the RL agents on multiple different cases suggest
that on average after generalization the Q-learning agent and DDQN have a similar performance.
Despite the fact that after generalization on average the Q-learning agent is cheaper than AVR in
more cases, Q-learning has a lower cost difference compared to AVR than for the DDQN agent for all
cases that reach the maximum possible SOC.

Finally, it is the case that in roughly half of the cases both the Q-learning and DDQN performance is
worse than the average rate charging benchmark and is therefore definitely worse than the MIP output.
This shows that while the individual RL agent can be effective in saving cost when trained and tested
on individual case studies, for random cases the Q-learning and DDQN performance is unsatisfactory
as the performance after generalization is insufficient to replace MIP as a tool for smart charging. This
is strengthened by the average EV charging cost being only 0.001 Euro/kWh cheaper for Q-learning
and DDQN not being cheaper at all. It can be concluded, therefore, that the proposed reward function
in combination with the state space for both Q-learning and DDQN, for reducing the charging cost
of the EV, in contrast to the SOC reward, does not motivate the agent sufficiently to find the cheapest
charging moments for arbitrary cases.

8.1.3 Constraint violation and execution speed

Finally, when regarding the average performance results for the multi-episode evaluation, the percent-
age of cases in which the overcharging constraints are not violated is very high, indicating that the
penalty in the reward function is effective in avoiding violation. This suggests that with even more
training time, the percentage of cases in which the overcharging constraints are not violated could po-
tentially be brought to the percentage of cases in which constraints are not violated to 100%. However,
the constraint under consideration is relatively simple as it is decoupled from the value of the charging
current output. The agent is either allowed to charge when the vehicle is not full or has not left yet
and is not allowed to charge when the vehicle is full or has left. More complex constraints such as grid
constraints would be directly related to the magnitude of the current output intervening with the cost
reward. This would add an additional trade-off to be made by the agent based on the reward function
and would require careful reward engineering.

Furthermore, we find that the execution speed is both fast for Q-learning and DDQN, as the execution
speed is sub-second with the Q-learning speed being a lot faster than the DDQN execution speed.
This difference in speed is due to the fact that the Q-learning algorithm uses a giant lookup table
with Q-values which requires only a central processing unit (CPU) to search for the right state-action
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combination, while the DDQN model uses a neural network requiring compute-intensive graphical
processing unit (GPU) capacity. However, this does suggest that depending on the GPU computational
power used for the DDQN output, the opportunity exists for a further decrease of the execution speed
of the DDQN model. In addition, while both RL agents are guaranteed to have an execution speed
in the same order for every case, the optimization speed of the mixed-integer programming optimiza-
tion model differs depending on the type of case. Furthermore, the optimization time of the MIP is
expected to explode as more and more nodes are added to a model for simulation, while the RL exe-
cution speeds have the potential to remain constant as long as the number of states, the time step, the
time horizon and the and number of possible actions remain roughly the same.

8.2 the feasibility of rl for smart charging
While in the previous section the charging performance of the Q-learning and DDQN agent was dis-
cussed in further detail, this section is focused more on the discussion of the potential of RL for smart
charging in relation to the current state-of-the-art MIP optimizer through an overview of RL’s advan-
tages and disadvantages.

8.2.1 Advantages of Q-learning and DDQN for smart charging

While RL utilization for smart charging is still at its initial stage, there are some advantages of RL for
smart charging that can be recognized:

• Computationally fast: Reinforcement learning algorithms have the potential to be less computa-
tional heavy than traditional optimization methods, particularly for more complex cases than the
ones tested in this work. This is due to the fact that the algorithms are pre-trained and therefore
only have to output the solution.

• Descriptive: This research shows that RL is flexible since it is effective in processing the smart
charging interactions including the charging process of the battery and constraints. Therefore,
both the Q-learning and DDQN models allow for expansion of more complex smart charging
dynamics including complex non-linear relationships, since in contrast to MIP it does not require
extensive domain expertise to model the equations into the optimization model. For reinforce-
ment learning the addition of complex non-linear relationships (e.g. the influence of temperature
on battery charging and battery degradation) can be relatively easily added to the environment
and trained on without a significant increase in the final execution speed after training.

• Scalable: The RL models proposed in this work have the potential to be scalable to larger prob-
lems while maintaining a relatively fast execution speed. When modeled as a decentralized
algorithm, through extensive training the RL models can be trained to take other EVs and grid
constraints into account. However, since the state-space, the number of steps, and number of
actions can be kept the same, this is not expected to increase the execution speed.

• No data labeling: Another main advantage of using RL for smart charging is that in contrast to
supervised learning methods, no large labeled data sets are required to train the ML agent. All
data is ”labeled” through the reward function due to experiences with the environment while
training. This allows for model-free simulations mimicking situations for which training data
is unavailable or hard to find such as for example data on the effect of rolling blackouts on EV
smart charging. Furthermore, RL removes the presence of labeling bias, which is often the case
for supervised learning problems since labeled data is not required for training.

• No future information required: Since RL allows for the design of the state-space, a state-space
can be developed which does not contain information about the future. Even without the pres-
ence of information about the future such as a detailed prediction of future energy prices, RL
algorithms can be taught to develop smart charging plans based on information about the past
price trajectory. Therefore, while MIP smart charging algorithms require information about the
future to reach optimality for smart charging plans, RL agents can in theory still learn ideal
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charging behavior without future information with the right state space representation. This is
because, after training, the RL agents have the ability due to past experience to make predictions
about future actions based on the available input data.

8.2.2 Disadvantages of Q-learning and DDQN for smart charging

Now that the main advantages have been discussed, there are also some disadvantages worth mention-
ing for the replacement of mathematical optimization by reinforcement learning:

• Large training time: The main disadvantage of RL for smart charging is the large training time
required for sufficient exploration to prevent the RL agent from ending up in local optima with
a non-ideal charging output. As mentioned before, Q-learning has faster training times than
DDQN due to the use of a Q-table. However, for DDQN the training time is a lot slower making
it challenging for the DDQN agent to sufficiently explore the different options. The reason for
this is that the target network is not frequently updated and therefore wrong for many episodes
and that despite the use of PER recently experienced transitions are not always used for learning
immediately. As a result, for DDQN in particular it is challenging to escape local optima also
since rarely occurring newly found improvements can be treated by the neural network as outliers
and are hard to get acknowledged by the neural network. While the use of prioritized experience
replay improves the learning, still large training times are required to sufficiently explore the
different charging options. In addition, these large training times significantly slow down the
research process since even a minor change to the RL model would require complete re-training
and delicate reconsideration of the hyperparameters involved.

• Simulation environment dependence: A second disadvantage is that the performance of trained
RL models is highly dependent on the simulation environment and is therefore likely to perform
less well in real-life environments. For example, the real charging dynamics of an EV battery are
likely to be different than the simulation and therefore can confuse the agent resulting in wrong
charging commands.

• Complex reward engineering: Since every single piece of idealized behavior related to the model
objectives has to be reflected in the reward function, it becomes increasingly hard to keep track of
the intermediate interactions between multiple parts of the reward function as the complexity of
the model increases. Reward shaping, in particular, requires careful consideration, since despite it
being used to make learning easier, it increases the complexity of multi-objective optimization in
reinforcement learning as the relationships between different components of the reward function
become non-linear and hard to follow. Ultimately, as more complex models are required for smart
charging this means that it will become more challenging to reach optimality since instructing
the agent what to do through the reward function becomes increasingly complex.

• Simulation environment dependence: Since many different hyperparameters are involved in
the training process and the exploration of the reinforcement learning agent contains a random
component it can be challenging especially for deep reinforcement learning to reproduce research
results. An extensive list of hyperparameters, the exact code, and computational workload would
be necessary to reproduce the same results limiting its applicability for research in academia
preventing future deployment.

• Safety constraints: A final main disadvantage worth mentioning is that both Q-learning and
DDQN have problems with safety if they were to be implemented in real-world applications. In
contrast to mathematical optimization, because all constraints are inside the reward function it
can not be guaranteed that constraints will be complied to. Depending on the type of constraint
the RL output could be checked before actually outputting the current value, however, this is not
ideal.
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8.3 shortcomings and limitations
With regard to shortcomings in the research, there are a few limitations to this approach. The main
limitation of this research is the limited training time. Longer training times could potentially lead to
a better charging performance after generalization for both algorithms. However, because of a lack of
time, the number of episodes for the Q-learning and DDQN agents was restricted to 45M and 180K
episodes.

In addition, for this work the decision was also made to create a simplified smart charging setup.
A more complex model focused on the overall electricity cost involved with the cost for electricity
to supply the load and PV Power would more closely reflect the state-of-the-art OSCD Mixed-Integer
Programming optimization model. Therefore, unfortunately, the current results can not tell us anything
about the degree to which the Q-learning and DDQN algorithm are able to take grid constraints and
up and down ramping into consideration.

Furthermore, a final apparent limitation in this work is that the influence of multiple vehicles attached
to the same node is not taken into account. This would have provided more in-depth insight into the
feasibility of the RL models as a replacement for the OSCD MIP optimization model.
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This work aimed to assess the feasibility of reinforcement learning as a replacement for mixed-integer
programming for smart charging of electric vehicles. This chapter is organised as follows. In section 9.1
the contributions of this work and the main findings are discussed. Next, in section 9.2 based on the
main conclusions, some recommendations are provided for improvements of the RL smart charging
models. Finally, in section 9.3 a number of recommendations for future work are mentioned.

9.1 conclusions
In this thesis project research was done regarding the feasibility of a Q-learning and DDQN rein-
forcement learning smart charging model as a replacement for mixed-integer programming for smart
charging of electric vehicles. The system structure of the charging cases under consideration in this
work consists of a single node, a building loading, and a solar PV with a single EV attached to the
charger. The objectives of the smart charging algorithms were to charge the electric vehicle to the high-
est possible SOC before the EV-owner intends to leave and to minimize the money spent in EUR/kWh
on electricity for the charging of the EV.

To reach this research goal first a literature review was conducted on the application of machine learn-
ing algorithms in combination with mathematical optimization, after which an end-to-end reinforce-
ment learning approach was chosen. Subsequently, an overview was provided of the Q-learning and
Deep Q-network fundamentals and of corresponding state-of-the-art approaches for smart charging.
Next, a Q-learning and Double Deep Q-network model with Prioritized Experience Replay were de-
veloped and evaluated. Finally, the charging performance, cost reduction, and speed of the algorithms
were evaluated on multiple smart charging case studies as well as their generalization performance on
random cases.

Through close analysis of the performance of the RL agents in comparison to the average rate charg-
ing and MIP benchmark it is possible to answer the aforementioned research questions stated at the
beginning of this work.

1. What is the charging performance and cost reduction potential of reinforcement learning algorithms com-
pared to traditional LP/MILP optimization for smart charging of electric vehicles?

In conclusion, both the Q-learning and DDQN algorithm were able to reach the goal of charging
the vehicle to 100% in the majority of the cases. This shows that the proposed sparse and mid-
dense reward is very effective in forcing the agent to charge the EV to 100%. With respect
to the cost reduction performance, this work shows that for the RL algorithms trained on the
three case studies the algorithms are able to charge cheaper than AVR with the relative price
difference ranging between -19.13% and 2.75% for Q-learning and between -10.84% and 7.85%
for DDQN depending on the type of case. However, for all three case studies, the MIP smart
charging model significantly outperforms the RL agents. Furthermore, after generalization, both
algorithms do not significantly improve their performance on the case studies and are on average
only slightly cheaper than the average rate charger. Therefore, the charging performance and cost
reduction potential of the reinforcement learning algorithms perform worse than the traditional
LP/MILP optimization models. In addition, the reinforcement learning models have a poor
ability to generalize. It is important to highlight that the generalization ability is essential for
smart charging as the agent should be able to perform well for different cases.

2. What is the speed of the reinforcement learning smart Charging algorithms compared to traditional LP/MILP
optimization for smart charging of electric vehicles?

Compared to the execution speed of generating a charging plan of traditional LP/MILP, the
speed of the Q-learning algorithm is faster with an average speed on 10000 episodes of 0.006

57



CHAPTER 9. CONCLUSIONS AND RECOMMENDATIONS

seconds while the MIP speed is between 0.016 and 0.060 seconds on the case studies. The average
execution speed for the DDQN agent is higher than the traditional LP/MILP with an average
speed on 10000 episodes of 0.347 seconds. However, it must be noted that the execution speed
for LP/MILP significantly increases as the number of equations, constraints, EVs, and nodes
expands. Therefore, these results confirm the hypothesis that RL algorithms are fast and are
expected to remain fast even after expansion of the algorithm as a result outperforming the
speed of traditional LP/MILP.

3. What are the main advantages and disadvantages of reinforcement learning algorithms with respect to
flexibility, scalability and the safeguarding of constraints compared to traditional LP/MILP optimization
for smart charging of electric vehicles?

To summarize, the Q-learning and DDQN algorithms satisfy the main requirements for creat-
ing charging plans for the smart charging of electric vehicles. As this research shows, the RL
agents are well suited for multi-objective optimization which is often the norm for smart charg-
ing applications. In particular, the speed and flexibility of the RL algorithm in theory make room
for scalable smart charging solutions. However, in practice compared to traditional LP/MILP
optimization RL requires long training times and challenging ”black box” reward and hyperpa-
rameter engineering. Furthermore, the Q-learning and DDQN algorithms can not guarantee the
non-violation of constraints and are dependent on the training environment which makes them
unsuitable for real-world applications with safety constraints. In addition, the state-action space
of Q-learning and DDQN reinforcement learning is limited and the training time depends highly
on the computational power available. Altogether, these disadvantages make the Q-learning and
DDQN algorithms hard to reproduce and extremely time-consuming to iteratively improve for
modeling and simulation purposes, which are both essential elements to make efficient progress
in the development of smart charging algorithms.

9.2 recommendations for improvement of the reinforcement
learning models

As mentioned before in the limitation section, due to time constraints, the decision was made to focus
on a simplified version of the more extensive OSCD smart charging algorithm. However, there are a
number of alterations that can be made to the RL algorithms with the potential to improve its perfor-
mance and to provide further insight into their feasibility. A list of recommendations for improvements
is provided below:

• Increase training time
The number of episodes on which the agent trains directly influences the exposure of the agent
to different electricity patterns, vehicle leaving times, and battery arrival capacities throughout
the year and therefore has the potential to improve the generalization ability of the algorithms.
Therefore, significantly increasing the number of episodes for training could have a positive effect
on the agent’s degree of generalization and ultimately on the agent’s performance. In particular,
access to a more powerful GPU would allow faster training of the DDQN model, potentially
leading to results outperforming the Q-learning model.

• Alter state-space
The state space designed for both the Q-learning and DDQN model was based on both current
research and trial-and-error. However, alternative state space representations are worth exploring.
The state space could for example be expanded to include more information about the past and
future price pattern, which has the potential to improve the agent’s choice of actions.

• Focus cost reduction on overall electricity cost
When regarding the reward functions used in this work, the cost reward was limited to the EV
charging cost as this directly leads to the objective of reducing the charging cost reward for the EV.
The generated PV power and building load were taken into consideration, however not directly
used in the reward function. A suggestion for the improvement of the current model is to alter the
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reward function to take the overall electricity cost into account for the reward function. This could
allow ”smarter” charging and further cost reduction by smartly taking PV power production into
account.

• Extend constraints to include grid constraints and regulation capacity constraints
The constraints focused on in this thesis were limited to the AC charging standards (IEC 61851)
and the constraint that prevents charging when the vehicle has left or has reached 100% SOC.
The OSCD smart charging algorithm also includes constraints related to the grid and up and
down-regulation reserve capacity. An improvement to this work could include these constraints
to better understand the ability of the RL algorithms to comply with these constraints.

• Extend time window to 24 hours
In this model the time horizon was limited to 12 hours. An extension of this time horizon to 24

hours would allow for more flexibility for the agent to find cheaper charging moments and could
therefore significantly reduce the overall charging costs. However, it must be noted that this also
increases the time required to process a single episode as the number of actions taken in a single
episode increases.

• Expand vehicle TTL and battery arrival capacity values
For simplification purposes the vehicle leaving times were restricted to integer values between
3-12 hours and the battery arrival capacity to integer values between 10-30 kWh for DDQN and
to values between 10-30 kWh in steps of 5 kWh for Q-learning. Evaluation of the charging
results after training on more extensive data could contribute to a better understanding of the
generalization ability of the RL agents.

9.3 recommendations for future work
While a number of recommendations have been mentioned that have the potential to improve the
current reinforcement learning models, a few suggestions can also be made for future work:

• Test Alternative RL algorithms
The RL agents tested in this thesis were limited to Q-learning and DDQN. However, future re-
search could expand the performance comparison of different RL algorithms by including other
reinforcement learning algorithms such as Deterministic Policy Gradient, Asynchronous Advan-
tage Actor-Critic Algorithm, and Soft Actor-Critic that can be used to reach the same objectives.

• Optimisation augmented by ML approach
Future work could use ML algorithms to predict beforehand in which optimization cases the MIP
optimizer is either slow or non-optimal and to use an ML model to speed up that specific case
of optimization through smart configuration, branching, or through the introduction of the right
cutting planes.

• ML to improve Optimisation input
The approach of ML to improve optimization might prove to be an important area for future
research. For example, an ML model could be used in future work to estimate non-linear rela-
tionships or to linearize non-linear functions such as the charging of the battery or more complex
consumer preference cost functions. This could reduce the speed and complexity of a future more
accurate version of the OSCD MIP smart charging algorithm.

Overall, the combination of the fields of machine learning and mathematical optimization, with
reinforcement learning, in particular, is a promising and exciting field from which a hope new insights
can be expected in the near future. Further research will point out how machine learning algorithms
and mathematical optimization either separately or in combination can be used best in synthesis to
leverage their independent advantages.
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