
 
 

Delft University of Technology

The hectometric modelling challenge
Gaps in the current state of the art and ways forward towards the implementation of 100-
m scale weather and climate models
Lean, Humphrey W.; Theeuwes, Natalie E.; Baldauf, Michael; Barkmeijer, Jan; Bessardon, Geoffrey; Blunn,
Lewis; Bojarova, Jelena; Boutle, Ian A.; Siebesma, Pier; More Authors
DOI
10.1002/qj.4858
Publication date
2024
Document Version
Final published version
Published in
Quarterly Journal of the Royal Meteorological Society

Citation (APA)
Lean, H. W., Theeuwes, N. E., Baldauf, M., Barkmeijer, J., Bessardon, G., Blunn, L., Bojarova, J., Boutle, I.
A., Siebesma, P., & More Authors (2024). The hectometric modelling challenge: Gaps in the current state of
the art and ways forward towards the implementation of 100-m scale weather and climate models. Quarterly
Journal of the Royal Meteorological Society, 150(765), 4671-4708. https://doi.org/10.1002/qj.4858
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1002/qj.4858
https://doi.org/10.1002/qj.4858


Received: 18 March 2024 Revised: 3 August 2024 Accepted: 5 August 2024

DOI: 10.1002/qj.4858

R E V I E W A R T I C L E

The hectometric modelling challenge: Gaps in the
current state of the art and ways forward towards the
implementation of 100-m scale weather and
climate models

Humphrey W. Lean1 Natalie E. Theeuwes2 Michael Baldauf3

Jan Barkmeijer2 Geoffrey Bessardon4 Lewis Blunn1 Jelena Bojarova5

Ian A. Boutle1 Peter A. Clark6 Matthias Demuzere7,8 Peter Dueben9

Inger-Lise Frogner10 Siebren de Haan2 Dawn Harrison1

Chiel van Heerwaarden11 Rachel Honnert12 Adrian Lock1

Chiara Marsigli3 Valéry Masson12 Anne Mccabe1 Maarten van Reeuwijk13

Nigel Roberts1 Pier Siebesma2,14 Petra Smolíková15 Xiaohua Yang16

Correspondence
Natalie E. Theeuwes, Royal Netherlands
Meteorological Institute (KNMI), de Bilt,
the Netherlands
Email: natalie.theeuwes@knmi.nl

Funding information
HORIZON EUROPE Climate, Energy and
Mobility, Grant/Award Number:
101137851; Deutsche
Forschungsgemeinschaft, Grant/Award
Number: 437467569

Abstract
For a number of years research has been carried out in several centres which
has demonstrated the potential benefits of 100-m scale models for a range of
meteorological phenomena. More recently, some meteorological services have
started to consider seriously the operational implementation of practical hec-
tometric models. Many, but by no means all, of the applications are likely to
relate to urban areas, where the enhanced resolution has obvious benefits. This
article is concerned with the issues that need to be addressed to bridge the gap
between research at 100-m scales and practical models. We highlight a number
of key issues that need to be addressed, with suggestions of important avenues
for future development. An overarching issue is the high computational cost of
these models. Although some ideas to reduce this are presented, it will always
be a serious constraint. This means that the benefits of these models over lower
resolution ones, or other techniques for generating high-resolution forecasts,
will need to be clearly understood, as will the trade-offs with resolution. We dis-
cuss issues with model dynamical cores and physics–dynamics coupling. There
are a number of challenges around model parameterisations, where some of
the traditional problems (e.g., convection) become easier but a number of new
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2 LEAN et al.

challenges (e.g., around surface parameterisations) appear. Observational data
at these scales present a challenge and novel types of observations will need to
be considered. Data assimilation will be needed for short-range forecasts, but
there is currently little knowledge of this, although some of the likely issues are
clear. An ensemble approach will be essential in many cases (e.g., convection),
but research is needed into ensembles at these scales and significant work on
post-processing systems is required to make the best use of models at these grid
lengths.

K E Y W O R D S

hectometric modelling, numerical weather prediction, parameterisations, urban

1 INTRODUCTION

With the continuing increases in available computer
power, there is growing interest within meteorological
services in practical applications of hectometric mod-
els (HMs). A number of centres have started projects to
develop their hectometric modelling capability and, in
some cases, to implement routinely running models. There
are two general classes of scientific benefit from run-
ning models at very high resolution. Most obviously, we
expect benefits where improved atmospheric resolution
improves the representation of important processes, for
example, (deep) convection, which is often poorly resolved
in km-scale models (e.g., Bryan et al., 2003), effectively
reducing the need to parameterise certain processes. Sec-
ondly, we expect benefits from use of higher resolution
observations and surface data, especially associated with
complex surface forcing such as orography and urban
areas. Here, we will discuss the challenges associated with
the practical use of HMs and the research still needed to
realise the full benefits. For the purposes of this article,
we are considering models in the turbulence-permitting
regime, that is, with grid lengths ∼500–50 m.

Convection-permitting, order ∼km grid length models
have been established in many meteorological services
for over 10 years and are used extensively for weather
forecasting applications (e.g., Baldauf et al., 2011; Seity
et al., 2011; Tang et al., 2013). Although developed some-
what later, convection-permitting regional climate models
have also become important to downscale global climate
models (e.g., Belušić et al., 2020; Kendon et al., 2012;
Kendon et al., 2021; Prein et al., 2015; Schär et al., 2020).
Given the great success of these models, it is interesting
to consider that there have, until now, been very few
examples of further increases in resolution in operational
models. In general, centres have not changed the resolu-
tion of their operational km-scale models in more than
10 years (e.g., Bengtsson et al., 2017; Tang et al., 2013).

The reason for this is due to two closely linked factors.
Firstly, there was a very strong driver to move regional
forecast models from order 10 km grid length to closer
to 1 km. The move from a parameterised to an explicit,
albeit poorly resolved, representation of deep convection
was often found to improve model performance greatly
in ways important for applications (Clark et al., 2016). In
contrast, decreasing the grid length below 1 km has only
shown incremental improvements to convection and the
ability to resolve heterogeneous terrain, urban areas, and
orography. However, it is unknown whether this is due
only to incremental improvements of the representation
of the physics, or whether the available observations and
verification methods are insufficient to show the added
benefit. Secondly, costs increase very rapidly with model
resolution and additional computer resources have instead
been used for other enhancements with clearer benefits
(larger domains, longer runs, and running ensembles).

Over the last 10 years a number of centres have exper-
imented with sub-km versions of their numerical weather
prediction (NWP) models (Figure 1 shows an example).
There have been a number of motivations for this work,
including the desire to explore potential benefits such
as better resolution of convection and the gains com-
ing from higher resolution surface data. This research
has demonstrated the benefits of 100-m scale models
for a number of meteorological phenomena. Exam-
ples include cold pooling in small valleys (e.g Valkonen
et al., 2020; Vosper et al., 2013), convection (e.g., Hanley
et al., 2015), fog (e.g., Boutle et al., 2016), stratocumulus
(e.g., Boutle et al., 2014a), urban overheating and human
thermal comfort (e.g., Ronda et al., 2017), tornadoes (e.g.,
Hanley et al., 2016), and urban pollution dispersion
(Blunn et al., 2023). Some centres have implemented rou-
tinely running (100) m scale models (Boutle et al., 2016;
Joe et al., 2018). These developments represent NWP
models being run at resolutions previously reserved
for relatively coarse large eddy simulations (LES), for
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LEAN et al. 3

F I G U R E 1 Example of 2-m temperature for two simulations over the Netherlands on September 14, 2020, 2100 UTC, showing a more
detailed representation of the higher temperatures in urban areas. The figure shows the HARMONIE-AROME model (Bengtsson et al., 2017)
at operational grid spacings of (left) 2.5 × 2.5 km2 and (right) 100 × 100 m2. [Colour figure can be viewed at wileyonlinelibrary.com]

example, models for (deep) convection, often referred
to as cloud-resolving models (CRMs), though the more
recent term convection-permitting models (CPMs) is more
accurate. At the same time, LES modelling has progressed
to more realistic simulations on larger domains (e.g.,
Gehrke et al., 2021; Schalkwijk et al., 2015). These two
communities now have the opportunity to work together
to mutual benefit.

Despite this body of work demonstrating potential ben-
efits of these models, there are still significant practical and
scientific obstacles to their widespread adoption for rou-
tine weather and climate forecasting. The most important
of these is their high cost, which is the context through
which all other issues have to be seen. Without radical
improvements to model numerics, increasing the horizon-
tal resolution from, for example, 2 km to 200 m would
require a factor of 1000 increase in computational costs (a
factor of 10 for each horizontal dimension and time), plus
any additional time from changes to the vertical resolu-
tion. Any practical system will need to justify these very
high costs, which means that it is important to understand
the benefits of different grid lengths (e.g., 100 m compared
with 300 m) for a given application. One obvious cost mit-
igation, which has been used by several centres so far, is to
run the model over a very small domain covering an area
where hazards might have a large economic impact (e.g.,
city, airport, etc.).

All NWP and climate models can benefit from various
forms of post-processing. This is particularly true near the
surface, where a fully functional dynamical model may
not be needed to infer the impact of known small-scale
variation in surface forcing. An example is near-surface

temperature, where many horizontal heterogeneity fea-
tures come directly from the land surface, for example,
parks in cities, rivers. These benefits could likely be
realised more cheaply by a downscaling system using the
detailed surface data with an offline land-surface model
rather than the full atmospheric model. This emphasises
a general point about applications: to be useful, the HMs
need to be not only better when compared with lower
resolution models but also better than cheaper down-
scaling systems, which do not involve running the full
atmospheric model. The true benefits of more detailed
surface information are likely to come in cases where the
surface interacts in a complicated way with the atmo-
sphere. An example of this might be orographic rain,
where the higher resolution orography has to interact
with the dynamical and microphysical processes in the
atmosphere. Furthermore, if the downscaling model is
a machine-learning algorithm, simulations of a conven-
tional model may still be needed to provide training
data.

An important benefit of a large-domain hectometric
model is that it can capture interactions between differ-
ent scales—for example, small-scale urban canopy effects,
effects of parks and rivers with relatively larger scale
effects such as sea breezes, frontal passages, etc. Examples
include understanding the effects of greening certain areas
of the city on the temperatures of the whole city, where the
effects of different local surfaces interact via the effects on
the larger scale flow, and the effects of the urban surface
on the initiation of convection over a city.

It is important to note that each application of these
HMs may bring about different challenges requiring
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4 LEAN et al.

various kinds of research. Some of the potential applica-
tions include the following.

• Orographic rain/wind: with higher resolution orogra-
phy, the steepest slopes will be represented better, lead-
ing to small-scale peaks in rainfall or wind (gusts) being
forecast better.

• Urban temperatures: detailed land-surface data will
allow representation of temperatures across cities on
neighbourhood scales.

• Urban winds/turbulence: better representation of the
urban surface and boundary-layer turbulence will lead
to improved forecasts of winds and turbulence across
cities.

• Air quality/dispersion: better representation of the
atmospheric boundary layer, horizontal heterogeneity,
and mixing of scales can lead to better air-quality
forecasts. However, since NWP models do not resolve
buildings, very local dispersion will not be represented
explicitly.

• Deep convective initiation: better forecasts of the ini-
tiation of convection from improved representation of
surface heterogeneity and convergence lines, etc.

• Deep convection: better forecasts of convective clouds
and rainfall and upscaling due to improved represen-
tation of updrafts and entrainment/detrainment and
other storm-scale structures.

• Fog: better representation of the surface topography
combined with the ability to represent higher resolu-
tion spatial variations in the boundary layer will lead to
better forecasts.

It is expected that many of the applications of HMs will
stem from being able to resolve urban areas better. Cities
strongly modify the exchanges of momentum, heat, and
moisture towards the atmosphere compared with rural
areas, and create their own microclimate. In particular,
after sunset and at night under calm conditions, cities
often stay warmer than the countryside by up to 10–12 K
for large cities (Masson et al., 2020b; Oke et al., 2017),
but smaller scale heteorogenities also appear, for example,
so-called “cool islands” within cities, which can only be
modelled by HMs.

The rapid rise of machine learning (ML) will play a
large and uncertain role in the evolution of HMs over
the coming years. ML can be used to generate fast emu-
lators of conventional parameterisations (e.g., Gettelman
et al., 2021, Meyer et al., 2022a, 2022b, Rasp et al., 2018) to
form hybrid ML—conventional HMs that retain physical
integrity, but with reduced computational cost. However,
developments of pure ML models may also replace entire

forecast models, as seen for global models trained on ERA5
reanalysis that are competitive with conventional models
for deterministic and ensemble forecast scores (e.g., Bi
et al., 2023, Chen et al., 2023, Keisler, 2022, Lam et al., 2022,
Pathak et al., 2022). Such ML models can provide phys-
ically plausible behaviour (Hakim & Masanam, 2023),
high accuracy (de Burgh-Day & Leeuwenburg, 2023),
and large ensembles at small computational cost
(Hu et al., 2023; Price et al., 2023; Weyn et al., 2021). In
addition, limited-area ML models have been developed
that use limited-area NWP as training data, and either
one-way nest within a coarser global model (Oskarsson
et al., 2023) or an adaptive mesh that is finer over the
limited area (Nipen et al., 2024). Similarly, ML mod-
els that are trained against in situ and remote sensing
observations may also replace conventional HMs in the
future. If the information from observations is sufficient
to train entire ML models, ML models may not need
conventional weather models (Espeholt et al., 2022).
Also, ML post-processing techniques have been shown to
downscale NWP accurately to hectometre scale for some
variables such as near-surface air temperature (Blunn
et al., 2024b; Wu et al., 2021) and precipitation (Harris
et al., 2022). Given the immense computational expense of
conventional HMs, their benefits over ML post-processing
techniques would need to be demonstrated across appli-
cations. On the other hand, hectometric model output
could also become an essential reference data source for
the training of ML models if observations alone turn out
to be insufficient.

This article is the result of discussions between a num-
ber of experts from different fields in NWP and LES and
seeks to understand and present the gaps in the current
NWP state of the art that represent barriers to the use of
HMs. It is hoped that this article will stimulate further
research and collaboration. It is important to understand
that the solutions to some of these problems will be very
dependent on the application considered. The following
sections detail some of the gaps in science/understanding
for specific areas in NWP and discuss the issues in more
detail, along with suggestions for possible ways forward.

2 DYNAMICAL CORE AND
STABILITY

One might expect that the pure dynamical core is rather
insensitive to the resolution. This is indeed the case if
the unapproximated equation set is used, that is, the
non-hydrostatic, compressible Euler equations(potentially
together with less sensitive modifications such as the
shallow atmosphere and the so-called traditional approx-
imation, or the usually made spherical geopotential
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LEAN et al. 5

approximation). Today, probably most of the forecast mod-
els used operationally, in fact, use these unapproximated
Euler equations, since they want to reduce the overhead of
maintaining multiple model systems and favour a “unified
model” approach. However, it is worth mentioning which
further equation sets are adequate to hectometric-scale
modelling and which are not. The hydrostatic approxima-
tion (only applicable for horizontal scales larger than a
few km) and the Boussinesq approximation (only usable
for very shallow flows in the boundary layer) are definitely
not usable. The LES community, of course, has always
operated at hectometric or even finer scales, and here use
of anelastic approximations is common. Their basic idea
is to neglect the time derivative in the continuity equation
to filter out sound waves.

The equation set of Ogura and Phillips (1962) still
makes a strong restriction to isentropic reference states,
which was weakened in the set of Wilhelmson and
Ogura (1972). Probably most often used is the anelas-
tic equation set of Lipps and Hemler (1982), which
additionally is energy-conserving and better suited for
the moist atmosphere (also see the survey of Nance
and Durran (1994)). Other equation sets that filter out
sound waves and are usable for hectometric-scale mod-
elling are the pseudo-incompressible equations (Durran,
1989), the unified anelastic, quasi-hydrostatic set
(Arakawa & Konor, 2009), and its implementation by
Voitus et al. (2019). There were several attempts to create
unified systems including various equation sets through
an introduction of control parameters (Benacchio &
Klein, 2019; Klein & Benacchio, 2016). Then hydro-
static primitive equations, soundproof equations, or fully
compressible equations may be evoked from the same
framework. Such blended systems may be used for initial-
isation when undesirable unbalanced modes are filtered
out at the beginning of the integration and the full set of
equations is only used further into the integration; see
(Chew et al., 2022). In Smolíková and Vivoda (2023) a
blended system is found, which allows one to slow down
the acoustic modes while keeping the gravity modes
unchanged, resulting in a solution preserving all the
nonhydrostatic features of the flow.

The anelastic sets are advantageous for low Mach num-
bers; however, in a hectometric-scale model, jets and even
gravity-wave breaking that produce very high velocities
>100 m⋅s−1 can occur. This implies that the Mach numbers
are not very low any more. Beyond this, nowadays iterative
implicit Helmholtz solvers for the compressible equations
can be designed to be as efficient (i.e., similar time-step
size and wall-clock time usage) as iterative Poisson solvers
for the anelastic equations (Smolarkiewicz et al. (2014);
Kurowski et al. (2014)). Additionally, the principal issues
of lacking mass conservation and of surface-pressure

reconstruction of approximated equation sets are increas-
ingly less tolerated. There are hints that local conservation
properties become even more important for smaller scale
modelling. On the other hand, some numerical stabili-
sation mechanisms, like the divergence damping needed
in split-explicit compressible solvers, also can modify
important properties; Baldauf et al. (2013) demonstrates
comparable deviations in the dispersion relation of
small-scale gravity waves for the compressible Euler
equations with artificial divergence damping and the
anelastic approximation.

The fundamental choices of discretisation in space
and time and the treatment of the transport (the advec-
tion scheme) influence the affordable time step. Two
approaches are possible: Eulerian advection allows only
for short time steps and may be combined with hori-
zontally explicit–vertically implicit (HEVI) discretisation
techniques to treat fast vertically propagating sound waves
implicitly, while semi-Lagrangian advection allows for rel-
atively long time steps and is usually combined with
semi-implicit time-stepping (ACCORD, UM) including an
iterative process aimed at implicit treatment of the nonlin-
ear residual (Bénard, 2003; Walters et al., 2019).

Together with fine horizontal meshes comes the neces-
sity for high vertical resolution, especially near the surface
and in connection to the representation of the terrain. The
slopes of orography in such conditions become relatively
steep, imposing several challenges on numerical schemes
solving transport and time evolution of model variables.
It may be difficult to satisfy the Courant (CFL) criterion
and thus to ensure the stability of numerical schemes used.
With semi-implicit time-stepping, the orographically dom-
inated terms may be necessarily included in the linear
part to diminish the nonlinear residual, which would oth-
erwise impose restrictions on the time step used or the
number of iterations needed to reach stable integration.
There are hints that higher spatial approximation order
accompanied with higher temporal approximation order
(as with IMEX-RK method) may improve stability prop-
erties (Baldauf, 2021). It must be explored whether this
holds only for idealised test cases or for the full fledged
model, too. Alternative vertical discretisation may poten-
tially raise the accuracy order and improve the simulation
quality, as shown for the finite elements using cubic spline
basis functions, for example in Vivoda et al. (2018), or for
the staggered nodal finite-element method in Guerra and
Ullrich (2016).

After defining the horizontal grid, the associated ver-
tical coordinate generally uses one of two approaches: the
terrain-following coordinate or the cut-cell approach. In
the latter, regular flat cells are modified when their edges
cross the terrain. Even if the cut-cell method may create
some very small cells, several techniques have been found
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6 LEAN et al.

that preserve cell length in the direction of flow and do
not impose additional constraints on the time-step length
(Shaw & Weller, 2016). Thus, several authors advocate
cut-cell methods as being suitable for very fine mesh
sizes (Steppeler et al., 2002). In contrast, the distortion of
cut-cell meshes necessary in the vicinity of steep terrain
may cause numerical errors that do not reduce with reso-
lution, and this could be the reason why most applications
use terrain-following vertical coordinates. Here, to
alleviate the errors connected to the calculation of the
pressure-gradient term, either smoothing of coordinate
surfaces with height (Klemp, 2011; Laprise, 1992) or
interpolation onto flat layers (Zängl, 2012) is proposed.
This may be combined with the distinction of small and
large scales in orography, while short-scale imprints are
mitigated in the top layers, avoiding possible large errors
in advection and amplification of vertical motion above
jet level (Husain et al., 2020; Schär et al., 2002). Accord-
ing to Shaw and Weller (2016), when combined with an
appropriate time-stepping and suitable advection scheme,
no significant problems arose in idealised tests with
terrain-following grids.

Another advantage of terrain-following coordinates is
the possibility of keeping high vertical resolution every-
where close to the ground without the need to keep it
high over a wide vertical extent. On the other hand,
with the cut-cell approach, to keep high vertical reso-
lution from the lowest point to the highest mountain
in the domain may be computationally demanding. The
height of the bottom level is highly relevant for coupling
with the parameterisation of turbulence and the surface
scheme.

A hectometric-scale model is (at least for the foresee-
able future) always a limited-area model (LAM) that must
be nested in a larger scale model. If this nesting is done in
a (supposedly smooth) two-way approach, no fundamen-
tal problems are expected, since waves or other signals
can travel in and out of the domain almost freely without
significant reflection. However, there is often a need for
one-way nesting from practical requirements. Here, the
task is to set boundary conditions (BCs) that both drive
the LAM and avoid wave reflection from the LAM at this
artificial boundary. The correct setting of BCs underlies
well-posedness conditions (e.g., Davies, 2014; Oliger &
Sundström, 1978), which requires a proper distinction
of inflow and outflow directions in a compressible fluid.
This well-posedness problem is to a certain extent reduced
by modifying the equation system with relaxation terms
that blend the solutions of the driving model and the
LAM and damp waves travelling towards the boundary
(Davies, 1976). Sound waves can be partially removed
by the use of wave-permitting BCs (Durran, 1998), but
this also reduces the driving ability of the outer model.

Additionally, the use of upwind discretisations relaxes the
well-posedness problem.

Although these approaches work rather well in cur-
rent operational environments, hectometric-scale models
face a distinct problem: their spatial extent might only be
100–300 km in both horizontal directions. However, the
width Lr of relaxation zones is determined by the grid spac-
ing of the driving model and, more seriously, by the scale of
the majority of waves occurring in the LAM. Consequently,
Lr does not necessarily shrink linearly with decreasing
horizontal grid spacing and therefore covers a
non-negligible part of the LAM, reducing the usable sim-
ulation area. Perhaps the most important remedy to avoid
this is to mimic two-way nesting: increase the grid spac-
ing in the LAM perpendicular to the boundary, so that
the relaxation zone only needs relatively few grid points
(Davies, 2014). Model systems that cannot immediately
achieve such a horizontal stretching might go back to a
multi-nest approach, in which the outer nests only have
relaxation layers.

In detail, one can modify the application of the
relaxation zone in the dependence of an (advective) inflow
or outflow condition and the prognostic fields that are
used: for example, one should not relax rain or snow at an
outflow boundary if the driving model uses a deep convec-
tion scheme and does not predict rain or snow at all. The
update frequency is of course an issue too; it is determined
mainly by technical, operational requirements and in any
case should be clearly smaller than one hour.

Another problem of hectometric-scale models is the
fact that they are in principle LES models. This means
that they have to be fed with a realistic large eddy tur-
bulence field already at the boundary (a sufficiently fast
self-development of such structures in the LAM itself is
not possible for near-neutral or even stable stratifications
due to the small domain size). For this purpose, turbu-
lence pattern generators that generate resolved turbulent
eddies that depend on local wind shear and stratifica-
tion also in the relaxation zone should be developed (e.g.,
Munoz-Esparza et al., 2014).

At the upper boundary, damping upward-travelling
gravity waves is necessary to avoid artificial reflections.
Again, a relaxation layer is mostly used, either for all
prognostic variables or only for the vertical velocity w
on a short time step (Klemp et al., 2008). In contrast,
gravity-wave radiating BCs (Klemp & Durran, 1983) may
work less well for horizontally varying driving fields or
for compressible solvers. Horizontal-diffusion layers may
become unstable due to the high diffusion coefficients
needed. A rule of thumb is to use about one third (in
z) of the whole model domain for this relaxation layer.
Due to strong vertical stretching, only a few grid cells are
used for this artificial layer. Since even a hectometric-scale
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LEAN et al. 7

model needs to simulate at least the whole troposphere, the
model top height Htop should not be reduced below about
25–30 km. Data assimilation requirements may even need
higher Htop.

A hectometric-scale model might be initialised by
interpolating a larger scale analysis (Short & Petch, 2022).
In this case, and even if a data assimilation (DA) system is
applied for the hectometric-scale model, then the system
may suffer from too long spin-up times of the forecast
model. The standard 2D or 3D divergence filters are often
not damping enough to get rid of noisy gravity and sound
waves excited by the analysis step. Therefore, efficient
filters must be developed for this purpose. The alleviating
techniques are discussed further in Section 7.

3 PHYSICS–DYNAMICS
COUPLING

The large computational cost of HMs represents an
overarching concern about the viability of these models
for operational use. Scientific aspects of physics–dynamics
coupling start to become simpler at hectometric
scales—the complicated time-stepping strategies and
slow/fast process splitting often employed in NWP mod-
els with long time steps (Dubal et al., 2005) become less
important as the dynamical time-step reduces to LES
scales, LES models usually employ explicit strategies
for passing physics increments to the dynamics. There-
fore physics–dynamics coupling represents one area
where we can look for efficiency gains to reduce the
computational cost.

The typical timescale for “fast” physics processes in
NWP models (turbulence, condensation/evaporation) is
of the order of 10 s. Therefore, as the dynamical time
step reduces beyond this, consideration should be given
to whether these processes can now be considered “slow”
(alongside radiation) and coupled less frequently or less
tightly to the dynamical core, with obvious cost savings.
Similarly, as time steps become shorter, the requirement
for an implicit coupling between the surface and the atmo-
sphere becomes less important, potentially allowing eas-
ier explicit coupling to distributed canopy models (e.g.,
Bengtsson et al., 2017).

Lack of parallelism in the time dimension provides a
fundamental limit on the scalability of HMs. To achieve
a 24-hour forecast requires an order of magnitude more
time steps than it did at a kilometre scale, hence, even for
a model that is perfectly scalable in the horizontal domain,
time to completion will inevitably be longer. Additional
scalability can be incorporated by concurrent calculation
of physics and dynamics processes on their own dedicated
processors (e.g., Heidari et al., 2021), significantly reducing

the time to completion. In the era of exascale comput-
ing, techniques like this will allow for not only efficient
modelling strategies, but also significant improvements
in physical parameterisations, for example, 3D radiative
transfer running on a GPU coupled to a traditional dynam-
ical core running on a CPU. Finally, in the long-term,
research into parallel-in-time methods for the dynamical
core (Christlieb et al., 2010) may also provide useful extra
scalability.

Traditionally, NWP models have coupled dynamics
and physics using the same spatial grid, but recently
there has been greater interest in breaking this paradigm
and allowing coupling of different processes at differ-
ent scales (e.g., Brown et al., 2024). The cost savings
that could be achieved by this are clear, for example,
if we want to incorporate detailed aerosol or chemistry
schemes into HMs, which have no need to be run at
the grid scale of the dynamics. However, there are also
significant opportunities for improvements in the cou-
pling to be made through this increased flexibility. The
resolved or filter scale of models is not the same as
the grid length, and improvements to the grey-zone tur-
bulence problem could be achievable by utilising this
information (e.g., Germano, 1992) and allowing param-
eterisations to operate at the physical scale they are
designed for, rather than the grid scale of the dynam-
ics. Improved spatial coupling methods will also allow
the exploration of higher order finite-element methods in
dynamical cores, effectively allowing for better “resolu-
tion” of the dynamics for a given grid scale and allow-
ing this additional information to be utilised by physical
parameterisations.

4 ATMOSPHERIC
PARAMETERISATIONS

A key issue for hectometric modelling is to understand
the advantages and challenges they pose in terms of the
parameterisations required in contrast to km-scale mod-
els. In the vast majority of cases, km-scale models do
not resolve even the largest eddies, so the turbulence
is fully parameterised. The additional step of assuming
forcing is only slowly varying in space leads to tradi-
tional one-dimensional (1D) column “planetary boundary
layer” (PBL) parameterisations. However, as resolution
increases, models can enter the “terra incognita” (Wyn-
gaard, 2004) or the “turbulence grey zone” (TGZ, Honnert
et al., 2011, 2020), where larger turbulent eddies begin to be
partially resolved, or “permitted.” This is, in principle, the
realm of LES, but the objective of true LES is to resolve the
largest energy-containing eddies and so also avoid (where
possible) the TGZ.
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8 LEAN et al.

Experience with LES provides us with clear guidance
as to what being in the TGZ means in practice. Under typ-
ical daytime convective boundary layer (CBL) conditions,
for example, an LES will be within the inertial sub-range
for most of the CBL, and so the coherent resolved struc-
tures accurately produce most of the turbulent fluxes. In
this case, the remaining three-dimensional subfilter tur-
bulence can be reasonably well parameterised as an eddy
diffusivity in a scale-aware manner in all three dimensions.
This is usually done via either a diagnostic (Smagorinsky)
or a prognostic turbulent kinetic energy (TKE) equation
and by assuming that the spectral transfer of turbulent
kinetic energy is equal to the energy dissipation at the
Kolmogorov scale. In principle, a grid length less than
about zi∕60 is needed for a reasonably well-converged
LES solution (Sullivan & Patton, 2011), where we have
taken the “Smagorinsky constant,” Cs, to be about 0.2.
Even for a typical daytime peak boundary-layer depth,
zi, of around 1 km, then, an LES requires a 15–20 m grid
or better. In practice, the CBL is quite “amenable” to
simulation at coarser resolution (Mason, 1994), because
such a large fraction of the vertical turbulent fluxes are
carried by the largest eddies, and at least some situa-
tions can be simulated tolerably well with 100-m hor-
izontal grid spacing. Thus, HMs can be considered as
approaching LES.

However, the overlap is small at best and, in many
circumstances (such as near the surface or top of con-
vective boundary layers, or earlier in the diurnal cycle of
the CBL), most of the turbulent transport is still subfil-
ter, a source of uncertainty, and so HMs still lie in the
TGZ. At the other end of the scale, stable boundary lay-
ers (SBLs) generally have much smaller energy-containing

eddies and LES requires resolutions of only a few metres
(Beare, 2006), so turbulence remains “fully parameterised”
in HMs. Figure 2 is a schematic picture of how a model
represents various boundary-layer depths and cloud sizes.

Thus, while some applications may avoid the tur-
bulent grey zone, many operational NWP centres will
soon be running routinely with hectometric grids that are
very much in the TGZ, with phenomena where turbu-
lent transports are critical but remain unresolved (from
SBLs to the entrainment zone at the top of mixed lay-
ers, especially for stratocumulus clouds) to regimes of
largely resolved turbulent variability. Ideally a turbulence
scheme would move seamlessly from LES-type at the
well-resolved end to a good, fully parameterised, 1D PBL
scheme at the other. Because km-scale models start to
resolve deep convective overturning, they mostly oper-
ate with only a shallow cumulus parameterisation, or no
cumulus parameterisation at all, while deep convection is
left to the resolved dynamics. Turbulent boundary-layer
processes are still fully parameterised, typically using 1D
turbulence schemes that represent vertical transport by
the full spectrum of turbulent eddies. How to deal with
horizontal turbulent fluxes in deep convective clouds is
not well understood (e.g., Hanley et al., 2015). Cloud con-
densation schemes still diagnose subfilter cloud fraction
and subfilter condensed water, usually based on subfilter
variability of temperature and moisture. All cloud micro-
physics schemes in these models (should) use prognostic
hydrometeors (essentially because the timescale for lateral
advection is typically short compared with the timescale
for fallout), but differ in whether they prognose mass
(one-moment) or also number density (two-moment),
and in the choice of categories of ice. Radiative transfer

F I G U R E 2 Schematic
illustration of how a model represents
various boundary-layer depths and
different cloud sizes between km-scale
grid lengths (dark red) and hectometric
grid lengths (light red). As the
boundary layer deepens, hectometric
models are able to represent larger
eddies. Similarly they are able to
represent growing convective clouds
once they become large enough.
[Colour figure can be viewed at
wileyonlinelibrary.com]
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LEAN et al. 9

is calculated exclusively in the vertical direction, without
taking into account explicit 3D effects.

HMs treat even more of cloud systems through the
resolved dynamics. At the same time as treating 3D tur-
bulence, unresolved cloud condensation processes need a
consistent parameterisation. Because of their fine resolu-
tions, LES models usually do not take into account subfil-
ter variability of clouds, so grid boxes are simply assumed
to be cloudy in the case of supersaturation and cloud-free
otherwise. However, subfilter variability of condensation
will need to be taken into account in the TGZ, although it is
not yet clear how complex a scheme is required. The pres-
ence of clouds may thus exacerbate the problem of moving
seamlessly from LES to fully parameterised processes.

The main advantage for the cloud microphysics at
these resolutions is that the impacts can be picked up
directly by the resolved dynamics. A prime example of this
is how evaporative cooling of precipitation enhances the
resolved downdrafts, which is the main driving mecha-
nism of cold-pool structures. The cloud microphysical pro-
cesses themselves, however, remain completely subfilter at
these fine resolutions. Therefore the whole complexity of
the microphysics still needs to be fully parameterised.

Three-dimensional effects of radiation become increas-
ingly important at higher horizontal resolution. However,
although three-dimensional codes for radiation are avail-
able now, the high computational cost of these parameter-
isations has prevented the interactive use of such codes. In
future, machine learning emulators may be able to offer a
route to doing this at much lower cost.

In short, the main difference between hectometric and
km-scale model resolutions is that in the high-resolution
case a shallow convection scheme is less likely to be
required; a relatively simple subfilter cloud condensation
scheme may suffice, but the one-dimensional turbulence
scheme is replaced by a three-dimensional scheme. For the
latter, the length scale used under convective conditions
should asymptotically approach one, proportional to the
grid scale.

4.1 Turbulence representation

A key challenge for the representation of turbulence
and for HMs more generally will be to handle the TGZ,
that is, achieve an accurate transition from unresolved
to resolved, both temporally (as for the morning transi-
tion from stable to convective PBL) and spatially (e.g.,
advecting from a cold rural surface to a relatively warm
urban one). An overview is given by (Dudhia, 2022). Prag-
matically, the starting point will likely be to run with
existing parameterisations—either LES or km-scale NWP,
but either is likely to result in systematic errors. For

example, neither scheme is designed to give an accu-
rate handover from parameterised subfilter turbulence to
resolved, which may result in errors in the vertical struc-
ture of transitional PBLs. Similarly, neither is designed
or tested specifically to represent turbulence outside the
boundary layer at hectometric scales, which is likely to
lead to errors in the growth rate of shallow cumulus clouds
into precipitating convection, via the parameterisation of
entrainment. This might also be manifest as a systematic
dependence of statistics such as cloud-size distributions on
the grid size.

A fundamental difficulty is that neither 1D PBL
schemes nor eddy-diffusivity schemes in LES are designed
to deal with the 3D nature of the largest overturning
circulations. Their net vertical transport is often treated
via “countergradient” terms in PBL schemes, while they
are expected to be fully resolved in LES. It is likely that
improved schemes will need to include non-downgradient
transports in 3D. Some progress in this direction has been
made over the last decade or so, through implementa-
tion of non-downgradient terms that have been derived
from a variety of routes (“Leonard,” “tilting” or “Hgrad”
terms; (Hanley et al., 2019; Moeng et al., 2010; Verrelle
et al., 2017).

Related to this is the fact that the 1D PBL scheme
is based upon the concept of quasi-equilibrium; turbu-
lent kinetic energy is generated at “large” scales (on the
scale of the PBL) and cascades down to small. The over-
all turbulent mixing is determined by the balance of this
production and dissipation; the overall shape of the hor-
izontally averaged turbulence spectrum and hence the
subfilter component for any choice of spatial filter is then
determined by the production length scale at any given
height. This justifies the idea of blending PBL and LES
schemes somehow (Boutle et al., 2014a). However, one of
the main drivers of the need for HMs is to treat rapid tran-
sitions in space and time, where such an approach cannot
be justified; more local (3D) determination of turbulent
dissipation (and hence length scale) is likely to be needed.
This is especially true for cumulus clouds, especially deep
clouds, where individual clouds may be far from any iden-
tifiable larger-scale equilibrium, and such an equilibrium
may not even exist (Done et al., 2006). Here, the so-called
dynamic method (Germano et al., 1991) may offer a
way forward.

Finer horizontal grids raise the question of also refin-
ing the vertical resolution (see also Section 2). For many
surface types, however, this is likely to require significant
revision to how we couple the surface fluxes, as the sur-
face elements become resolved in the vertical, discussed
in Section 5. More generally, traditional surface exchange
is based on averaged statistics of the turbulence and their
applicability in a turbulence-permitting model is yet to be
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10 LEAN et al.

demonstrated. Finally, there is a significant technical chal-
lenge for many NWP models, where parameterisations are
currently coded to operate only in the vertical (treating grid
columns independently). A turbulence scheme in a model
that resolves aspects of turbulent flows will need to know
the full three-dimensional structure of the local flow and
equally to transmit turbulent fluxes horizontally as well as
vertically (Honnert & Masson, 2014).

It is helpful to consider developments from both ends
of the spectrum (i.e., 1D PBL schemes and 3D eddy diffu-
sivity). We start with the latter.

1. As the filter scale gets larger than the strict iner-
tial sub-range (where mixing length is universally
proportional to filter scale), how do we determine a
mixing length in the eddy viscosity/diffusivity? This is
particularly an issue for deep convective clouds.

• Can we parameterise a priori in terms of the local
resolved flow? If so, the (moist) stability of the
resolved flow is likely to be a key parameter.

• Will a local, online determination using the
Germano dynamic approach provide better results
(Efstathiou et al., 2018; Germano et al., 1991)?

• How far from local equilibrium are the sub-filter
TKE and scalar variance equations, and hence do we
benefit from a prognostic approach?

• Can we pragmatically benefit from and theoretically
justify different horizontal (one- or two-component)
and vertical diffusivities? If so, is this driven by
anisotropy of turbulence (via the anisotropy of pro-
duction) or is further anisotropy needed in the length
scale?

• If anisotropy of turbulence is dominant, can we ben-
efit from a separate prognostic for the vertical com-
ponent of TKE?

2. Do we need stochastic backscatter? Does the Germano
dynamic approach provide sufficient inherent variabil-
ity? Do we need or benefit from stochastic perturbations
at lateral boundaries?

3. We know that turbulent fluxes are not always down-
gradient. How much do non-local scalar variance and
tilting/Leonard/Hgrad terms (Hanley et al., 2019;
Moeng et al., 2010; Verrelle et al., 2017) contribute to
these countergradient fluxes?

4. Assuming that the tilting/Leonard/Hgrad terms are
important (which we believe has already been demon-
strated), can we use the same length scale as in the eddy
viscosity/diffusivity, or can we adapt the approach to
provide an additional length scale?

5. Given that we anticipate the greatest need for improved
schemes to be in cases with rapid transition in space
and/or time, how do we evaluate enhancements to
schemes?

The above can be phrased as, “How do we build a bet-
ter scheme than Smagorinsky as we reduce resolution into
the TGZ?” Structurally, the PBL scheme typically contains
downgradient and non-downgradient terms. The former
may be determined locally (in much the same way as
Smagorinsky) or non-locally (recognising the overall PBL
structure). The latter is generally determined non-locally,
and often expressed as a flux profile or, more recently,
using the mass-flux approach. The Leonard/tilting/Hgrad
terms cannot appear explicitly (because, by construction
horizontal gradients are assumed zero), though their ver-
tical counterparts do appear in some formulations.

We now consider the opposite viewpoint of the PBL
scheme.

1. How do we ensure that, as we increase resolution, we
decrease parameterised fluxes in such a way that the
fluid becomes unstable and develops the largest over-
turning structures with the right horizontal scale and
amplitude? (This already applies to CPMs outside the
PBL—we know that we are currently failing to develop
deep clouds with the right scales and intensity.)

2. What role do the Leonard/tilting/Hgrad terms play in
controlling these scales? Can we improve their formu-
lation to improve this aspect?

3. How does the non-countergradient flux become
divided between resolved flow and the components of
the 3D scheme? Does this necessitate use of more com-
plex formulations than just local downgradient flux
(possibly including anisotropic diffusivity)?

Some of these questions can be answered by refer-
ence to extremely well-resolved LES; however, much has
already been done to at least provide the tools to establish
whether turbulence schemes will reproduce “standard”
phenomena (convective PBLs, stratocumulus, cumulus)
well. It is not at all clear that high-resolution reference
simulations will be sufficiently reliable to help test and
improve HMs for the complex situations we anticipate
applying them to. Thus, there is a need for observations,
including field campaigns, carefully designed to answer
these questions. This is particularly true for turbulent
interactions with complex, heterogeneous surfaces such as
urban areas and complex terrain or, indeed, both, where
we need further understanding of how surface-driven tur-
bulence interacts with the atmosphere (e.g., through the
urban canopy or high-rise buildings).

 1477870x, 0, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4858 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [15/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



LEAN et al. 11

4.2 Representation of clouds

One of the main drivers for HMs is the removal of the need
for any kind of deep convection parameterisation. For the
most part, shallow convection will be treated explicitly, but
it will be desirable if the 3D turbulence scheme tends to
a reasonable shallow cumulus and stratocumulus scheme,
as their scales become so small they are unresolved. Thus,
the treatment of “a cloud” will largely be through the
parameterisation of subfilter variability. Although LES
models often have no such scheme, it is arguable that
this is an approximation that, at least, makes demon-
stration of grid convergence of solutions more difficult.
However, as Smagorinsky becomes a good subfilter model,
when the filter scale becomes (much) smaller than the
cloud scale and clouds are reasonably well represented, a
simple Gaussian scheme based on it (e.g., Deardorff, 1980)
is likely to be sufficient. If the TGZ is entered and the
filter scale includes both “cloud” and “environment,”
a more complex scheme might be needed, such as
a Gaussian mixture scheme approaching the 1D schemes
proposed for fully parameterised clouds (e.g., Larson
et al., 2001) or a bi-model approach that is relatively
simple, whilst still adressing the clouds and entrainment
issues (Van Weverberg et al., 2021).

4.3 Microphysics

If cloud updraughts and downdraughts are treated
explicitly in HMs, the cloud microphysics parameterisa-
tion has the opportunity to respond to (hopefully) much
more accurate forcing. Thus, the microphysics scheme
becomes relatively more important in the prediction
of clouds and precipitation. Double-moment schemes
introduce two prognostic variables (typically mass and
number) per hydrometeor class. It is therefore important
to determine classes in which it is essential to have dou-
ble moment, to prevent increasing memory usage and
the computational costs of weather models unnecessar-
ily. Previous studies (e.g., Bryan & Morrison, 2012; Field
et al., 2023) show that double-moment schemes can be
superior to single-moment schemes, especially at higher
spatial resolution in the simulation of deep convective
precipitating systems. As always, more degrees of freedom
does not, in itself, guarantee accuracy. It is also not always
clear whether a single-moment scheme could be “tuned”
to give equally good results, but this procedure is less jus-
tified with less parameterised forcing. However, some pro-
cesses (such as auto-conversion in the initiation of warm
rain) are difficult to represent well with a single moment.
As previous sections have discussed, HMs are still not
resolving all of the variability that is present in turbulent

cloudy environments, and therefore we must still consider
that subgrid variability could have a significant effect on
microphysical process rates (e.g., Boutle et al., 2014b).

While different approaches to turbulence will be devel-
oped, perhaps with strengths in different applications,
there should be agreement on the desired “truth” to be
compared with. This is likely not so for cloud micro-
physics, where many uncertainties remain. HMs should
provide a much better environment for microphysics, and,
combined with good field data, may help constrain micro-
physics schemes, but we may need to consider the need
for multi-parameterisation approaches to microphysics.
Some key processes are very hard to observe, especially
in clouds (e.g., buoyant production of TKE). What diag-
nostics can we rely on to tell us our models are right or
wrong? How do we assess these statistically? The devel-
opment of “piggyback” methods for separating parame-
terisation from feedback might give insights (Grabowski
et al., 2019). Likewise, we already have the tools to imple-
ment interactive chemistry/aerosols in HMs, and they
will provide a more realistic environment. The ques-
tion is whether we gain predictive skill in doing so,
and a great deal of work will be needed to demonstrate
whether we do.

4.4 Radiation representation

HMs will resolve much of the cloud-size distribution and
can provide a far more detailed description of complex
(urban) surfaces than current weather models. This poses
challenges to the treatment of radiation, which is gen-
erally performed using vertically operating two-stream
methods that cannot produce correctly positioned cloud
shadows and shading induced by complex surfaces. The
cloud size distribution is also potentially important for
solar energy forecasting.

Increasing the amount of streams (Jakub &
Mayer, 2015) or using ray tracing (Veerman et al., 2022;
Villefranque et al., 2019) can solve these problems, but
any of those solutions is for now too costly for forecasting
purposes, as radiative transfer is already one of the most
costly model components. Development of artificial intel-
ligence (AI)-based emulators is likely to be a way forward
and is already being pursued by a number of centres, but
producing sufficient training data to cover all relevant
cases is a significant constraint. The ultimate challenge in
the field of radiation is hence to include only those aspects
of the 3D nature of radiation that are expected to increase
the quality of the model significantly. Based on Jakub and
Mayer (2017) and Veerman et al. (2022), we suggest that
providing the model with correct surface solar irradiance
fields is the key challenge, while modifications to in-cloud
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12 LEAN et al.

heating and cooling rates are an interesting second step,
but less crucial.

The higher level of detail in clouds in HMs also pro-
vides the opportunity for better forecasts of cloud-induced
variability in radiative transfer, and will benefit from a
detailed and consistent exchange of information on effec-
tive radii of cloud droplets and ice particles between micro-
physics and radiation.

5 SURFACE REPRESENTATION

Hectometric resolution models are expected to have their
largest benefits in the ability to resolve meteorological
processes and in resolving processes resulting from
surface heterogeneity. In terms of the latter, this is
particularly relevant for complex areas such as cities and
mountainous areas. A flip side of this benefit is that, unlike
the case of parameterisations in the atmosphere, where
HMs simplify the representation of some processes by
resolving them better, generally surface parameterisations
get more complicated because many different and complex
processes at these small scales become important.

A typical scale of variability in cities is the neighbour-
hood scale, which is of the order of a couple of hundred
metres; at this scale, one can suppose that the urban fea-
tures are relatively homogeneous (e.g., all high-rise in
Central Business Districts in American or Asian cities, res-
idential houses in some suburban areas). This is why the
concept of the “local climate zone” (LCZ) emerged (Stew-
art & Oke, 2012) to describe them and their impact on
the local meteorology. LCZs can be very different from
one another. However, this raises challenges, not only for
parameterisations, which will be described here, but also
for fine-scale urban parameters (see Section 6).

Mountains and places with complex orography will
also benefit from HMs. The orography will be better rep-
resented, with steeper slopes, leading to a better moun-
tain meteorology representation. In addition, benefits are
expected in situations where even small relief impacts
local meteorology, such as fog in small river valleys and
hilly terrain.

Because of their application objectives, the numeri-
cal setup of HMs will also provide a constraint that will
affect surface-process parameterisations. For many appli-
cations, there is a need for a first atmospheric layer that
is very thin (1 or 2 m above the surface): for example, the
representation of fog for airport security.

5.1 Representation of urban areas

In order to reap the benefits of HMs, one needs urban
canopy surface models. These urban canopy models are

still not general in most forecast models, even at kilo-
metric scale. State-of-the-art urban canopy models (Lipson
et al., 2023) represent the 3D shape of the city (e.g., using
an urban canyon, urban cubes, statistical relationships
of distance between walls, etc.), because the 3D struc-
ture is crucial to reproduce the most important processes:
(1) radiative trapping due to multiple scattering of short-
and long-wave radiation inside the canopy; (2) large sur-
face areas with high thermal inertia that exchange heat
and moisture with the atmosphere; and (3) friction. Such
models exist and will be essential in HMs.

Anthropogenic sources of heat, due to domestic heat-
ing or air conditioning, also contribute to urban climate.
While air-conditioning impact is generally limited com-
pared with the role of the Sun, it can have a large influence
on the surface energy balance at night. To improve the
representation of anthropogenic processes, as well as
potential energy consumption impact indicators, inclusion
of a building energy module is necessary. It can be
improved by considering human behaviour, that is, peo-
ple’s interaction with heating, ventilation, and air condi-
tioning. This requires interdisciplinary approaches.

Wintertime urban heat waste impacts are less explored
by the community. They are still of major importance for
high-latitude cities, for which the urban heat island is not
solar-driven in winter. There is often less snow in cities,
and it is often removed mechanically, potentially leading
to albedo contrasts with the snowy countryside.

It is important to consider urban vegetation, either
grass or high vegetation. Its subgrid representation should
be within the urban tile and interactions with other urban
elements is recommended. This improves the geometric
representation of the urban canopy, since the fraction of
urban tile does not have to be decreased to allow for vege-
tated tile fraction in urban areas, thus parameters such as
canyon height-to-width ratio remain accurate (and streets
are not too narrow). There is a strong social driver for
increasing our understanding of the effect of vegetation
and park layout on the urban microclimate.

The best way to represent the 3D structure of build-
ings in surface models is still a research question. At
100-m grid length the building grey zone is entered,
where the 3D structure of large buildings and the flow
around them become partially resolved. This opens the
question of whether seamless urban canopy parameteri-
sations need to be developed, where subgrid turbulence
and drag interactions are parameterised with conventional
multi-layer urban canopy models, but larger buildings
and the large-scale flow around them are resolved explic-
itly on the grid. The 3D structure of buildings also has
an influence on the radiation budget. It should be noted
that the choice of the simplified geometry in the urban
canopy model induces relationships between form-derived

 1477870x, 0, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4858 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [15/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



LEAN et al. 13

parameters (e.g., wall surface and sky view factor), which
makes them no longer independent. There is then the need
to choose one of these parameters to define the building
geometry as input to the model in order to ensure energy
conservation. A long-term suggestion is to compute the
energy exchanges with the full 3D shape of the city, includ-
ing individual buildings, at sub-hectometric scale, even if
other aspects (e.g., turbulence and drag) are still estimated
at hectometric scale.

5.2 Multi-layer coupling between
buildings and the atmosphere

A great advantage of representing cities at the urban
scale is that the need for representing multiple tiles in a
single grid cell is reduced. However, there are scenarios
when one would still require multiple tiles in a cell: for
example, the representation of rivers and the edges of a
park. However, the increase in horizontal resolution also
comes at a cost. The inherent heterogeneity of the urban
surface implies that horizontal exchanges between adja-
cent tiles—even within the canopy—become important.
Most surface energy balance schemes have traditionally
assumed that the horizontal scales are sufficiently large,
such that the different land-use classes within the tiles
have had the chance to “blend,” implying that only vertical
transport needs to be taken into account.

In addition, the lowest atmospheric level of NWP mod-
els is always assumed to be above the urban and vegetation
canopy, allowing for a clean separation between the sur-
face exchange processes, which are calculated in the sur-
face model, and the atmospheric flow aloft. The need for
including lateral transport implies that the lowest atmo-
spheric level needs to be at ground level, such that the
surface exchange scheme can be fed information about the
flow in the lowest levels of the atmosphere. This has been
implemented in Weather Research and Forecasting (WRF:
(Martilli et al., 2002)) and MesoNH (Schoetter et al., 2020),
and allows simulation particularly of high-rise cities (e.g.,
Hong Kong in the case of the latter reference).

Once the surface model and the atmospheric models
overlap, the drag, sensible, and latent heat fluxes need to
be distributed over height (Figure 3). This is particularly
pertinent for high-rise areas, which can occupy a signifi-
cant percentage of the boundary-layer depth. Drag forces
tend to be concentrated near the top of buildings, particu-
larly for buildings that are not shielded by other buildings
(Sützl et al., 2021b). This has a substantial effect on the
surface stresses and 10-m wind in built-up areas (Sützl
et al., 2021a). The sensible and latent heat fluxes will also
need to be distributed over the canopy depth, in a man-
ner that is consistent with drag. Indeed, if only the drag
is distributed but the other fluxes are imposed at ground

level, atmospheric temperatures at ground level will be
overestimated substantially (Schoetter et al., 2020).

Explicit representation of the flow within the urban
canopy also requires parameterisation of the vertical mix-
ing inside the urban canopy. Within the canopy, two dis-
tinct transport processes can be discerned: turbulent fluxes
and dispersive fluxes. The former occur due to turbulence,
whereas dispersive fluxes arise from an inhomogeneity
in the mean velocity due to the presence of obstacles.
These vary depending on the neighbourhood (or LCZ) type
(Nagel et al., 2023). Both will need to be represented in
surface exchange models, as buildings are not represented
explicitly. These are typically based on mixing-length for-
mulations (Blunn et al., 2022; Martilli et al., 2002; Schoetter
et al., 2020). In addition, the stability of the atmosphere
will play a role—convective boundary layers have much
higher levels of turbulence, which is transported down into
the urban canopy, leading to more vigorous mixing (Grylls
et al., 2020). Furthermore, there is a difference between the
mixing of momentum and scalars (Blunn et al., 2022).

Some models use a fully implicit coupling between
the surface model and the atmosphere (Joint UK Land
Environment Simulator (JULES) + Unified Model (UM)),
whereas others use an explicit coupling (MESO-NH). The
latter is clearly much more straightforward to develop
and maintain than the former. The main argument for
using a fully implicit coupling is that there is no time-step
restriction, which is advantageous for use in climate mod-
elling predictions. A fully explicit approach for the town
energy balance (TEB) urban canopy scheme is imple-
mented within the Aire Limitée Adaptation dynamique
Développement InterNational (ALADIN) regional climate
model, which has been used successfully for grid sizes up
to 10 km and time steps of 7.5 min (Daniel et al., 2019).

There is a clear need for robust and accurate param-
eterisations to represent the effects of urban areas in
these high-resolution and vertically distributed surface
exchange schemes. Large eddy simulation can play an
important role in developing these parameterisations
(Blunn et al., 2022; Nagel et al., 2023; Sützl et al., 2021a)
using both idealised and realistic geometries. A particular
challenge here is the representation of 3D radiation effects
and how these need to be represented at hectometre scale
(Schoetter et al., 2023).

Similar to urban areas, areas with high vegetation
also may need to be coupled within the atmospheric
layers if the lowest model levels are closer to the sur-
face and the blending-height assumption is no longer
valid. For LES, these multi-layer coupling approaches have
already been tested (e.g., Patton et al., 2016). In addi-
tion, Bonan et al. (2021) summarised that, besides an
improved representation of the physical processes, using
a multi-layer plant canopy model also gives demonstrated
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14 LEAN et al.

improvements in radiation, wind speed, and temperature
profiles. However, more research needs to be done about
the best way to include multi-layer vegetation canopy mod-
els in hectometric NWP.

5.3 Complex orography

Hectometric scales will represent complex terrains
better, producing much steeper slopes and narrower
valleys. Therefore, HMs will reproduce mountain meteo-
rology and associated local phenomena such as the valley
breeze system of katabatic/anabatic winds (e.g., Goger &
Dipankar, 2024), cold pools, and eventually fog (Smith
et al., 2021) much better. Forcing of local convection above
ridges, for example, by anabatic winds, and the resulting
clouds will be much better represented.

While anabatic flows can be represented adequately
with what we can now consider as a typical vertical
grid resolution near the surface (5–10 m), katabatic flows
require much finer vertical resolution. Brun et al. (2017)
use a vertical resolution of 1 m (first mid layer at 50 cm)
in order to represent a katabatic flow 10 m deep that
was observed on a 35◦ slope. Katabatic wind thicknesses
can be even smaller above snow, with a thickness of
just a couple of metres. Therefore, a very high resolu-
tion is required; typically it is recommended to have the
first layer at 1 m height to simulate mountain flows in
all conditions.

However, as seen in the numerics (Section 2), steeper
slopes combined with a very thin first atmospheric layer
are challenging for dynamical cores in terms of stabil-
ity and horizontal pressure gradient. Numerical diffusion
along terrain-following layers instead of horizontally can
also degrade the representation of the stability along the
vertical (e.g., strong inversions above cold pools that can
sometimes reach 10K in reality). Similarly, true horizontal
diffusion close to the surface might be problematic where
there is a strong inversion there. These issues need to be
looked at in numerical setups.

Shadows due to topography also impact the differential
temperatures between sunlit and shaded sides of a valley
strongly. In winter, this leads to, and governs, very variable
snow cover (altitude, snow depth, snow mantle state, etc.).
The differential temperature between valley sides also evi-
dently affects valley flows (as shown, e.g., near the Mont
Blanc massif in Sabatier et al. (2020a, b)). Such influence
has a seasonal response.

Therefore, these radiative effects should be taken into
account. Shadow calculations and solar irradiance gen-
erally consider only local slope (in the grid mesh), but
this should be extended to the shadows cast by nearby
mountains. This therefore requires simulation of an effect
propagating from one horizontal grid mesh to at least
another one in the domain. These mountain 3D shad-
ows can be simulated, correcting the incoming direct solar
radiation provided by a classical 1D radiation scheme.
In MesoNH, AROME, and UM, this is done by checking
whether ray-tracing towards the Sun encounters a trian-
gulated orography computed from the grid, or by using
precalculated ridge lines above the horizon, respectively. A
global correction on sunlit sloping points at the scale of the
domain is then necessary to ensure energy conservation.
This approach introduces an inconsistency of considering
the shadows of clouds above, but mountains in the direc-
tion of the Sun. Therefore, for future research, it is highly
recommended to study how to implement full 3D radiation
schemes, either ordinate methods or Monte Carlo ones. In
addition to much better physical coherence, it also allows
consideration of both short-wave (solar) and long-wave
(terrestrial) 3D radiative exchanges, within the complex
surface at least, and also with 3D clouds at best. This is a
strong challenge in terms of computation cost, coupling,
and parallelisation methods.

The high spatial variability of snow that can be rep-
resented at hectometric scale requires consideration of
the use of snowpack data assimilation. Satellite images
provide snow cover at high resolution, and so will allow
such implementation in the relatively foreseeable future.
A complication, however, is that snow drift by the wind

F I G U R E 3 Surface exchange schemes at km scale versus hectometric scales. [Colour figure can be viewed at wileyonlinelibrary.com]
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LEAN et al. 15

also modifies the snow mantle at hectometric scale. Snow
already on the ground can be transported from peaks and
mountain passes towards less exposed areas, that is, from
one grid point to another. To implement resuspension of
the snow in the atmosphere and drifting of snow at the
surface, as in Vionnet et al. (2021), would then be perti-
nent. The question of subsurface water transfer due to local
hydrological flows at small scale may also be an issue.

Of course, there are cities located by mountains and
in valleys. In such cities, the mountain flow interacts with
urban heat island effects. Generally, valley cold pools will
lead to colder conditions in city centres located on the val-
ley floor, while less dense suburban areas 100 or 200 m
above along the slope may be above the inversion and
much warmer (Masson et al., 2020b). Polar cities located
on small (50-m high) hills can, in contrast, encounter
very strong urban heat islands compared with the tun-
dra below (Konstantinov et al., 2018), due to both topo-
graphic and anthropogenic heat effects. HMs will be of
huge interest to represent and forecast the weather better
in complex-terrain settlements.

5.4 Other challenges

While land cover is generally static at kilometre scale,
small temporary changes like flooded areas, seasonal
lakes, or even tidal zones are “seen” at finer scales. Soil
moisture variability also shows larger spatial heteorogene-
ity. The need to represent all these effects must be explored
in the light of potential applications, and may raise issues
in land-cover retrieval (see Section 6).

Wildfires provide a heat flux of several tens of thou-
sands of W⋅m−2, together with significant emissions,
which influence the atmospheric flow and aerosols. They
are very transient and occur on lines. Such wildfire can
lead to pyro-convection and deep thunderstorms. Wildfire
models able to be coupled to hectometric meteorological
models already exist (Costes et al., 2021).

At kilometric scale, there are several existing param-
eterisations describing the increase in drag and increase
in TKE caused by a wind farm within the grid cell, which
impact several layers (e.g., Fitch et al., 2012; van Stra-
tum et al., 2022). When going towards a hectometric
scale, we may need to consider individual wind turbines.
In the near future, offshore windmills will be 200 m or
even 300 m wide, therefore impacting several grid points.
This can be done using actuator disc (or, better, rotat-
ing actuator disc) parameterisations, which can be vali-
dated against LES at 10-m resolution using actuator line
parameterisations, which represent each blade individu-
ally (Joulin et al., 2020). Moreover, wind turbines will
orientate on wind direction, influencing different grid

points depending on the meteorological conditions. This
will require a parameterisation of the piloting of the
wind-turbine direction and blade rotation speed.

6 SURFACE DESCRIPTION

Accurate surface description is fundamental in NWP for
calculating the exchanges of water, energy, gases, and
other compounds between the surface and the lower
boundary of the atmosphere. The main benefit of mov-
ing to a hectometric grid-length surface description is the
potential for higher-detail information on surface het-
erogeneity. Heterogeneous environments include urban
areas, mountains, boundaries between land and water,
and tree canopies. We give particular attention here to
urban areas, as they are the environment with simultane-
ously the most hectometric NWP applications (e.g., heat
stress, climate resilience, air quality) and surface descrip-
tion challenges. We discuss state-of-the-art datasets,
hectometric data requirements that are not currently
met, and necessary future developments for land use
and land cover (LUC) (Section 6.1), urban form, fabric,
and function (Section 6.2), time-varying surface param-
eters (Section 6.3), and orography and soil properties
(Section 6.4).

6.1 Land use and land cover

In NWP and climate models, surface–atmosphere
exchanges are represented by Land Surface Models
(LSMs), which typically have a categorical description
of the LUC. Each class is associated with an array of
parameters describing its biogeophysical and chemical
characteristics. LUC maps are typically produced by gath-
ering a set of features of the surface into classes or labels,
which are identifiable and which the map producer wants
to distinguish. As such, there is no universal way of pro-
ducing a LUC classification. This means that National
Meteorological and Hydrological Services (NHMSs) use
different LUC datasets in their models.

As described in Walsh et al. (2021), the Global
Land-Cover Characteristics database (GLCC; Loveland
et al., 2000) is used in Integrated Forecasting System
(IFS) cycle 47r1 (ECMWF, 2020) of the European Centre
for Medium-Range Weather Forecasts (ECMWF). The
UK Met Office Unified Model can be run with GLCC
(also known as IGBP) or the European Space Agency
(ESA) Climate Change Initiative (ESA-CCI: (version 2.0.7;
Defourny et al., 2017)) land-cover classification datasets
for global and regional configurations, and the opera-
tional UK limited-area configuration uses the Institute
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16 LEAN et al.

of Terrestrial Ecology (ITE) land-cover classification
dataset (Bunce et al., 1990) for Great Britain and ESA-CCI
for the outer domain. The HIRLAM consortia runs the
HARMONIE-AROME canonical model configuration
(CMC) of the shared ALADIN-HIRLAM NWP system
for short-range operational weather forecasting, which
uses the ECOCLIMAP global land-cover database devel-
oped by Météo-France in partnership with the scientific
community (CNRM, 2018; Faroux et al., 2013; Masson
et al., 2003). The Consortium for Small-Scale Modelling
(COSMO: (Doms et al., 2011)) and COSMO-CLM (Rockel
et al., 2008) models can use a variety of global land-use
datasets (e.g., Global Land-Cover 2000 (Bartholome &
Belward, 2005), ECOCLIMAP, and ESA-CCI), which are
made available by the External Parameter for Numerical
Weather Prediction and Climate Application (EXTPAR)
tool (Asensio et al., 2020).

The operational global datasets are typically coarser
resolution than 100 m and are based on relatively “old”
datasets. For example, the second generation of ECO-
CLIMAP (ECOCLIMAP-SG) introduced in 2018 has
300-m resolution and is based on ESA-CCI v1.6.1, which
was developed in 2012. High-resolution remote sens-
ing imagery and new techniques have led to the recent
emergence of very high-resolution land-cover classifi-
cation datasets such as Globland30 (Jun et al., 2014),
ESRI2020 (Karra et al., 2021), and ESA WorldCover
(Zanaga et al., 2022). These sub-hectometric datasets pro-
vide the opportunity for a step change in land-cover rep-
resentation in hectometric NWP. Land-cover class pixels
within a hectometric NWP grid cell can be aggregated to
calculate land-cover fractions, thus providing information
on the sub-hectometric scale land-cover heterogeneity.

However, these very high-resolution datasets are not
a land-cover panacea. Even at 10-m resolution, satel-
lite remote-sensing based land-cover maps often do not
detect in-canopy vegetation, since individual trees lin-
ing streets or small residential gardens are often not
resolved (Figure 4c,d compared with Figure 4a,b). There
are promising satellite remote-sensing approaches to tack-
ling this based on calculating fractional rather than
class-based land cover at the pixel level, using the relative
amounts of vegetative and impervious spectral signature
(Haase et al., 2019; Shahtahmassebi et al., 2021). Also, very
high-resolution datasets have a smaller number of coarse
classes (Globland30 (10), ESRI2020 (10), ESA World-
Cover (11)) compared with the ones used operationally
(ECOCLIMAP-SG (33), GLCC (17), CORINE (43)). Com-
plementary information about trees, crop types and urban
form, fabric, and function (Section 6.2) is required. Thus,
there are still challenges that must be overcome to benefit
fully from the recent availability of global sub-hectometric
resolution land-cover classification datasets.

6.2 Urban form, fabric, and function

Urban surface exchange schemes require information on
the urban form (e.g., plan area density, wall area fraction,
building orientation, building dimensions), fabric (e.g.,
albedo, emissivity, thermal capacity, window fraction),
and function (e.g., land use, population density) (Masson
et al., 2020a; Oke et al., 2017). Parameterisations assume
that subgrid surface heterogeneity is the same through-
out each grid cell (or tile in the case of tile schemes) and
that the flow is in equilibrium with the grid cell (or tile)
surface (Claussen, 1990; Coceal & Belcher, 2004; Essery
et al., 2003). The former condition is satisfied better at
hectometric grid lengths where individual neighbour-
hoods are resolved, since, despite the urban surface
being highly heterogeneous, each neighbourhood has sim-
ilar heterogeneity characteristics. Thus, accounting for
more urban form properties (e.g., building-to-building
height variability and predominant building orientation)
in parameterisations becomes appropriate. Also, the use
of vertically distributed canopy schemes is prevalent in
hectometric NWP. These need parameters as a function
of height. This means hectometric NWP urban surface
exchange schemes demand additional and higher-detail
parameters describing urban form, fabric, and function.

Urban surface exchange schemes need at least plan
area density and average building height to describe
the urban form, as from these many other parameters
can be estimated. Two notable global, hectometre-scale,
open-access building description datasets have recently
been developed. Esch et al. (2022) created the World Set-
tlement Footprint 3D (WSF3D) dataset, which describes
the fraction, total area, average height, and total volume
of buildings on a global grid with 90-m cell size. The
Global Human Settlement Layer (GHSL) dataset also
contains such information (Pesaresi & Politis, 2023a,
2023b). These datasets have only just become available,
so there is the opportunity for a step change in not only
land-cover description but also building form description
at hectometre scale.

A common approach to estimating average building
height globally is to subtract remote-sensed digital eleva-
tion models (DEMs) from digital terrain models (DTMs),
as demonstrated by Kent et al. (2019) for London using
several DEM products. A common problem is estima-
tion of the DTM where there are steep slopes or complex
terrain coinciding with dense urban areas, due to too
few ground-truth points. The WSF3D building-height
estimation approach (Esch et al., 2022) aims to alleviate
this problem by analysing building-to-building height
variation at vertical building edges. The GHSL dataset is
calculated using a different methodology. A multiple linear
regression model is trained on high-fidelity 1-m resolution
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LEAN et al. 17

F I G U R E 4 Illustration of poor sub-hectometric land-cover description exemplified for the Champs-Élysées, France. The in-canopy
vegetation represented in (a) Google Earth imagery and (b) Google street view is under-represented in both (c) ESA Worldcover v200 (Zanaga
et al., 2022) and (d) Copernicus Street Tree Layer 2018 (Copernicus, 2018). [Colour figure can be viewed at wileyonlinelibrary.com]

cartography data available for several cities, and satellite
remote sensed data including DEMs (Pesaresi et al., 2021).
The model takes the remote-sensed data as input
to generate average building-height maps with global
coverage.

The full set of parameters required to describe the 3D
urban morphology in vertically distributed urban canopy
schemes is usually derived from Geographic Information
System (GIS) (Yu et al., 2022) and lidar datasets (Bon-
czak & Kontokosta, 2019). Such datasets are increasingly
becoming available for cities around the globe (Biljecki
et al., 2021), supported by emerging data sources and tech-
niques developed to provide more accurate and detailed
3D information on a city’s form (Middel et al., 2022).
Ching et al. (2019) developed a digital synthetic city
tool for the generation of fit-for-purpose, at-scale urban
canopy parameters. Geoscape has developed a 3D build-
ing and tree dataset (∼1 m and ∼2 m vertical resolution,
respectively) covering the entirety of Australia using satel-
lite and aerial-based remote sensing (Geoscape, 2022;
Lipson et al., 2022). Bocher et al. (2021) developed the
open-source GeoClimate software that extracts data from
an OpenStreetMap (OSM) crowd-sourced dataset (Hak-
lay & Weber, 2008), to compute spatial indicators (e.g.,
building height, area, and fraction of wall share with other
buildings) at three different urban scales (building, block,
topographical spatial unit). Similarly, Lu et al. (2022)

developed the open-source Python-based OSM2LES tool
that extracts and rasterizes information from OSM to cal-
culate key geometric parameters such as density, street
connectivity, and entropy of facets.

Demuzere et al. (2022b) developed a global map
of LCZs (Stewart & Oke, 2012), in which each LCZ
class is associated with generic numerical descriptions
of key urban canopy parameters that relate atmo-
spheric processes to urbanisation. It is arguably better
to use building-resolving than class-based datasets to
derive urban form, fabric, and function parameters, as
building-resolving datasets capture their distinct het-
erogeneous characteristics better (Lipson et al., 2022).
However, parameters related to urban fabric (e.g., thermal
and radiative properties of buildings) are not currently
available globally even at city scale. Typically, best-guess
values for different urban fabric parameters are used
based on classes such as region of the world, building
density, and building height (Jackson et al., 2010; Masson
et al., 2020a; Mills et al., 2021). In such circumstances,
where hectometric data are not available, a hybrid of
continuous and class-based approaches is appropriate.
For example, WUDAPT-to-WRF (W2W) (Demuzere
et al., 2022a) aggregates morphological information to
give continuously varying gridded morphology, but, for
unknown parameters like those relating to urban fabric,
buildings are classified based on morphological values and
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18 LEAN et al.

class-based best-guess thermal and radiative parameter
values are applied.

In the context of hectometric NWP, urban function is
important for estimating anthropogenic heat emissions.
Land use and the activity of humans (e.g., where they
are located and their modes of transport) is important for
estimating the amount of anthropogenic energy emitted
spatially within a city. Detailed urban land use informa-
tion is usually only available for individual cities from local
authorities, but certain land use types can be inferred: for
example, industry through remote sensing of night-time
infrared radiation (Group, 2013). Some parameters that
are available at kilometre scale, such as the day/night-time
population density used in energy consumption models
(Dobson et al., 2000; Varquez et al., 2021), might rea-
sonably be downscaled to the hectometric scale using
morphological parameters (e.g., building volume: (Blunn
et al., 2024a)).

The urban applications for which HMs will be used
are global. The long-term ambition is to run HMs for
any region of the world, with high-quality hectometric
urban data, but it will likely take some time before such
globally consistent and complete datasets become pub-
licly available. A pragmatic approach to generating the
best possible global open-access hectometric urban sur-
face description database is to have global base datasets for
each parameter that are derived in a mutually consistent
manner (e.g., building further upon the above-mentioned
tools and datasets), combined with a system that allows
the local integration of higher fidelity (e.g., GIS and lidar)
datasets. Since it is difficult to source high-fidelity datasets
for different regions of the world and time-consuming to
process them, there is scope for NHMSs to share resources,
or work on a community-generated database, in line
with the World Urban Database and Access Portal Tools
(WUDAPT) community approach and philosophy to gen-
erate globally consistent urban data (Ching et al., 2018).

6.3 Time-varying surface description

In hectometric NWP, temporal changes associated with
tides, lake extent, and agricultural LUC become bet-
ter resolved spatially. It is therefore more important to
have temporally varying information on LUC and surface
parameters describing, for example, vegetation (leaf-area
index (LAI), height) and water bodies (tides, lake depth).
Surface characteristics can have significant variations on a
daily (e.g., LAI, albedo, tides, and soil moisture), seasonal
(e.g., lake depth), and yearly scale (e.g., tree height).

The newest remote-sensing techniques allow the
creation of near-real-time LUC maps to reclassify crops
into bare land after ploughing and represent changes

in the extent of water bodies (seasonal lakes, estuaries),
as demonstrated by Dynamic World, a 10-m resolution
near-real-time land-cover dataset (Brown et al., 2022).
Due to cloud cover, these near-real-time global LUC map
changes (e.g., Brown et al., 2022) are not usable opera-
tionally. However, the recent release of the ESA Worldce-
real (Tricht et al., 2023) product, providing globally season-
ally updated crop information at 10-m resolution, shows
that seasonal or yearly LUC map updates are possible.

Daily and seasonally varying surface parameters
should follow LUC changes (e.g., LAI drop after plough-
ing and ensuring lake depths are updated in temporally
varying models such as fresh water lake model (FLake):
(Kirillin et al., 2011)) for a coherent representation of the
surface evolution. These parameters also describe the tem-
poral evolution of each LUC class (e.g., LAI increases
when vegetation blooms and soil moisture increases fol-
lowing precipitation). Set values, either climatological or
time-constant, are typically used to represent these param-
eters operationally. For example, LAI and albedo values
used in complement with the ECOCLIMAP-SG LUC clas-
sification are rolling 10-day climatologies from the Coper-
nicus global land service.

In agricultural areas, the assimilation of remotely
sensed LAI and soil moisture data has potential for
monitoring vegetation and predicting surface fluxes (car-
bon and water: (Tóth & Szintai, 2021)). Meanwhile,
soil-moisture assimilation in urban areas is problematic,
due to human activity contamination of the microwave sig-
nal. Since conventional satellite remote-sensed techniques
(Wagner et al., 2013) are not possible, new observational
techniques need to be developed, or in situ observations
made better to understand urban soil-moisture hetero-
geneity and temporal variability.

Automatic estimation of lake depth using remote-
sensing data is complex due to varying water optical
characteristics and sediment properties. The lake depth
used to complement ECOCLIMAP-SG LUC classification
is time-constant and taken from the global lake database
(Kourzeneva et al., 2012). While a method using lake water
surface temperature exists, it has limitations (Balsamo
et al., 2009), and new observation techniques need to be
developed to ensure modifications to lake extent result in
realistic lake depth updates (e.g., Hou et al., 2022).

6.4 Other (time-constant) surface
parameters

This subsection discusses parameters that vary on a geo-
logical scale, and are thus not affected by LUC updates
(e.g., orography, soil texture). Time-constant values are
used in NWP and climate models to represent them.
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LEAN et al. 19

Current operational NWP configurations typically
use global orography (or DEM) datasets, such as 250-m
resolution Global Multi-resolution Terrain Elevation
Data 2010 (GMTED2010: (Danielson & Gesch, 2011),
e.g., HARMONIE-AROME) and the 1-km resolution
GLOBE30 (Hastings & Dunbar, 1998). For hectometric
NWP, orography should be provided at a hectometric
scale to achieve maximum improvements in resolved
flow, but sub-hectometric resolution DEM datasets could
give additional information to subgrid orographic drag
schemes. Sub-hectometric orography datasets exist and
can be global, such as the TanDEM-X ∼12-m resolution
DEM dataset (Wessel, 2016; Zink et al., 2014), which is
freely available at ∼90-m resolution (DLR, 2018). Other
sub-hectometric datasets have complete zonal coverage,
but incomplete meridional coverage, such as the Shuttle
Radar Topography Mission (SRTM: ∼30-m resolution,
60◦N–56◦S coverage; (NASA, 2013)), Advanced Space-
borne Thermal Emission and Reflection Radiometer
(ASTER: ∼30-m resolution, 83◦N–83◦S; (NASA, 2001)),
and Advanced Land Observing Satellite (ALOS) World
3D (AW3D30: ∼30-m resolution, 60◦N–60◦S coverage;
(ALOS, 2022)). Even higher resolution DEM datasets exist
at national scale, such as the France ∼1-m resolution
DEM, “altimetry component of the référentiel à grande
échelle” (RGE ALTI: (Institut national de l’information
géographique et forestière, 2021)).

For soil texture, hectometric Met Office UM con-
figurations use the 1-km resolution Harmonised
World Soil Database (Nachtergaele et al., 2010), while
HARMONIE-AROME cycle 43 uses the 250-m reso-
lution Soilgrids (Hengl et al., 2017). Hall et al. (2024)
demonstrated that there are potential benefits (e.g., for
land-surface temperature) from moving to higher res-
olution soil texture datasets. However, to the best of
the authors’ knowledge there are no global soil-texture
datasets at sub-250-m resolution.

6.5 Summary of research needs

To maximise the potential of hectometric NWP, it is nec-
essary to provide an (urban) surface description that has
detail commensurate with the complexity of hectometric
NWP surface exchange models. This requires information
on the 3D building morphology, thermal and radiative
properties of building materials, in-canopy vegetation, soil
moisture, and building energy consumption. At the time
of writing, the first global datasets covering the most basic
urban surface parameters (e.g., plan area density and aver-
age building height) are becoming available at hectometric
scale, and rapid advances are being made through the use
of remote sensing techniques, crowd-sourcing, and novel
algorithms. We therefore propose that surface description

systems should be developed that have globally consis-
tent base datasets, and that can be updated locally with
higher fidelity hectometric datasets as they become avail-
able. Where possible, to obtain maximum accuracy and
reflect the continuously varying nature of the urban sur-
face, its description should be generated from bottom-up
approaches based on building/vegetation-resolving
datasets.

7 DATA ASSIMILATION

So far most HMs have been run without data
assimilation—that is, simply using starting data and
boundary conditions from lower resolution (usually
km-scale) models. In this case, 100-m scale detail in the
model either spins up due to physical processes or is forced
by high-resolution surface data. However for short-range
applications, for example, nowcasting of thunderstorms,
it is likely that it will be necessary to develop data assim-
ilation techniques for these models. Very few studies, so
far, include any attempt to include data assimilation in
HMs. One recent exception is an experimental study by
(Koopmans et al., 2023) of assimilation in a 100-m model
for Amsterdam. In this study, observations were assim-
ilated from World Meteorological Organization (WMO)
sites around the city, radar data from a C-band Doppler
radar, and also crowd-sourced personal weather stations
for urban temperatures.

An important consideration is that data assimilation
even at km scales is still not a mature field. For a compre-
hensive overview see (Gustafsson et al., 2018). Many issues
regarding hectometric-scale data assimilation will be sim-
ilar to those at km scale, but probably more extreme. A key
issue is likely to be the breakdown of linearity and Gaus-
sian assumptions, which are made for global and current
convective-scale data assimilation. Currently the major-
ity of National Meteorological Services (NMSs) are in the
process of making the transition to use flow-dependent
data assimilation algorithms. The UK Met Office is already
employing 4D-Var Milan et al. (2020), Deutscher Wetter-
dienst (DWD)/COSMO (Schraff et al., 2016) is using Local
Ensemble Kalman Filtering (LETKF), and the NMSs that
are part of ACCORD are experimenting with 3D-EnVar
(Montmerle et al., 2018) or 4D-Var (Barkmeijer et al., 2021;
Gustafsson et al., 2018). Given that the number of obser-
vations with high spatial (100 m) and temporal resolution
(minutes) is increasing, it is now time to consider the
opportunities and difficulties of performing data assimila-
tion at the hectometric scale (50–500 m). In this section,
we explore some of the topics that have to be addressed.

Models at current kilometre-scale resolutions already
experience spin-up during the first hour of forecasts. It
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20 LEAN et al.

leads to unrealistic oscillations in variables and provokes
processes such as spurious precipitation. The spin-up
originates from imbalances in the analysis, for example,
when adding an increment to a balanced model field
(background field). Given the increased instability at the
hectometre scale, it is likely that this model behaviour
will worsen. Especially when moving to rapid-refresh
sub-hourly analysis cycles, it is crucial that spin-up
remains small and is only short-lived. Methods like incre-
mental analysis updates can alleviate the shock caused
by adding the increment to some extent; however, more
research in this area is needed. The spatial balance con-
straints and the filtering of high-frequency oscillations
derived for synoptic-scale processes to alleviate spin-up
issues are not valid any more on sub-km scales (although
the balance still needs to be satisfied on larger scales).
Fast inertia–gravity waves and fast acoustic waves become
important for many processes, including moist convec-
tion. The fast mode solutions such as inertia–gravity
waves are the model devices that realise the process of
adjustment of high-frequency atmospheric flow towards
a slower and more balanced attractor, usually called the
minimally imbalanced manifold. A deeper understand-
ing of adjustment processes is needed in order to obtain
the diagnostic relationships between model state compo-
nents that could characterize the action of adjustment
processes and could be used to project the analysis solu-
tion to the minimally imbalanced manifold. Solutions
based on machine-learning methodologies such as genera-
tive adversarial network (GAN) or variational autoencoder
(VAE) might be one way to go; however, research in this
direction is in its infancy.

Spin-up in 4D-Var at the kilometre scale is not a con-
cern yet. In the incremental approach of 4D-Var, the incre-
ment computation takes the model evolution during the
observation window into account explicitly, albeit at a
coarser grid resolution. Provided the linear assumption
is still valid, this will help to soften the impact of the
increment. Also, the main forecast starts from the anal-
ysis trajectory a few hours into the forecast, close to the
centre of the observation window, when possible spin-up
has usually disappeared. With increasing grid resolution
in the nonlinear components of 4D-Var, higher resolution
in the minimisation may also be required to reduce the
discrepancy with the nonlinear model run used during
minimisation. In doing so, performance difficulties of the
4D-Var algorithm itself may arise, in addition to the linear
assumption, as convergence properties may be hampered
by steeper gradients or by the consequences of correlated
observation errors, which will become more apparent.

The length of the data assimilation window of the
4D-Var data assimilation scheme is determined by the
length of two processes: the length of adjustment and

the predictability limits. Ideally, the length of the data
assimilation window should be large enough to incor-
porate the adjustment process and to allow disturbance
introduced into one model’s state components to propa-
gate to the other model’s state components. At the same
time, the assimilation window should be short enough
to stay within a nearly linear regime of model devel-
opment. This constraint might be hard to meet when
dealing with forecasting at 100-m horizontal resolution.
At such resolutions, processes become highly nonlin-
ear. An innovative multi-scale data assimilation scheme
might be required, which would handle a varying length
of data assimilation window dependent on the obser-
vation types to be assimilated. Measurements observing
dynamical variables might require a relatively long
assimilation window, while measurements affected by
development of clouds might require a much shorter
assimilation window acting on a nearly balanced model
state. Quasi-continuous data assimilation might be an
alternative, or novel re-linearisation techniques as in
(Stappers & Barkmeijer, 2011) to extend the validity of the
linearity assumption.

Ensemble-based data assimilation techniques like
3d(4D)-EnVar and LETKF are able to handle weakly
nonlinear systems; however, they will have to deal with
localisation. It is essential in filtering out unwanted sam-
pling errors due to relatively small ensembles. The noisy
background-error covariances that would otherwise result
from the ensembles would lead to a sub-optimal analy-
sis (Destouches et al., 2021). The radius of localisation has
to be large enough not to disturb balances at large scales.
On the other hand, it should also be sufficiently small to
capture phenomena for which hectometric data assimi-
lation will just make the difference. The numerical cost
of running ensembles at the hectometre scale will limit
the number of ensemble members, thus complicating the
localisation procedure. Space-scale dependent localisation
schemes allow localisation to be performed in a more flexi-
ble way. The ensemble is decomposed into several overlap-
ping scales and a different radius of localisation is applied
on each sub-ensemble depending on the scales it contains.

There is a need for a closer connection between land
surface and upper air assimilation when moving to the
hectometric scale. There is no doubt of the role of the sur-
face model in triggering convection. Treating the surface
and upper air assimilation as separate model components
is therefore not optimal and may lead to an unwanted
divergence. For that reason, screen-level data like temper-
ature and humidity at 2 m are already ingested in the upper
air assimilation at various NMSs.

Historically, upper air data assimilation has received
more attention and is on a more advanced level of algo-
rithmic development than surface data assimilation does.
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LEAN et al. 21

There are several reasons for this. The soil and surface
processes are highly nonlinear and surface conditions are
inhomogeneous. There is an obvious difficulty in describ-
ing surface and soil processes in a physically consistent
way on a several kilometres large grid. In addition, the
number of conventional surface and soil observations is
limited and these have low representativity away from the
point of measurement. Now, when the interest of the NWP
community has shifted to higher resolutions, below hun-
dreds of metres, and new satellite instruments sensitive
to soil conditions and able to measure at high temporal
and spatial resolution are becoming available, the design
and development of surface data assimilation schemes
receives more attention. Consistent design of upper air
and land-surface data assimilation and, in particular,
design of a genuine coupled land-surface–atmosphere
data assimilation impose new challenges and bring new
opportunities.

The use of high spatial and temporal observations
in hectometre-scale analysis demands a more advanced
treatment of observation-error covariances. At present,
observation-error covariances are neglected. Therefore,
methods need to be developed to be able to include
these observation-error covariances in the present anal-
ysis systems in order to reach hectometre-scale initial
conditions.

The signature of error correlation may be flow and
weather-regime dependent. Observation errors have com-
plex structure and are caused by many different sources,
such as impact from unresolved scales, model simpli-
fications, instrument errors, and processing procedures,
and manifest themselves on a wide range of scales. One
possibility is to split the observation-error statistics into
large-scale (biases) and short-scale variation components,
where systematic behaviour is attributed to large-scale
biases and is modelled explicitly and short-scale variations
are assumed to be static. Observations related to convective
initiation, for example from (satellite) cloud information
or measurements of the 3D wind vector, are crucial for hec-
tometre analysis of convection. The surface fluxes play an
important role in convective initialisation, and therefore
coupling of surface and upper air analysis is important to
obtain a balanced hectometre initial state.

For constraining scales that are resolved by hectometre
modelling but not measured by the observation system,
a non-homogeneous representation of forecast-error
structures is essential. The homogeneous forecast-error
covariance in physical space imposes uncorrelated errors
in spectral space. Ensemble analysis allows us to capture
non-homogeneity. Introduction of space-scale dependent
localisation by defining overlapping spectral bands allows
us to introduce non-homogeneities in the localisation
process as well.

Data assimilation allows the implementation of a
sequential feedback mechanism in the model by compar-
ing it with observed quantities. In order for the feedback
mechanism to be efficient, it is essential that the data
assimilation captures model error structures in an ade-
quate way. 3D/4D variational data assimilation schemes,
as well as Kalman-filter-based analysis techniques, impose
implicitly a close to linear error growth. Going to hec-
tometric scales, processes enter quickly into a nonlinear
regime of behaviour. In that case, a weakly nonlinear
analysis might provide clearly sub-optimal results. The
case of strongly nonlinear error growth, in particular
when on–off processes are involved, requires optimisa-
tion of non-convex problems. It is a challenge to design a
flexible and computationally efficient global minimisation
algorithm that would avoid getting stuck in local minima.

8 OBSERVATIONS AND
VERIFICATION

8.1 Current state and research gaps

Observations are required for three reasons: for process
studies to develop models, for verification of model output
(both routinely and for research), and for data assimila-
tion. From the developers’ perspective, it is important to
find verification metrics that examine model simulations
at the targeted spatial and temporal scales. A severe chal-
lenge that modellers face in hectometric-scale simulation
is that, while some of the high-impact, extreme phenom-
ena may manifest on rather small spatial and temporal
scales, available observations typically lack representation
for such scales that dominate the phenomena. In addition,
verification methodology may need adaptation in order to
assess the model skills adequately in prediction of weather
phenomena with limited scales and predictability.

There are few observation sources that have the spatial
resolution required for hectometric modelling. Traditional
synoptic weather observations operated by NMSs have
a generally sparse network density that is typically no
better than around 20 km, often poorer in areas of chal-
lenging terrain and across large cities. For both of these
areas, it tends to be difficult to find observation sites that
fit the selection guidelines applied to synoptic observa-
tions, as specified by the WMO. However, many novel,
non-conventional observations that offer high-density
observations do exist, which may become useful for data
assimilation, post-processing, and verification in hecto-
metric modelling. Among these, ground-based scanning
remote sensing systems such as Doppler weather radar
and Doppler wind lidar (Filioglou et al., 2022) can achieve
sub-km horizontal resolution. Vertically pointing systems
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22 LEAN et al.

such as Raman and DIfferential Absorption Lidar (DIAL:
(Flamant et al., 2021; Gaffard et al., 2021)), laser ceilome-
ters, and slant delay from Global Navigation Satellite
Systems (GNSS: Bender et al. (2009)) provide fine vertical
resolution. In areas close to major airports, data from com-
mercial aircraft, either in the form of Aircraft Meteorolog-
ical Data Relay (AMDAR) reports or derived from Mode-S
broadcasts (de Haan, 2011), provide wind and tempera-
ture data with good vertical resolution along flight paths.
More profile data are to be expected from low-budget
CubeSat and the forthcoming Meteosat Third Genera-
tion(MTG) satellite, the latter also providing data from
its flexible combined imager (FCI) at 2.5-min frequency
and with a sub-nadir resolution of 1 km. At hectometric
scale, research campaign datasets such as eddy covariance
measurements of surface fluxes, radiation, and soil mea-
surements may become relevant for weather forecasting.
High-density crowd-sourced data from private weather
stations (PWS: (Coney et al., 2022; Sgoff et al., 2022)),
smart phones (Hintz et al., 2019), vehicles Bell (2022), and
mobile communication networks (Doumounia et al., 2014;
Overeem et al., 2013) may become significant data sources
from which relevant weather parameters can be retrieved,
hopefully to fill in the gap, especially regarding the
smallest scale features. Obviously, much work can be
expected in the coming years in research and development
regarding use of this “non-conventional” information in
hectometric modelling. On the other hand, for this emerg-
ing high-density observation information, more work is
needed on quality assurance.

For developers, verification metrics should be able to
examine model performance at the dominant spatial and
temporal scales of the phenomena themselves. In the field
of operational weather forecasting, synoptic observations
have been widely used to verify weather forecasts near the
surface at specific sites. For hectometric-scale modelling,
it is important to realize that, compared with the targeted
weather features with highly limited scales, the resolution
of the synoptic network may be far too coarse to repre-
sent the essential scales fully. A typical synoptic rain-gauge
network may very likely miss precipitation peaks and dis-
tribution patterns. Likewise, wind measurements at reg-
ular automatic weather stations (AWS) may miss wind
extremes and are unable to detect horizontal variability.
In both of these examples, the scale characteristics of the
weather phenomena may be smaller than those resolv-
able by the observation network. Thus, verification using
observations from coarse networks may at best serve the
purpose of a gross sanity check, but is clearly insufficient
to assess the added value of high-resolution modelling.
In general, it is anticipated that, toward hectometric-scale
modelling, the tendency with double penalty to discredit
high-resolution modelling will become more pronounced

as a consequence of insufficient observation-network den-
sity or misplaced features, affecting more forecast param-
eters. This is why neighbourhood methods are important
for spatial verification of hectometric models.

8.2 Observations in urban areas

A specific challenge in urban high-resolution modelling
is the extensive lack of meteorological observations. NMS
weather stations are typically located either at airports or
(mostly) outside of cities. This is for two main reasons:
first the need to provide meteorological observations at
the synoptic or mesoscale, and secondly aviation support
activities. Exceptionally, there may be stations installed
within cities, but they are then typically placed in open
spaces (e.g., parks). This is seen as a compromise with
the WMO directives to install stations on grass areas
and, if possible, unperturbed. None are placed in dense
urban neighbourhoods. However, there are hopeful signs
that things may improve in coming years, in two ways.
First, city authorities are becoming increasingly concerned
with urban heat issues and thermal comfort and adapta-
tion to climate change, and hence may be motivated to
install urban weather networks (e.g., Bassett et al. (2016)).
This may be taken forward in collaboration with NMSs,
research institutes, or private companies. Second, cities
generally have good internet connectivity. There are many
opportunities to collect observations of meteorological
interest, either by citizen science or crowd-sourcing Muller
et al. (2015), for example, using private weather stations on
the internet (Meier et al., 2017) or private connected cars
(Marquès et al., 2022). In the case of observations from pri-
vate weather stations, there has already been a significant
amount of research into the quality characteristics of data
from these networks, and development of quality-control
packages (e.g., automatic data quality control (TITAN):
Båserud et al. (2020)) to address common issues. These
data are already used by several NMSs in nowcasting
and post-processing Nipen et al. (2020) and there has
been experimentation with assimilation in km-scale NWP
models Sgoff et al. (2022).

In addition to these issues with near-surface mea-
surements, satellite imagery also has issues in providinf
pertinent information on meteorological conditions
(e.g., surface temperature) above cities. It is difficult
to interpret surface temperatures observed at hecto-
metric or kilometric scale by satellite, because of the
extreme variability of the small-scale surfaces (roofs,
roads, gardens, walls if observation is not at nadir, etc.)
and shadowed/sunlit areas, all of them having poten-
tially very variable surface temperatures. Lagouarde and
Irvine (2008) and Lagouarde et al. (2012) observed from
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LEAN et al. 23

plane measurements a variation of more than 4 ◦C due
to observation/solar angle configurations, even for a rel-
atively homogeneous city centre neighbourhood. The
same issue due to small-scale heterogeneity may also be
present for types of cover other than cities, for example,
mountainous areas.

8.3 Short-term outlook on data
and methodology

For high-resolution modelling, the capability gap needs
to be filled in order to evaluate model performance ade-
quately for high-impact small-scale features. Efforts will
be made to improve collection and utilisation of mea-
surement data at high resolution and high density. Fur-
ther, observation data used for verification should be
extended to a much broader range. In terms of verification
objects, they may also be extended beyond the core
meteorological variables (temperature, pressure, relative
humidity, wind, and rainfall), examples of such being max-
imum and minimum temperature, visibility, wind gust
speed, and cloud-layer characteristics. Meanwhile, veri-
fication techniques need to be adapted to uncover the
potential of high-resolution simulations at targeted spa-
tial and temporal scales. For urban modelling, a priority
is the collection of temperature observations at high spa-
tial resolution throughout the urban environment. This
enables assessment of how HMs represent the tempera-
tures and heat-stress hazards experienced by the urban
population. There is also the need to verify how models
represent 3D temperature variation with height within the
urban canopy. Another useful observation is high spatial
resolution 3D wind throughout the urban environment,
ideally with sampled characteristics similar to the model,
or at least at the resolution of features the model can be
expected to resolve (i.e., 100–500 m for horizontal reso-
lution). Although there are currently observing systems
that meet or get close to these requirements, for example,
Doppler radar and Doppler wind lidar, these do not typi-
cally give complete coverage over model domains or in all
weather conditions. In order to understand surface energy
balance, systems consisting of a sonic anemometer and
infrared gas analyses have been developed for this pur-
pose, allowing derivation of sensible and latent heat fluxes
derived by eddy covariance techniques. Another option
is using optical and microwave scintillometers. However,
establishing such networks for routine verification on a
larger scale is challenging in the urban environment, as
well as costly.

In many NMSs, networks of laser ceilometers are
operated to provide estimates of the cloud-base height
and depth of cloud layers. In Europe, most weather

radar networks operated by NMSs are C-band and have
dual polarisation and Doppler capability (Huuskonen &
Holleman, 2014). The precipitation-rate products, which
typically have 1-km resolution and 5-minute observ-
ing cycle at the national scale, are used extensively for
validation of precipitation rate and accumulations dur-
ing high-impact events. The hydrometeor classification
products (Al-Sakka et al., 2013) are also used to validate
the transition between rain and snow and the occur-
rence of hail and graupel. The sampling characteristics of
weather radar, which allow the spatial variation of pre-
cipitation to be captured, are a key strength. However,
radar measurement is an indirect estimate of precipita-
tion rate requiring assumptions, for example, about the
drop-size distribution, unlike a tipping bucket or weighing
rain-gauge, which is a direct, albeit point, measurement.
Obviously, a combination of weather radar and sur-
face in situ observations offers the potential to facilitate
verification for precipitation intensity, accumulation,
and type (including very light rain and drizzle). Ideally,
weather radar products at or close to 100-m
resolution are the target, although that implies a denser
radar network.

Doppler wind lidar Bonin et al. (2017) and sonic
anemometers are both instruments that could poten-
tially meet requirements for monitoring turbulence at
low altitude, if operated in an adequate density net-
work. These can be used to examine model representa-
tion and prediction of turbulence conditions close to the
ground.

Cloud microphysical parameters such as cloud liquid
water, cloud ice, cloud drop effective radius, and vertical
velocity can be derived using dual-polarisation scanning
cloud radars, operating in X, Ka, and W bands. However,
these instruments are not common and typically are used
only for research purposes.

Traditional verification compares model forecasts of
key weather parameters with observations, which are typ-
ically in situ measurements such as surface SYNOP data
and upper air radiosonde data. These comparisons have
the advantage of validating model forecasts directly against
in situ data. In high-resolution modelling research and
applications, observational network density and sampling
time interval are limiting factors whenever these become
insufficient to represent the dominant scale of phenom-
ena. For example, a rain-gauge network may easily miss
precipitation peak values happening kilometres away from
any of the gauges. In Greenland, gusty winds in coastal
hilly areas are often missed from wind measurements
installed in residential areas. On the other hand, consid-
erable amounts of in situ measurement data remain to be
utilised for point verification, especially the data sampled
over moving platforms. Recently, work has been started
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24 LEAN et al.

in some of the European weather services to explore val-
idation of observation data by ship and airborne mea-
surements by making use of the screening procedure
used in data assimilation (MetEirean, MeteoFrance). At
Koninklijk Nederlands Meteorologisch Instituut (KNMI),
verification infrastructure is being established to validate
radiosonde data, taking into account horizontal drift dur-
ing the ascents.

As reviewed in the previous section, collection
of higher resolution, non-conventional data such as
crowd-sourced data may help to reduce the gap between
current and required horizontal resolution substantially.
For example, over the past decades, the density of private
weather stations in Europe has seen rapid growth. At least
in some European countries, the density of PWS looks to
be able to provide kilometre to sub-kilometre scale station
density. However, much work remains in quality assur-
ance to ensure that these data can be utilised to their full
potential.

For point verification, much remains to be done
to unlock the potential fully. In the ACCORD pro-
gramme, work has been ongoing to make use of an
assimilation-screening utility to extend verification to
moving platforms such as data from ship and airborne
observations. For upper air verification, horizontal drift-
ing can now be taken care of. Observation operators used
for data assimilation can be used to compare models with
remote sensing observables for non-model parameters.
HMs will be capable of simulating updrafts explicitly. The
observation data suitable for this are weather radar and
Doppler wind lidar. Radar observations will be a corner-
stone of data assimilation for NWP nowcasting with short
lead times.

For high-resolution modelling, reduced scales and
predicability make the model output more vulnerable to
phase errors, hence with higher risk of double penalty. The
verification approaches that focus more on representation
of relevant scales and with more tolerance to phase errors,
such as spatial and object-based verification, become more
relevant and effective. In spatial verification, model out-
put is compared with 2D or 3D observations such as those
derived from radar (accumulated precipitation compos-
ite), satellite remote sensing, and other composites (e.g.,
Integrated Nowcasting through Comprehensive Analysis
(INCA) precipitation analysis). These data may poten-
tially offer a spatial resolution more compatible with the
model resolution, providing more directly information
about skills on small scales. For spatial observations, qual-
ity assurance is crucial.

Hectometric-scale model evaluation will also take
into account temporal aspects, as infrequent sampling
from either model or observation sides risks missing
extreme situations, especially when weather phenomena

are becoming more local. For such situations, characterisa-
tion of observation uncertainties become more important
when the sampling error tends to be larger. Use of more
than one dataset may mitigate the risk. From the model
output side, more frequent output become necessary to
reflect the temporal variability.

Compared with regular forecasts, emphasis in
hectometric-scale modelling may be focused on a nar-
rower range of forecast parameters. Sometimes the
potential of modelling products may need to be released
via post-processing (e.g., upscaling, impact forecast,
heterogeneous neighbourhood forecast). Accordingly, ver-
ification needs to be adapted to reflect such change in the
model products.

9 PREDICTABILITY

Despite the appearance of improved accuracy given by the
fine-scaled details of HMs, it is unrealistic to expect all
aspects of an observed feature—such as the location, inten-
sity, and duration of a convective storm—to be captured by
a single forecast. Uncertainties arise from both the inher-
ently chaotic nature of the atmosphere (Lorenz, 1969) and
the limitations of our modelling systems (Lorenz, 1996).
This problem is exacerbated at hectometric scales, because
the scales being forecast are small compared with the
scales of predictbility of, say, convective storms.

To account for this uncertainty, many weather cen-
tres run an ensemble of km-scale forecasts where each
individual member has slightly different initial conditions,
boundary conditions, and model physics. The aim is to
have a skilful ensemble that has, among other qualities,
both resolution and reliability. To achieve this, it is impor-
tant to have a good representation of all the relevant
sources of uncertainty and an understanding of how these
uncertainties interact and upscale within the modelling
system. This can be challenging in practice and remains
an open research question at both synoptic and convective
scales. Additionally, the number of affordable ensemble
members is usually far fewer than would be necessary
to describe the full probability distribution, but instead
offers a sample of solutions that approximates the pdf
(post-processing techniques can be used to enhance the
probability density function: see Section 10). At the hec-
tometric scale, all the challenges of designing a reliable
ensemble remain, but with the addition of much higher
computational costs and a faster loss of predictability at the
scales of interest.

The scales at which an ensemble is reliable and usable
are determined by the limit of predictability. Predictability
as a function of scale is investigated in many studies (e.g.,
Boer, 2003; Frogner et al., 2019; Hohenegger & Schar, 2007;
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LEAN et al. 25

F I G U R E 5 A conceptual view of predictability and scales and
how they differ between a deterministic and ensemble system. The
blue line represents the coarser scales and the red line the finer scales
forecast. [Colour figure can be viewed at wileyonlinelibrary.com]

Lorenz, 1969; Surcel et al., 2015; Zhang et al., 2003).
For high wavenumbers (small scales), the correlation
between a forecast and the “truth” (measured by observa-
tions or an analysis) goes rapidly to zero. Skill is lost at
lower wavenumbers (larger scales) with increased forecast
range, with errors upscaling more rapidly at smaller spatial
scales. Therefore, the forecast lead time at which the pre-
dictability limit is reached depends on the scales of inter-
est, with shorter lead times for smaller scales. This pre-
dictability limit may be enhanced by resolved forcings in
the forecast, such as orography, coastlines, and buildings,
or synoptic-scale systems. Hohenegger and Schar (2007)
found that error growth rates are about ten times larger for
convective scales than for synoptic scales, and because of
this the limit of predictability is about ten times shorter.
Although the authors are not aware of any studies that
quantify the limit of predictability at hectometric scales,
theory suggests it will be much shorter again. This rapid
loss of skill highlights the need to run an ensemble at
the hectometric scale, even for very short lead times—the
limit of predictability is much shorter for a deterministic
forecast than the probabilistic output (Figure 5). Even with
an ensemble, we can expect a rapid loss of skill at the grid
scale, and this will need to be taken into account when
considering the application of hectometric forecasts and
communicating with users.

The speed at which the errors propagate to larger scales
also depends on both the regime and the domain size.
The domain size needs to be sufficiently large to allow
for upscale growth and multi-scale evolution of features
within the domain, which depends on the flow and how
quickly features are leaving the domain. For example, Vié
et al. (2011) found that, when the synoptic-scale circula-
tion is weaker and the convective system is driven mainly
by local and mesoscale processes, convective-scale initial
perturbations have more impact on the simulated precipi-
tating systems. In addition, the larger scales entering from

the lateral boundaries will soon dominate if the domain is
too small. It was shown by McCabe (personal communica-
tion, 2023) and (McCabe, personal communication 2023,
and Frogner et al., 2022) that for convective-scale ensem-
bles the lateral boundary perturbations dominate after
about 30 h for domains where each side is approximately
2000 km; this will be much shorter for the small domains
envisaged to be necessary for hectometric forecasts to be
affordable in an operational setting.

The computational cost associated with running an
ensemble is of course an even larger issue when consider-
ing ensemble forecasts at hectometric scales. Only a few
centres have started running hectometric-scale ensem-
ble forecasts in research mode. At the UK Met Office,
a relocatable 300-m ensemble was run in near-real time
for a winter testbed (Bain et al., 2022) to explore the
practicalities of running on-demand sub-km ensemble
forecasts for nine specific events of interest. While provid-
ing more detailed features, particularly over orography, the
experiments showed limited impact on ensemble spread
between the kilometre and sub-km scales, attributed in
part to the limited size of the domain. More recently, Han-
ley and Lean (2024) have run a 300-m ensemble for a
continuous three-month period. The domain covered a
540 km2 area with an inner area over London at 300-m hor-
izontal resolution, stretching out to 1.5 km at the bound-
aries using variable resolution. By using variable resolu-
tion, Hanley and Lean (2024) were able to increase the
size of the domain compared with previous sub-km fore-
casts (London model Boutle et al., 2016) at a quarter of
the cost of running with 300-m resolution over the whole
area. With this larger domain, smaller scale features were
able to spin up and several cases show a number of mem-
bers in the sub-km ensemble developing bands of intense
rainfall, seen in the radar but missed by the km-scale driv-
ing model. The benefit of the higher model resolution was
to improve the representation of convection, while the
use of an ensemble was necessary to capture the observed
features (otherwise missed by a single hectometric-scale
forecast).

Although the initial experiments with hectometric-
scale ensembles by Hanley and Lean (2024) are promising,
there are many aspects of ensemble design at these scales
that are still unknown. As mentioned above, although the
theory is understood, the relationship between the spa-
tial and temporal scales of the predictability at hectometric
scales needs to be quantified, along with the scales at
which the hectometric ensemble diverges from the driv-
ing ensemble. Additionally, while we understand that we
need to represent uncertainties in the initial conditions,
boundaries, and the model itself, we need to establish
how the nature of these uncertainties might change at
smaller spatial scales and how best to represent them. For
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applications at small spatial scales and short lead times,
we would require frequently updated initial conditions.
This is particularly important in seamless prediction sys-
tems, where nowcasting and forecasting are combined
in a probabilistic framework and newer observations are
constantly ingested in the system. Ensemble-based data
assimilation (DA) systems may also be appropriate (see
Section 7 for more information on DA techniques at the
hectometric scale). Regardless of the choice of DA sys-
tem, some thought will need to be given to how the
ensemble perturbations interact with the DA, and vice
versa.

The role of boundary conditions and their diver-
sity is crucial in ensemble forecasting with limited-area
models. For the small domains necessary at the hec-
tometric scale, the effect of the boundary conditions
will be felt throughout the domain in a relatively short
period of time. This means that the diversity in the
boundaries—representative of the uncertainty at the scale
of the driving model—needs to be sufficient in the very
short range. If only a small number of ensemble mem-
bers are affordable, the question arises of how to optimise
the perturbations to sample as wide a range of the pdf
as possible. In this case, methods such as cluster analysis
and machine learning may support selection of the most
appropriate perturbations.

As we move to increased horizontal resolution, some
processes that are currently parameterised will be resolved
explicitly and are sufficiently variable between members,
removing the need for some of the model perturbations.
At the same time, new higher resolution processes may
require new or adapted parameterisation schemes. In
this way, some of the “known” uncertainty of the cur-
rent model setup will be removed and replaced with
new but “unknown” model uncertainties. The pertur-
bation of specific processes, as currently attempted for
the km scale (Clark et al., 2021; Fleury et al., 2022; Hirt
et al., 2019; Kober & Craig, 2016), could also be an effec-
tive strategy for the hectometric scale. Research should
also focus on the feasibility and usability of intrinsic
stochastic parameterisations (Craig & Cohen, 2006; Plant
& Craig, 2008; Sakradzija et al., 2015, 2016; Sakradzija &
Klocke, 2018). While such schemes do not currently add
much to ensemble spread, this may be different for hec-
tometric scales when other processes are parameterised.
A multi-physics ensemble may also be of use where there
are several different schemes available, each with their
own strengths and weaknesses. There may also be a need
to consider the perturbations to the model dynamics, as
more processes are resolved and the forecast relies less on
parameterisations.

Addressing the research gaps in ensemble design at
hectometric scales will need to be done in conjunction

with the development of other areas outlined in this arti-
cle. In the short term, simple experiments could be per-
formed to help us start to quantify the issues of running an
ensemble at these scales. The first and most important of
these is to compare the benefits of a hectometric ensem-
ble over its convective-scale driving model—specifically,
do we gain sufficient improvements from the finer scales
to justify the increased cost? To make such an evaluation,
we need to include other (cheaper) methods for enhanc-
ing convective-scale forecasts, such as post-processing
techniques (see Section 10). As part of such a compar-
ison, consideration should be given to the balance of
the computational cost of ensemble member numbers,
domain size, and horizontal resolution, and how each
of these impacts the limit of predictability at different
scales. While the uncertainty in the model physics at
the hectometric scale is currently unknown, a simple
initial experiment would be to use the same stochastic
physics scheme used in the driving model and maintain
the same spatial and temporal patterns over the hectomet-
ric domain. This would give some indication of the likely
impact of a perturbed parameter scheme, for example,
and how that impact may be expected to vary with
lead time.

Initially, these experiments could be performed with
a simple downscaled ensemble. When a hectometric DA
system is available and the necessary modifications have
been made to the model, these experiments will naturally
need to be revisited. The benefit of the early experiments
will be to develop a robust framework for testing and eval-
uating ensemble systems, along with a useful dataset to
inform other developments. A challenge for all aspects of
development at the hectometric scale will be the selec-
tion of appropriate diagnostics, along with verification
and evaluation methods (see Section 8). For ensembles,
specific methods will be needed to evaluate extremes at
these scales, as well as methods to interpret low proba-
bilities at short lead times. The data produced by these
early experiments can also be used to start addressing
some of the practical considerations of running hecto-
metric ensembles operationally. Given that the ensembles
will be run out to relatively short lead times compared
with the driving model, they will need to be delivered
to operational meteorologists and automated products in
a timely fashion. Another consideration is the amount
of data that will be generated and how meteorological
services will handle this. As with all ensemble applica-
tions, tools and techniques may also need to be devel-
oped to communicate the probabilistic information to a
range of different users covering the full range of required
applications.

In the longer term, there will be a need to refine the per-
turbation methods currently used at the convective scale
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LEAN et al. 27

to make them applicable to the hectometric scale based
on our new understanding of model and land-surface
uncertainty. In addition, the link with DA will need to be
revisited as new and refined DA methods, along with bet-
ter observations, become available. HMs can help inform
machine-learning approaches, which in return could
reduce the computational cost, which would be important
to be able to run a sufficiently large domain and num-
ber of ensemble members. In the field of ensemble fore-
casting, which is particularly computationally demanding,
beside pre- and post-processing, use of machine learning
has many possibilities, such as parameterisation emula-
tion and improvement of the construction of ensemble
perturbations designed to represent model error. Uncer-
tainty quantification can also be done by so “end to end”
machine-learning models.

10 POST-PROCESSING

HMs will provide forecasts with unprecedented detail,
but that comes with substantial computational cost. If
these models are going to provide cost-effective benefit
beyond our current capabilities, there must be an empha-
sis on applying post-processing (PP) to extract the key
signals that end users will want to incorporate into their
decision-making. The choice of PP approaches depends on
the implications of running at such fine resolution, as well
as user requirements. One benefit of very fine grid spacing
is that the grid cells are sufficiently small that representa-
tiveness errors associated with grid size largely disappear.
Thus, the output can be directly related to point observa-
tions for most purposes, and PP that deals with forecast
biases associated with representativeness error (Boual-
legue et al., 2020) becomes much less necessary. More of a
concern for HMs is the rapid loss of predictability at very
fine scales as described in the predictability section. This
means that local detail may not be believable even if rep-
resented very accurately. For example, the evolution and
positioning of a particular shower will almost certainly be
wrong in detail. Whilst this is also true of kilometre-scale
forecasts (Clark et al., 2016), the situation is made worse by
the more rapid growth of errors and perception of accuracy
that comes from ultra-fine detail. It means that a proba-
bilistic approach is essential, but the cost of sub-kilometre
grid spacing makes it impossible to run a large enough
ensemble to capture all the fine-scale uncertainty. There-
fore, the neighbourhood processing (NP) approach that is
already applied to kilometre-scale models and ensembles
(Schwartz & Sobash, 2017) is even more essential for HMs
to deal with that undersampling. NP is a methodology that
uses surrounding points as additional ensemble members,

thus effectively increasing the ensemble size and creat-
ing more smoothly varying probabilities that account for
undersampled spatial differences. The two main types of
NP are (1) the mean in neighbourhood, which provides a
probability of occurrence at each grid cell, and (2) the max-
imum value in the neighbourhood, which provides a prob-
ability of occurrence within the vicinity of each grid cell.
The latter is useful for highlighting areas at significant risk
even if grid-scale probabilities are small. The problem with
conventional neighbourhood methods is that they tend to
use a static neighbourhood size and assume equal likeli-
hood of an occurrence around each point. As a result, they
may spuriously smear out more predictable local signals
that are precisely what HMs are aiming to capture, such as
fog in valleys or cooler temperatures in parks. This issue
brings a greater need to develop further neighbourhood
methods that allow the neighbourhood size to adapt to the
spatial ensemble spread (Blake et al., 2018; Dey et al., 2016;
Flack et al., 2021) as well as the underlying terrain and sur-
face type (Roberts et al., 2023). An alternative or compli-
mentary approach may be to use machine-learning emu-
lation to create additional members in a more inherently
heterogeneous way.

If we want to extract maximum benefit from HMs,
we will require development of physically based or
ML algorithms to detect fine-scale weather features of
concern or interest. These might include indicators of
severe weather such as storm modes, tornadic circulations,
or flood-producing rainfall totals, as well as more ordi-
nary conditions such as sea breezes (Cafaro et al., 2019)
or boundary-layer structure, fog patches or temperature
variations associated with the land surface. The features
should be identifiable as objects that can be incorporated
into probabilistic PP, with visualisation designed to alert
users to important signals that may not be detectable with-
out the use of HMs. This sort of object detection can pro-
vide useful domain-wide information even if predictability
is very low, and if appropriately applied to coarser reso-
lutions as well, it allows a means of evaluating the value
added by HMs.

Since HMs are likely to be run with small domains
operationally, especially if run as ensembles, there will
be geographical regions benefiting from both HM and
kilometre-scale model outputs with larger areas only cov-
ered by kilometre-scale outputs. The question is how to
deal with that in the best way for downstream users. It
may be that for many applications it is fine to use both
independently, on the understanding that there are differ-
ences, much as happens now with regional kilometre-scale
forecasts. However, if a seamless product is required for
consistency to avoid a patchwork of outputs, to reduce
downstream data volumes, or for other reasons, there
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will need to be blending between the different resolu-
tions. Blending should weight more towards the HM in
the interior of the HM domain(s) to take advantage of the
finer resolution. There may also be a need for blending
over a time window at the end of the HM forecast(s) to
transition into the kilometre-scale forecasts. Any seam-
less product should be provided on a common grid, which
makes it necessary to either average the HM output or
downscale the kilometre-scale forecasts, or both. This
presents problems. Averaging the HM output may mean
removing the fine-scale information it is intended to pro-
vide and hence the point of running it. Downscaling the
kilometre-scale forecasts could generate huge data vol-
umes and would potentially involve complex processing
to generate fine-scale information the HM is already pro-
ducing. One way of averaging without loss of detail is to
convert to probabilities. A probability distribution can be
constructed from the grid cells inside a neighbourhood
using a suitable set of physical thresholds. The probabil-
ities from two different resolutions can then be blended
threshold by threshold, thus retaining any information
about outliers or extremes contained in the HM. In the
end, the need for blending or not, and the approaches
taken, will need to be defined by each NMS based on its
own priorities.

Another consequence of being restricted to small
domains or few members is a need to try to capture
the plausible range of larger-scale driving conditions that
could lead to different fine-scale outcomes in the HM.
For example, any scenarios that might import or lead
to severe local storms should not be missed because the
wrong driving members were chosen. Methodologies will
be needed to identify local or mesoscale weather regimes
or weather of interest from the km-scale forecasts. This
may require new algorithms based on conventional mete-
orological understanding or use of ML or a combination.
Clustering methods are needed either to select appropri-
ate members that try to represent the driving ensemble
distribution best or to focus on situations that would ben-
efit most from HM forecasts (Sharma et al., 2023). This
is really a form of pre-processing, with the requirement
becoming more important as models become increas-
ingly costly compared with computational resources. The
same methods could also be employed to make automated
real-time decisions on whether to run HMs or not, or
where best to place a HM domain for greatest benefit
on the day.

Post-processing is most closely associated with the use
of statistical calibration methods to correct NWP fore-
casts. The current state-of-the-art is described in Vannit-
sem et al. (2020), with one of the challenges being moving
to finer resolution NWP. The challenge of applying statisti-
cal calibration methods to HMs is huge, because of the fine

scales involved and enormous dimensionality. There also
may be less need because of the greater representativeness,
but HMs will still have biases and these could still be large,
especially when considering fine scales. Very long training
datasets would be needed to capture statistical relation-
ships across all regimes and that would be hugely costly,
especially in an ensemble context. Reforecasts of HMs are
probably out of the question in an operational context. In
addition, very densely distributed and accurate observa-
tions in space and time would be needed at the scales the
HM models are trying to represent, and such observations
are not easily available. As discussed in the Observations
section, the use of citizen observations may help, but qual-
ity control is a challenge. Different forms of observations
may be inconsistent with each other at such small scales in
rapidly evolving situations. Some kind of upscaling based
on groupings of similar grid points would likely be nec-
essary to reduce dimensionality and utilise sparse obser-
vations. The game-changer now for post processing, and
NWP in general, is the use of ML and it is expected that its
use will increasingly become standard practice. However,
the same limitations that affect more conventional statis-
tical methods also make ML more difficult for HMs, since
both require a large sample of accurate training informa-
tion. It is conceivable, though, that emerging ML methods
will be effective even with observational limitations as
HM datasets become more extensive. This may be espe-
cially true for the correction of observed point locations,
although it may be possible to achieve better results using
longer training datasets from less noisy, coarser models.
One area in which ML and HMs are expected to combine
is in the use of HM outputs to provide fine-scale gridded
“truth” from which coarser-resolution models can be cali-
brated or for emulating HM scales and potentially creating
additional “synthetic” HM members from coarser driving
conditions.

The nature of the post-processing applied will ulti-
mately depend on the purpose of the HM. If an HM is used
for rapidly updated nowcasts, an ensemble might not be
affordable at rapid update frequency and some time lag-
ging might be useful. Upscaling would be limited, because
very local forecasts in space and time are the requirement.
The HM nowcasts might benefit from blending with obser-
vation extrapolation nowcasts even if only for a few tens of
minutes. If the HM is operating for longer forecast periods
and more as a downscaler from kilometre-scale forecasts,
the upscaling methods become more useful, as space–time
accuracy becomes less easy to achieve. As discussed above,
ML is likely to become an increasingly important part
of many aspects of post-processing HMs. We could also
see effective use of multi-resolution ensembles incorporat-
ing HMs, as demonstrated at much coarser resolution by
Leutbecher and Ben Bouallègue (2020).
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11 CONCLUSIONS

In principle, HMs give many benefits in terms of resolving
convection, turbulence, and surface heterogeneities bet-
ter and opening up the possibility of finer scale forecasts
within predictability constraints. However, as we have
seen in preceding sections, a number of major challenges
remain to realise this potential in practical models.

The foremost challenge is the high computational
cost of these models. Although we have discussed
above some ways to ameliorate this to some degree,
for example, by running the physics at lower tempo-
ral and spatial resolution, this will remain a dominant
problem. This has the consequence that HMs will have
to demonstrate very significant benefits over other
approaches to achieve similar benefits such as using
downscaling/post-processing/machine learning for prac-
tical applications. This also means that it will be essential
to understand the grid-length dependence of the benefits
for particular applications to enable models to run with as
coarse a mesh as is feasible.

In terms of developing the models themselves, the
parameterisation problem gets easier, in that it will not
be so important to parameterise processes like deep
convection, cloud schemes, and the largest convective
boundary-layer structures. One might hope that the
microphysics parameterisation will become more rele-
vant and impactful as clouds become better represented.
However, different parameterisations will need further
development. For example, it becomes very important
to have a scale-aware turbulence parameterisation, both
to aid the representation of explicit convection and for
the boundary layer. A scale-aware shallow convection
scheme is likely to be needed to represent the initia-
tion of convection in particular. A second general issue
with parameterisation is the need to consider 3D pro-
cesses in order to represent the high-resolution horizontal
heterogeneity.

Land-surface parameterisation is likely to become
more complicated at hectometric scales with new,
fine-scale, and lateral processes becoming more impor-
tant. Examples include mountain-related processes, soil
hydrology, and time-varying characteristics such as coastal
wetting and drying, wind farms, and wildfires.

Given many of the applications of HMs are expected
to be for urban areas, parameterising the urban surface
is particularly important. HMs may provide some simpli-
fication, in that a tiled scheme is less essential, but also
a complication that each grid box is more likely to need
to take account of adjacent ones. Parameterisations are
being developed for urban aspects such as anthropogenic
heat, the urban canopy, and urban vegetation. An impor-
tant practical question for meteorological services is which

applications can be satisfied by non-building-resolving
HMs and which require building-resolving LES.

Surface parameterisations such as those described
above will need good sources of data to describe the surface
as a function of location on hectometric scales. This is also
a significant problem, which requires the development of
new datasets.

A similar issue is the requirement for meteorological
observations for models at hectometric scales, for devel-
opment of the models, verification and, eventually, data
assimilation. There are a number of potential novel obser-
vation types which may help here, along with great interest
in crowd-sourced observations, which usually offer greater
observation density at some cost of accuracy. Verifica-
tion techniques need to be adapted to take account of the
enhanced resolution.

Data assimilation is likely to be required in HMs if
forecasts are required at very short lead times. We have
almost no experience of this at present, although some
ideas as to what the key issues are likely to be are set out
above.

Predictablity becomes an even bigger issue at hecto-
metric scales than at lower resolutions, partly because
the scales being forecast are smaller relative to the scales
of predictability for a given lead time. This means that,
maybe other than for strongly surface forced phenomena,
HMs will need to be used in an ensemble context. Similarly
to km-scale models, work is required to develop
hectometric model ensembles with the correct amount of
spread at the scales of interest. As with km-scale models,
post-processing of HMs and ensembles will be essential to
get the most out of them for applications, and new tech-
niques will need to be developed to take account of their
characteristics.

The challenges set out above and in previous sections
are formidable, but it is important to remember that some
meteorological services are already on the path to imple-
menting operational HMs (albeit at the coarser end of the
scale) for practical applications. It is clear that these chal-
lenges will be addressed, at least to some degree, and it is
hoped that having set them out in this article will help the
process.
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