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“C’est ce goût de l’amour, ce goût donc qui m’a poussé aujourd’hui
à entreprendre une construction mécanique, mais demain qui sait?

Peut-être simplement à me mettre au service de la communauté,
à faire le don... le don de soi.”

It is this taste for love, it pushed me to work on a mechanical construction today, but tomorrow,
who knows? It may, perhaps, lead me to serve the community, to give the gift... the gift of myself.

– Edouard Baer as Otis in Asterix & Obelix: Mission Cleopatra
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Abstract

The aim of algorithmic recourse (AR) is generally understood to be the provision of “actionable”

recommendations to individuals affected by algorithmic decision-making systems in an attempt

to present them with the capacity to take actions that would guarantee more desirable outcomes

in the future. Over the past few years, the literature has predominantly focused on the development of

solutions to generate “actionable” counterfactual explanations that further satisfy various desiderata,

such as diversity or robustness. We believe that algorithmic recourse, by its nature, should be seen as

a practical challenge: real-world decision-making systems are complex dynamic entities involving

various actors – end users, domain experts, system owners, etc. – engaging in social and technical

processes. Thus, research on algorithmic recourse should account for the characteristics of systems

where such mechanisms could be implemented. This necessitates a rich understanding of the problem
space of AR but, as we observe, it remains largely uncharted in the existing literature.

We focus on algorithmic recourse in real-world contexts, applying Design Science Research methods

to bridge the gap between its technical affordances and the social constraints of real-world decision-

making systems where it could be applied. First, we conduct a systematized literature review

of 127 publications to learn about the authors’ perception of the problem. Next, we consider a case

study of a risk profiling model developed to support the authorities of a major Dutch city in the

detection of welfare fraud. We employ a desk research approach to learn about the system, reinforce

our understanding of the requirements for algorithms in public administration settings through

interviews with experts, and make use of accident analysis methodologies to theorize about the value

of AR interventions in this setting. We draw on these insights to propose a conceptual framework

for the evaluation of AR in real-world contexts and provide its proof-of-concept instantiation as

a simulation tool that facilitates the study of such mechanisms within decision-making processes.

Finally, we design and prove an algorithm to generate actionable recommendations in expert systems.

These are commonly used in public administration systems but overlooked in existing research.

On the example of our endeavor, we learn about the ways to strengthen the connections between

the problem space and the solution space of algorithmic recourse. We argue that AR can be

discussed on three levels of complexity: (1) as actionable recommendations, (2) as the process of

improving outcomes, or (3) as the task of developing mechanisms to support end-users in this process.

We advocate for computer science authors to focus on the final, broadest meaning of the challenge to

improve the applicability of their solutions in real-world contexts. We also encourage researchers

from other fields to contribute their perspectives and for practitioners to support further research by

building upon our approach to reason about the place for AR solutions in their domains of expertise.
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Introduction 1

1.1 Motivation

Algorithmic decision-making (ADM) – the use of algorithmic tools

to make automated decisions or support the decisions of humans

– is increasingly used to improve the “throughput”, “stability”, or

“objectivity” of decisions in high-stakes domains such as health-

care [89, 160], justice system [8, 209], or public administration [91,

255]. While regulatory frameworks, including the General Data

Protection Regulation (GDPR)

Art. 22(1) GDPR: “The data subject shall
have the right not to be subject to a deci-
sion based solely on automated processing,
including profiling, which produces legal
effects concerning him or her or similarly
significantly affects him or her.”

and the Artificial Intelligence Act

(AI Act),

Art. 14(1) AI Act: “High-risk AI systems
shall be designed and developed in such a
way, including with appropriate human-
machine interface tools, that they can be
effectively overseen by natural persons dur-
ing the period in which they are in use.”

ban fully-automated decisions and require mechanisms

for human oversight, it is not clear what form they ought to take.

At the same time, human oversight procedures were not enough

to prevent multiple high-profile failures of algorithmic decision-

making systems. The Netherlands alone has experienced the fallout

of the childcare benefits scandal (toeslagenaffaire), System Risk

Indication (SyRI), and automated risk profiling for social assistance

in several municipalities, including Rotterdam. These highlight

the importance of contestability throughout model lifecycles, such

as procedures to ensure the agency of the affected end-users.

A solution that has recently gained traction in computer science

research is algorithmic recourse (AR), which is the focus of this

thesis. AR aims to provide (non-expert) model users with “action-
able” recommendations on how to modify the prediction outcomes

While there is some disagreement

about its practical goals, for the pur-

poses of this research we rely on the

following operational definition of al-

gorithmic recourse: AR involves the

provision of recommendations aligned

with the preferences of non-expert

users in an attempt to help them im-

prove outcomes in an ADM setting.

.

For example, a person who unsuccessfully applied for social welfare

assistance could receive a recommendation like “if you had met with
the case worker more often, you would have qualified for the benefits”.

Still, AI systems rely on more than just the technical components;

they involve various stakeholders engaged in decision-making

processes. By extension, this also applies to algorithmic recourse.

It is an inherently practical problem that resembles a bureaucratic

complaint process: an individual unhappy with some decision

engages with a representative of the issuing organization in an

attempt to overturn it. Yet, we observe that much of the existing

work is highly theoretical, with little consideration of whether it

could be applied in organizational settings [see also 34]. Deploying

AR in real-world systems without analyzing its mechanics in a

broader context and without knowing what types of dynamics

are expected to arise is bound to lead to unanticipated outcomes.

Many of them will be undesirable and even potentially unsafe, and

impossible to validate with respect to a set of requirements because

the requirements for AR are necessarily socio-technical.
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This thesis attempts to provide a more nuanced perspective on the

problem. We engage in Design Science Research to learn about the

potential value of AR in the example setting of social assistance

re-investigations under the Participation Act. We apply qualitative

methods – including a literature review, expert interviews, and

desk research – as well as quantitative computational experiments

and algorithm design to provide a comprehensive evaluation of

algorithmic recourse mechanisms. Consequently, we explore how

algorithms can be responsibly integrated into a highly consequential

setting that directly concerns vulnerable populations.

1.2 Contributions

Algorithmic recourse has seen an explosion of interest over the past

several years, with dozens of methods proposed to generate “action-

able explanations” of black-box model decisions

We fully acknowledge the ACM call for

more inclusive language in computing

and its suggestion to discuss “opaque”

and “clear-box” models [21]. We sub-

scribe to the “black-box” and “white-

box” distinction as it is the prevailing

nomenclature in algorithmic recourse

literature. We follow all other recom-

mendations of ACM, including the use

of singular “they/them” in examples.

. Our overarching

goal in this thesis is to look beyond this hype and evaluate the practi-

cal value of algorithmic recourse in real-world contexts. Specifically,

we make the following four contributions to the state-of-the-art.

First, we engage in a systematized review (meta-research) of the

literature on algorithmic recourse to learn about the practical consid-

erations that underlie existing contributions (Chapter 4). This allows

us to identify five key shortcomings that are pervasive in the existing

research and likely to diminish its value outside the lab.

Second, we look at algorithmic recourse through the lens of a con-

crete real-world socio-technical system of social assistance benefits

in the Netherlands. We look at a case study of a risk profiling model

previously used by the Work & Income department of a major Dutch

city that discriminated against vulnerable groups and decide to

what extent algorithmic recourse could have helped address the

hazards inherent to this decision-making process (Chapters 5-7).

Third, relatedly, we develop a novel conceptualization of algorithmic

recourse as a control mechanism. We evaluate the case study using

the tools of system safety, which provides a framework to theorize

about the added value of algorithmic recourse in a system and

preemptively analyze the hazards it could bring about (Chapter 8).

Fourth, finally, we design three artifacts to connect theoretical re-

search on algorithmic recourse with the practical requirements of

the social welfare domain. We explain how to evaluate algorithmic

recourse solutions in real-world contexts (Chapter 9), develop a sim-

ulation framework to address these evaluation challenges and apply

it on the case study (Chapter 10), and propose a provably-correct

algorithm to generate actionable recommendations in expert sys-

tems that dominate public administration settings (Chapter 11).
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1.3 Structure of this thesis

This document spans 12 chapters. Chapter 1, the current chapter,

is the introduction. Next, in Chapter 2, we explain the background

of our research, including the challenges of explainability in ma-

chine learning. Then, Chapter 3 motivates our approach and intro-

duces the research questions. The following six chapters explain

the subsequent steps in our research. In Chapter 4, we contribute

a systematized literature review of the field of algorithmic recourse,

focusing on the authors’ grasp of the problem. Chapter 5 briefly

explains the social welfare processes in the Netherlands as a back-

drop for the case study, which is the focus of Chapter 6. Next, in

Chapter 7, we discuss the interviews that we have conducted with

experts in (algorithmic) decision-making to learn about the social

requirements for algorithms in public administration. Chapter 8

looks at our case study through the lens of system safety to assess

the potential value of algorithmic recourse as a safety mechanism.

Further, in Chapter 9, we explain the challenges for the evaluation

of algorithmic recourse in real-world contexts, and we provide

a solution to address them in Chapter 10. In Chapter 11, we take

a brief detour to take on a shortcoming of existing research with

respect to expert systems. Finally, Chapter 12 concludes this thesis.



Background 2

Our research focuses on the provision of automated and actionable
recommendations to help individuals improve their outcomes when

machine learning models are employed in a public administration setting.

We will break down the previous sentence in this chapter, sum-

marizing the background concepts important for the rest of the

document

Parts of the discussion in this chap-

ter are adapted from our unpublished

paper Grounding and Validation of Algo-
rithmic Recourse in Real-World Contexts:
A Systematized Literature Review that

was drafted as part of this thesis work.

The rest of the paper forms Chapter 4

. We begin by introducing the goals of machine learning

technologies in Section 2.1. Then, in Section 2.2, we discuss some

approaches that have been proposed to achieve explainability in

machine learning. Finally, in Section 2.3, we look at the characteris-

tics of algorithmic decision-making in public administration.

2.1 On machine learning

Machine learning (ML) is a field of artificial intelligence concerned

with the development of statistical methods to extract information

from observed (training) data and generalize it to unseen (test) data.

A flavor of machine learning particularly relevant to our work is

supervised learning, where the training data consists of a set of

features (measurements; 𝑋) and labels (ground-truth outcomes; 𝑦).

Supervised models learn a mapping 𝑓 : 𝑋 ↦→ 𝑦 from observations;

subsequently, 𝑓 can be applied to infer the labels of unseen instances.

Notably, 𝑦 can take the form of categorical outcomes in classification

tasks or continuous outcomes in regression tasks. Then, the perfor-

mance of a model can be evaluated by comparing the ground-truth

outcomes 𝑦 with the predicted outcomes 𝑦̂. Typically, the more

training data is available, the better 𝑓 can become [254]

[254]: Viering and Loog (2023), ‘The

Shape of Learning Curves: A Review’
. However,

quantity is not the only desideratum: models require sufficiently

high-quality training data to learn meaningful patterns.

If a model is relatively simple, the mapping that it has learned from

the data can be readily interpreted by its operators. For example,

a linear regression model associates a single weight with each

feature, yielding a mapping 𝑓𝐿𝑅 : 𝑦̂ = 𝛽
1
· 𝑥

1
+ 𝛽2 · 𝑥2 + · · · + 𝛽𝑛 · 𝑥𝑛 ,

where 𝑥
1
, 𝑥2 , . . . , 𝑥𝑛 ∈ 𝑋. Thus, a change of Δ𝑥𝑖 in feature 𝑥𝑖

influences the outcome by exactly 𝛽𝑖 ·Δ𝑥𝑖 units. Nonetheless, as the

complexity of a model increases, it becomes more and more difficult

to interpret its decision-making logic. This may happen because:

▶ the number of features increases;

▶ the number of parameters per feature increases;

▶ the relationships between parameters become non-linear;

▶ the outcomes hold as statistical truths (model is probabilistic).
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In particular, methods such as neural networks (which may rely

on billions of parameters) or tree ensembles (which may aggregate

outcomes from thousands of individual models) are at the lowest

end of the interpretability spectrum. Yet, the complexity of models

used in the industry keeps growing by as much as four to five times

per year, measured in computing resources [69]

[69]: Epoch AI (2023), Key Trends and
Figures in Machine Learning

. While deep learning

models may be characterized by their (perceived) high performance,

they are likely to put the end-users – the individuals subjected

to algorithmic decisions and the decision-makers operating on

these decisions – in a precarious position where they are unable to

understand the grounds of a prediction, act on it, or trust it [272]

[272]: Weld and Bansal (2019), ‘The

Challenge of Crafting Intelligible Intel-

ligence’
.

2.2 On explainability in machine learning

“Interpretability” and “explainability” are often used interchangeably

in machine learning research, but we follow the distinction of [152]

[152]: Marcinkevičs and Vogt (2023),

‘Interpretable and explainable machine

learning: a methods-centric overview

with concrete examples’who carried out a review of literature related to the concepts and

proposed that interpretability is a property of a particular model

(e.g., generalized additive models [104] or self-explaining neural

networks [17]). In contrast, explainability refers to post-hoc solutions

that may improve the legibility of decision logic across a variety of

models (e.g., Shapley additive explanations [145] or counterfactual

explanations [261]). On the one hand, this means that explainability

techniques can be applied to models that would otherwise be

completely opaque. On the other hand, post-hoc methods attract

well-founded objections: they are “likely to perpetuate bad practice and
can potentially cause great harm to society” [204]

[204]: Rudin (2019), ‘Stop explaining

black box machine learning models for

high stakes decisions and use inter-

pretable models instead’
.

2.2.1 Counterfactual explanations

Counterfactual explanations (CEs) are of particular interest to our

work. They attempt to explain why the model made a specific predic-

tion for a specific instance of data without offering “global” insights

about the decision-making logic of the model. In natural language,

CEs can be represented in the form of conditional statements such

as “if the value of feature 𝑥𝑖 was a instead of b, the model would have
predicted class 𝑦𝑖 instead of 𝑦𝑗”. Counterfactual explanations have

been introduced by [261]

[261]: Wachter, Mittelstadt, and Rus-

sell (2017), ‘Counterfactual explana-

tions without opening the black box:

Automated decisions and the GDPR’

who claimed that they can improve the

understanding of model decisions “without opening the black box”:

access to the model prediction function generally suffices to com-

pute (multiple possible) explanations. The same authors argued

that CEs are a psychologically grounded way to (1) help decision

subjects understand an algorithmic decision, (2) provide them with

the information needed to contest it, and (3) inform them about

actions that could be taken to overturn it. Indeed, humans tend to

reason about events through counterfactual statements [156]

[156]: Miller (2019), ‘Explanation in ar-

tificial intelligence: Insights from the

social sciences’
.
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Since the publication of [261] in 2017, dozens of methods to generate

counterfactual explanations have been proposed in the literature.

These attempt to accommodate a variety of desiderata such as

“proximity” (minimal distance between a factual instance and its

corresponding counterfactual), “diversity” (reasonable coverage

of one factual instance with multiple different counterfactuals), or

“robustness” (counterfactual instances that are guaranteed to work

even if the data is not perfectly stable). We point the interested

readers to [93]

[93]: Guidotti (2022), ‘Counterfactual

Explanations and How to Find Them:

Literature Review and Benchmarking’

, [230]

[230]: Stepin, Alonso, Catala, and

Pereira-Fariña (2021), ‘A Survey of Con-

trastive and Counterfactual Explana-

tion Generation Methods for Explain-

able Artificial Intelligence’

, or [251]

[251]: Verma, Boonsanong, Hoang,

Hines, Dickerson, and Shah (2022),

‘Counterfactual Explanations and Al-

gorithmic Recourses for Machine

Learning: A Review’

for reviews of CE generation methods.

2.2.2 Algorithmic recourse

We briefly discuss CEs in the previous section because they are seen

as the go-to method for algorithmic – or actionable, individual –

recourse, which was introduced in [244]

[244]: Ustun, Spangher, and Liu (2019),

‘Actionable Recourse in Linear Classifi-

cation’

as “the ability of a person
to change the decision of the model through actionable input variables”.

Thus, recourse is distinct from the “explanation” or “justification”

of algorithmic decisions, and more closely related to the notion of

contestability of AI systems [9]

[9]: Alfrink, Keller, Kortuem, and

Doorn (2022), ‘Contestable AI by de-

sign: Towards a framework’

in that it aims not only to improve

the trust in the algorithm but also increase human agency [250]

[250]: Venkatasubramanian and Alfano

(2020), ‘The Philosophical Basis of Al-

gorithmic Recourse’

Agency may be defined as the capacity

to take intentional actions [212], which

underwrites autonomy, or the ability to

self-govern [37]. It remains undecided

whether AR can best promote agency

by providing people with as many op-

tions as possible or with meaningful
options. If the latter, it is unclear what

makes a meaningful recommendation

although we pose that it relates to its

“quality” and/or “actionability”.

.

Consider someone whose application for a bank loan was rejected;

they could be provided with an AR recommendation of the form

“if you had requested $5000 less, you would have qualified for this loan”.

The key consideration for AR is “actionability”, which entails that

the recipient of a recommendation should be able to implement it.

If the person had been informed “if you had been 10 years younger,
you would have qualified for the loan”, they would still receive a valid

CE, but not AR. More recently, [122]

[122]: Karimi, Schölkopf, and Valera

(2021), ‘Algorithmic Recourse: From

Counterfactual Explanations to Inter-

ventions’

has recast the problem as rea-

soning about minimal interventions on the structural causal model.

This formulation (at least theoretically) addresses an important

shortcoming of “correlational” recourse: without accounting for the

downstream causal effects of actions, an individual may exert more

effort than necessary and still fail to achieve the target outcome.

Indeed, counterfactuals are an inherently causal concept [181]
[181]: Pearl (2009), Causality

.

We note that problems similar to AR have been studied under a

variety of different names: actionable knowledge discovery [e.g., 3],

action rules mining [e.g., 189], inverse classification [e.g., 6], why not
questions [e.g., 105], or actionable feature tweaking [237]. These alterna-

tive formulations have generally focused on “business” knowledge

rather than individual recommendations, but ultimately, the goal

of all these approaches is to extract information from a model that

allows the user – an individual or a decision-maker – to act.

We highlight these formulations to emphasize that recourse does

not have to be achieved through CEs. Instead, they should be seen

as one of the means to achieve recourse, particularly promising in

that they do not require expert-level understanding of the model

to be useful. Because of this, we look at algorithmic recourse as

a task rather than a set of methods in this work. We believe that
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the trend of narrowing down the definition of recourse to smaller

and smaller subsets of techniques – culminating in [122] equating

recourse with (only) causal counterfactuals – distracts from the

spirit of the problem: ensuring that humans negatively affected

by algorithmic decisions have the tools to react to these decisions.

In other words, in our interpretation, algorithmic recourse does not

even require a black-box model; settings that rely on “transparent”

models may still benefit from algorithmic recourse solutions.

Existing research has generally considered AR in simplistic set-

tings that are far removed from real-world socio-technical decision-

making systems, where it would be implemented as a process.

For example, such systems are dynamic [192, 243], must support the

implementation of AR at scale [14, 169], and involve various stake-

holders beyond the end-users [32, 261]. Moreover, if the intended

goal of AR is to help individuals subjected to algorithmic decisions

in an effective manner, research must entail a rich understanding

of “actionability” to account for the differences between them [250].

This inherent complexity of algorithmic recourse suggests that its op-

erationalization in real-world contexts requires multi-dimensional

analyses tailored to specific settings, motivating our work.

2.3 On (algorithms in) public administration

In this thesis, we look at algorithmic recourse through the lens of

social security, a process of public administration. While there is

no agreement among scholars on what exactly constitutes public

administration, its primary goal is recognized as the realization of a

government’s goals through the implementation of its policies [103]

[103]: Hasan (2018), ‘Governance and

Public Administration’
.

The concept has originated already in antiquity, but it took until

the early 20
th

century for a rigorous study of public administra-

tion to emerge through the writings of Max Weber on bureaucracy

[43]

[43]: Chapman, Page, and Mosher

(2024), Public administration. Weber identified three components of a successful adminis-

tration in the public sector: (1) the clear division of duties among

offices, (2) the establishment of regulated chains of command, and

(3) the employment of qualified officials [270]

[270]: Waters and Waters (2015), We-
ber’s rationalism and modern society: New
translations on politics, bureaucracy, and
social stratification

. He postulated that a

well-organized (bureaucratic) administration “produces an optimal
efficiency for precision, speed, clarity, command of case knowledge, conti-
nuity, confidentiality, uniformity, and tight subordination” [270].

Many of these advantages are also ascribed to algorithmic decision-

making systems, so it seems unsurprising that bureaucracies turn

to algorithms in their pursuit of efficiency. While the application

of ADM tools by public administration organizations is hardly

a new phenomenon, their burden on society keeps growing along

with their pervasiveness [139]

[139]: Levy, Chasalow, and Riley (2021),

‘Algorithms and decision-making in

the public sector’
. Indeed, the Netherlands has been

“algorithmicizing” its national and local governments for decades,

but only recent advances in AI have raised major concerns about

the impacts of ADM tools on fundamental rights [191]

[191]: Rathenau Instituut (2021), Gov-
erning algorithmic decision-making in gov-
ernment. The role of the Senate..
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Many challenges for algorithmic decision-making systems have

been described in the literature, including the questions of safety

(unexpected dynamics in operational environments), security (risks

of attacks and abuse), privacy (retrieval of information stored in

the training data or model parameters), fairness (equal treatment of

individuals), or explainability [40]

[40]: Castelluccia and Le Métayer

(2019), Understanding algorithmic
decision-making: Opportunities and
challenges

. As algorithms in public admin-

istration contexts are likely to operate on sensitive data (e.g., demo-

graphics) to decide on consequential problems (e.g., social security)

at a large scale (e.g., nationwide), they ought to be kept to excep-

tionally high standards with respect to these values

We can argue about these standards

with the concept of entitlement [273],

e.g., residents of a country contribute

to the social security system with their

taxes, and so they have the “positive

right” to social welfare assistance when

in need but also the “negative right” not

to have their privacy infringed.

.

Regulatory frameworks such as the GDPR or the AI Act pay special

attention to algorithmic tools that produce legal effects for citizens,

but it is worth noting that the “complexity” of a model influences

the required safeguards. To illustrate this point we can look at

rule-based systems used to decide on the eligibility of citizens for

social assistance – while they trigger the protection of the GDPR,

they are unaffected by the provisions of the AI Act [68]

[68]: Enqvist (2024), ‘Rule-based versus

AI-driven benefits allocation: GDPR

and AIA legal implications and chal-

lenges for automation in public social

security administration’

. How-

ever, all forms of data-driven modeling solutions may discriminate

against marginalized groups [249]

[249]: Veale and Binns (2017), ‘Fairer

machine learning in the real world: Mit-

igating discrimination without collect-

ing sensitive data’. For example, digital surveillance

methods have the strongest influence on vulnerable populations

(cf. automated profiling) [72, 73]

[72]: Eubanks (2012), Digital dead end:
Fighting for social justice in the informa-
tion age
[73]: Eubanks (2014), ‘Want to Predict

the Future of Surveillance? Ask Poor

Communities’

. As such, ADM tools aggravate the

power asymmetries inherent to public administration: they create

distance between “those who shape a system” and “those affected by
a system”, with few accountability mechanisms allowing the latter

to achieve meaningful control over the outcomes [147]

[147]: Maas (2023), ‘Machine learning

and power relations’. We view

algorithmic recourse as a task that may help address this problem.



Several interesting publications empha-

size the ethical value of AR [e.g., 23,

136, 250]. Even if recourse is “morally

good”, it is still not necessarily useful.

Approach 3

In this chapter, we explain the goals of our research and motivate

the approach selected to address these goals. First, in Section 3.1,

we outline the objective of our research, and in Section 3.2, we

discuss the questions that allow us to address this objective. Lastly,

in Section 3.3, we explain the Design Science Research paradigm

for practice-oriented research that was applied in this work.

3.1 Research objective

Computer science authors interested in algorithmic recourse tend

to operate in the solution space, without barely having explored

and understood the problem space

We discuss the extent of the existing

understanding of problem space in

Chapter 4; especially Section 4.2.7 high-

lights some ideas that are more strongly

grounded in reality.

. Namely, dozens of techniques

to generate algorithmic recourse have already been proposed in the

literature; however – to the best of our knowledge – the question

“is it useful to be able to generate algorithmic recourse?” has not been

answered yet. While this question may seem provocative, being able

to decide on the value of algorithmic recourse, the requirements

that it can fulfill, or the challenges that it cannot address on its own

is needed to progress the field and allow it to leave CS labs.

Thus, our central research objective is to determine what types of

interventions are required to connect the technical affordances

of algorithmic recourse with the social constraints and needs of

the domains where it could be applied. We will achieve this by

appraising AR mechanisms from the point of view of a realistic

socio-technical system. Through that, we aim to advance the under-

standing of the problem space of algorithmic recourse to facilitate

further developments in its solution space

The problem space can be character-

ized by concepts such as the needs (task

at hand), goals (ways to address the

task), requirements (constraints of the

environment), and stakeholders (agents

that inform the other parts) [149].

The solution space is simply the set of

artifacts that could solve the problem.

.

3.2 Research questions

We define eight questions to help us address the research objective.

We introduce and explain them in this section, describe research

carried out to explore them in Chapters 4 through 8, develop three

(proof-of-concept) artifacts in Chapters 9 through 11, and finally

answer the questions in Chapter 12 (Section 12.1). For every question,

we state the research methods that will be applied to approach it;

Section 3.3 explains how these methods relate to each other.
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Codes are derived from the data.

The first two questions aim to help us understand the current state

of the research on algorithmic recourse. RQ 1 and RQ 2 look at

the four aspects of the problem space – the needs, the goals, the

requirements, and the stakeholders – as envisioned by researchers.

(RQ 1 ) How are the goals and tasks of algorithmic recourse

defined and understood by researchers in the field?

Objective: learn about the authors’ comprehension of the problem

that their solutions (e.g., algorithms or analyses) aim to tackle.

Focus: primarily definitions, but also certain operational aspects

such as stakeholders that receive and implement recommendations.

Methods: literature review (inductive coding) in Chapter 4.

(RQ 2) What types of practical considerations are recognized and

neglected in the literature on algorithmic recourse?

Objective: identify the connections between theoretical research

and practical applications of recourse discussed in the literature.

Focus: primarily operational aspects.

Methods: literature review (inductive coding) in Chapter 4.

The next two questions focus on the actual problem space. Of course,

we look at only one potential application of algorithmic recourse,

but RQ 3 and RQ 4 should still enable us to contrast the research

practices with (some) requirements of the prospective domains.

(RQ 3) How can algorithmic recourse complement the existing

safety mechanisms for ADM tools in public administration?

Objective: learn about the requirements for algorithms in public

administration settings and the ways to improve their reliability.

Focus: current (best) practices in real-world systems.

Methods: semi-structured interviews with experts in Chapter 7,

supported by the case study (desk research) in Chapter 6.

(RQ 4) What needs of public administration could be addressed

by algorithmic recourse but have not been explored yet?

Objective: explore if there exist any potential scenarios (beyond the

improvement of outcomes) where algorithmic recourse solutions

could support algorithmic decision-making in public administration

settings that have not been identified in the literature.

Focus: characteristics, opportunities, threats for ADM in this setting.

Methods: semi-structured interviews with experts in Chapter 7

triangulated against the literature review in Chapter 4.
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RQ 5, RQ 6, and RQ 7 aim to reason about the implementation of

an AR mechanism in a real-world context. To support responsible

uptake, they focus on the ways to evaluate its potential opportunities

and threats before launching pilot experiments with humans.

(RQ 5) How can the authorities explore the potential value of

algorithmic recourse before implementing it in a system?

Objective: present an approach to decide if algorithmic recourse

could, in theory, contribute to the safe operation of a system.

Focus: system safety perspective on algorithmic recourse.

Methods: example System-Theoretic Process Analysis in Chapter 8

(architecture analysis) based on the case study from Chapter 6.

(RQ 6) What are the ways to evaluate the quality of algorithmic

recourse recommendations in practical settings?

Objective: propose a theoretical framework to evaluate algorithmic

recourse mechanisms attending to its abstract emergent properties

These include system-specific values,

e.g., “actionability” or “robustness”.
.

Focus: development of an analysis model.

Methods: artifact of Design Science Research process in Chapter 9

based on the joint analysis from Chapters 4, 7, and 8.

(RQ 7 ) To what extent do “digital twin” solutions allow for the

reliable exploration of potential dynamics of algorithmic

recourse before implementing it in a system?

Objective: develop a simulation model of a real-world system and

evaluate its ability to describe the dynamics of algorithmic recourse.

Focus: long-term multi-agent dynamics of algorithmic recourse.

Methods: computer simulations and computational experiments in

Chapter 10 based on the theoretical analyses in Chapters 8 and 9.

Finally, as a way to “close the (design) loop”, RQ 8 aims to explore

the ways to adapt our findings to other domains and, through that,

strengthen the connections between the problem space(s) and the

solution space(s) of algorithmic recourse in other applications.

(RQ 8) What are the ways to align research on algorithmic recourse

with the requirements of realistic domains?

Objective: compare existing research practices to the requirements

for algorithmic recourse in real-world contexts identified on the

example of a complex socio-technical system from the case study.

Focus: unexplored and underexplored directions of research.

Methods: artifact of Design Science Research process in Chapter 12

based on the joint analysis of all research chapters in this thesis.
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3.3 Design Science Research

Design Science Research (DSR) is a research methodology that orig-

inated in the field of information systems, combining the objectives

of behavioral science (i.e., the analysis of social and organizational

factors in a system) and design science (i.e., the development of

engineering artifacts to support that system) [110]

[110]: Hevner, March, Park, and Ram

(2004), ‘Design Science in Information

Systems Research’
. In effect, DSR is

particularly suitable to develop solutions for practical challenges,

especially ones that take the form of wicked problems [109]

[109]: Hevner and Chatterjee (2010),

‘Design Science Research in Informa-

tion Systems’

– problems

characterized by the lack of clear definition, ill-defined and unsta-

ble requirements, a large number of stakeholders with conflicting

interests, no ideal solution, and so on [201]

[201]: Rittel and Webber (1973), ‘Dilem-

mas in a general theory of planning’
. Given the aforesaid com-

plexity of introducing algorithmic recourse into real-world systems,

our objective clearly yields itself to this approach.

All complete applications of Design Science Research consist of three

interlinked cycles [108]

[108]: Hevner (2007), ‘A Three Cycle

View of Design Science Research’
. First, the “relevance cycle” gathers problems

and requirements from the environment. Second, the “rigor cycle”

contributes theoretical and practical grounding from existing knowl-

edge bases. Third, the “design cycle” develops artifacts to address

the challenge from the environment based on the information from

knowledge bases. Finally, the design artifacts are evaluated in the

environment through the “relevance cycle” and contribute further

knowledge through the “rigor cycle” [108]. Thus, DSR is, by nature,

iterative as it resembles a (guided) search process: the form of final

design artifacts cannot be anticipated upfront. These artifacts can

take various forms – models, constructs, or methods – and should

be provided along with a proof-of-concept instantiation [271]

[271]: Weigand, Johannesson, and An-

dersson (2021), ‘An artifact ontology for

design science research’
.

Seven guidelines for effective Design Science Research have been

formulated by [110]. Most importantly, the DSR process should (1)

contribute a design artifact (2) developed to solve a specific problem.

This artifact should be (3) purposeful (i.e., its evaluation should

prove its utility), (4) innovative (i.e., address a novel problem or

an old problem in a better way), and (5) well-defined, rigorous,

consistent. It should also (6) follow from a clear search process.

Finally, (7) DSR and its artifacts must be communicated effectively.

We make our best effort to respect these guidelines. The structure

of this document roughly follows our complete search process;

we further map all steps in our research (and the corresponding

chapters) against the structure of DSR inquiries in Figure 3.1

All figures in this thesis employ a

color palette accessible for people with

color blindness of [279] and have been

checked for sufficiently high contrast.
.
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Research
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Figure 3.1: Representation of the Design Science Research process as it applies in our work.

The complete application of DSR spans Chapters 4 through 12, i.e., the rest of this manuscript.



We characterize the form of this review

as systematized because we follow a

fully systematic approach to the collec-

tion of records, but their selection is

not necessarily exhaustive [90]. Many

impactful ideas in computer science

are published only in the form of pre-

prints, but these were not collected for

the purposes of this review.

Systematized literature review 4

We begin the exploration of algorithmic recourse with an analysis of

the existing knowledge. This will allow us to verify if our assumption

in Section 3.1 that the problem space of AR is underexplored is

correct. We focus on the authors’ understanding of the concept,

which distinguishes our work from the previous literature reviews

of the field that have focused on the solutions. First, [121] attempted

to unify the definitions and formulations of algorithmic recourse but

otherwise looked at the technical aspects. Second, [251] developed

a rubric to compare counterfactual explainers (equated with AR)

and identified 21 research challenges. While these remained mostly

technical, several of them are relevant to our work, for example,

CEs “as an interactive service to the applicants” or reinforcing “the ties
between machine learning and regulatory communities”.

Specifically, we contribute a systematized review of 127 publications

that address the goals of algorithmic recourse and we evaluate

to what extent they incorporate various practical considerations.

We discuss our approach in Section 4.1, introduce our results in

Section 4.2, derive five recommendations on how to improve the

practicality of research on algorithmic recourse in Section 4.3, and

finally address the limitations of our work in Section 4.4.

Id
en

tifi
ca

tio
n

Records identified from:
▶ ACM Digital Library (𝑛 = 1267)
▶ IEEE Xplore (𝑛 = 513)
▶ SCOPUS (𝑛 = 2139)

Records removed before screening:
▶ Duplicates (𝑛 = 783)
▶ Only meta-data (𝑛 = 44)

Sc
re

en
in

g

First screening by abstract (𝑛 = 3092),
screening completed after 1041 records

Records excluded (𝑛 = 2593),
after encountering 30 irrelevant records

Records from snowballing (𝑛 = 1519),
using top 10% of records by citation countRecords before second screening (𝑛 = 2018)

Second screening by abstract (𝑛 = 2018),
screening completed after 538 records

Records excluded (𝑛 = 1815),
after encountering 60 irrelevant records

Records assessed for eligibility (𝑛 = 203),
appraisal using the full text

Records excluded (𝑛 = 76):
▶ Not on topic (𝑛 = 51)
▶ Duplicates (𝑛 = 15)
▶ Year of publication (𝑛 = 8)
▶ Other formats (𝑛 = 2)

In
cl

ud
ed

Studies included in the review (𝑛 = 127):
[4, 5, 7, 12, 14, 19, 23, 25, 27, 30, 39, 45–47, 50–52, 56–58, 64–66, 71, 74, 80, 81, 86, 93–102, 112,
114, 115, 117–123, 128, 130–134, 136, 140, 144, 146, 151, 154, 155, 158, 159, 162–164, 166–171,
176–180, 182, 184–188, 190, 192, 193, 195, 203, 206, 210, 213, 218, 219, 222, 223, 225–229, 232–234,
240, 241, 243, 244, 248, 250–252, 256–258, 261–268, 276, 277, 281, 284, 285]

Figure 4.1: Identification of studies via

databases and snowballing
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[90]: Grant and Booth (2009), ‘A typol-

ogy of reviews: an analysis of 14 review

types and associated methodologies’

The settings entail feature extraction

using TF-IDF, Naive Bayes classifier,

mitigation of class imbalance with dou-

ble dynamic resampling, and maxi-

mum (certainty-based) query strategy.

[278]: Wohlin (2014), ‘Guidelines for

Snowballing in Systematic Literature

Studies and a Replication in Software

Engineering’

4.1 Setup and protocol

To carry out the literature review, we follow the SALSA – Search,

Appraisal, Synthesis, Analysis – framework introduced in [90].

The first three steps are covered in this section, the analysis follows

jointly in sections 4.2 and 4.3. Figure 4.1 above presents our process

in the form of a PRISMA flow diagram [175].

4.1.1 Search

We make use of 3 search engines to collect the initial set of studies:

ACM Digital Library, IEEE Xplore, and SCOPUS. Given the blurry

distinction between AR and CEs, we consider the papers discussing

either problem. In a small scoping review, we identify several

keywords common to publications on recourse, as well as several

equivalent terms to build the following query:

We adapt this initial query to account

for the semantic differences between

the search engines, see Appendix A.

(“Machine Learning” OR “Artificial Intelligence”
OR “Algorithmic Decision*” OR “Consequential Decision*”
OR Classif* OR Predict* OR “Explainable AI” OR AI OR XAI)
AND (((Counterfactual OR Contrastive OR Actionable) AND Explanation*)
OR ((Algorithmic OR Individual* OR Actionable) AND Recourse)
OR Counterfactual?)

The search is carried out on January 12
th

2024 in titles, abstracts, and

keywords, with 1267 results from ACM Digital Library (The ACM

Guide to Computing Literature), 513 results from IEEE Xplore, and

2139 results from SCOPUS. This leads to a total of 3919 results,

which are imported to the Zotero reference management software

for de-duplication. Afterward, we are left with 3136 results, 44 of

which are meta-data of conference proceedings that we also remove.

To facilitate the screening process, we employ the open-source

ASReview tool, which makes use of an active learning approach to

re-order the set of collected publications, such that the ones deemed

most relevant are always “at the top of the stack” [247]. We run

ASReview on the default settings . The researchers behind the

tool suggest employing a stopping rule measured in the number of

consecutive irrelevant records, which we set to 30, or 1% of the entire

dataset. We accept all papers that focus on algorithmic recourse

and counterfactual explanations, completing the screening after

evaluating 1040 abstracts (33.67% of the dataset), leading to 504

(16.30%) records, among which we identify further 5 duplicates to

remove. This results in the reported number of 499 relevant records.

We observe that some important publications may be missing

from our results. For instance, [261]

[261]: Wachter, Mittelstadt, and Rus-

sell (2017), ‘Counterfactual explana-

tions without opening the black box:

Automated decisions and the GDPR’

was published in the Harvard

Journal of Law & Technology that is not indexed by computer science

search engines. Thus, we decide to augment the set of records by

applying snowballing, which has been shown as a good alternative

to databases in systematic reviews in software engineering [278].



4 Systematized literature review 16

We apply this operational definition

based on the scoping review as we

expect some publications to discuss

the goals of AR without explicitly nam-

ing this field of research.

We decide to make use of citation counts as a proxy for impact. Due

to the lack of a suitable tool that would provide unbiased citation

counts for all papers in our dataset, we collect them from Google

Scholar. Unfortunately, its citation counts tend to be inflated, but we

make use of snowballing purely to enrich the dataset, so this does

not impact the validity of our study. We manually collect the citation

counts for all 499 results from the first screening on January 27
th

and 28
th

, order them descendingly, and collect references for the

top 50 (10%) “most impactful” papers, yielding 1519 new records.

As expected, we observe that [261]

(mentioned above) is referenced by 39

of the 50 publications used for snow-

balling, highlighting its importance.

While this strategy introduces several pre-prints into our result set

[specifically: 97, 114, 133, 166, 192, 251], we decide not to exclude

them. Our review remains primarily concerned with peer-reviewed

work. Here, we also note that [195], which we collected as a pre-print,

has been published between the search and appraisal. As such we

decided to evaluate its published version and refer to it in the text.

After adding the snowballed references into our dataset, we are

left with 2018 records for the second screening with ASReview,

again on the default settings. This time, we look for publications

that specifically refer to the problem of AR, “actionable” CEs,

or modifying outcomes of automated decision-making systems.

We employ a stricter stopping rule to minimize the risk of false

negatives, completing the screening after 60 consecutive irrelevant

records. We evaluate 538 results (26.71% of the dataset), with 203

(10.06%) relevant results that are considered for full-text appraisal.

4.1.2 Appraisal

We were able to retrieve all of the remaining 203 documents. For each

document, we require that the authors explicitly cite recourse as

the center of interest, or look at (1) explanations (2) provided for

individual instances (3) with the goal of acting upon them (4) in

an attempt to modify the predictions (5) of a classification model.

We exclude 51 publications that are not on topic, primarily because

they focus on CEs for the sake of explanation. Five works in this

category look at (what they call) recourse but extend the problem

to settings beyond the scope of this review: recommender systems

[59, 84, 253], text classification [67], and anomaly detection [54].

Further 15 publications are duplicates, typically pre-prints of other

documents that were included in the review. Next, 8 documents were

published before [261] that sparked the research on AR, and thus

we exclude them as well. These look at the alternative formulations

discussed earlier in Section 2.2.2. Finally, two documents are not

publications: one is an abstract of a talk, and the other is a student

poster. For each document, we answer a number of questions relating

to the practical considerations introduced by the authors.
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[78]: Friese, Soratto, and Pires (2018),

‘Carrying out a computer-aided the-

matic content analysis with ATLAS.ti’

4.1.3 Synthesis

To compile the results, we carry out a thematic content analysis

following the approach presented in [78]. First, we explore the data

extracted from the set of publications relevant to each question

to find the commonalities, which allows us to create the initial

set of codes. We evaluate the documents against these codes and

keep track of any other considerations. If these appear in multiple

documents, we create new codes for them. Afterward, we re-evaluate

all documents against the new code. As the coding exercise is carried

out by one author, they do a third pass over all documents to double-

check for potential errors. Finally, where relevant, we cluster the

codes into larger themes. In the analysis, we only look at the explicit

statements provided by the authors; we do not attempt to infer

their understanding of the problem. Thus, the numbers provided

in Section 4.2 should be understood as describing how algorithmic

recourse is discussed in the literature.

4.2 Thematic content analysis

The following eleven sections introduce the results of the thematic

analysis. For brevity, we focus our discussions on the main themes,

but we still highlight specific publications if we observe that the

authors introduce novel, highly relevant considerations that do not

fit into other themes. We begin with more general points such as

definitions in Sections 4.2.1 to 4.2.3. Then, in Sections 4.2.4 to 4.2.7

we investigate the social components of AR research. Finally, in

Sections 4.2.8 to 4.2.11, we look at the aspects relevant to practitioners.

Table 4.1: Forms of contributions.

Code Records

Propose methods 69.3%

Develop theoretical

frameworks
15.7%

Theoretical or empirical

analyses
11.8%

Applications 11.8%

Benchmarks 3.9%

Reviews 2.4%

Total publications in analysis 127

4.2.1 What forms of contributions do authors choose

to make to the research on algorithmic recourse?

We start by looking at the main goals of the collected publications to

validate our assumption that AR literature is primarily concerned

with technical solutions. We annotate each entry with at most two

codes based on the form of contributions; we make the complete an-

notations for this question available in Appendix B. By far the largest

group is propose methods, which applies to 88 (69.3%) out of the 127

publications. These are primarily generators for individual CEs, but

we also find 18 (14.2%) documents that propose other methods. Next,

20 (15.7%) publications develop theoretical frameworks, for instance,

by grounding AR in user studies or providing critical perspectives

on the problem. Further, 15 (11.8%) focus on empirical or theoretical
analyses of the properties of AR, and another 15 publications apply
it in a variety of domains. We did not identify any applications

evaluated with humans in the loop. Lastly, 5 (3.9%) publications

benchmark existing methods, while 3 (2.4%) review them.
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Table 4.2: Definitions of AR.

Code Records

Overturning undesirable

decisions
63.5%

Overturning algorithmic

decisions
58.1%

AR provided to

affected individuals
59.5%

AR provided to

other stakeholders
5.4%

AR requires actionability 52.7%

Technical considerations 35.1%

AR relies on

counterfactual explanations
27.0%

AR requires explanation,

justification, or understanding
24.3%

Future-orientation

or other temporal aspects
13.5%

“Consequential settings” 12.2%

AR as an ability 10.8%

AR requires accounting

for the preferences of recipients
2.7%

Total publications in analysis 74

4.2.2 What are the criteria covered in the authors’

definitions of algorithmic recourse?

We also evaluate what is understood as the problem to be addressed

by AR mechanisms. In particular, what are the criteria to satisfy

authors’ definitions of recourse. A similar question was posed by

[121]

[121]: Karimi, Barthe, Schölkopf, and

Valera (2022), ‘A Survey of Algorith-

mic Recourse: Contrastive Explana-

tions and Consequential Recommen-

dations’

who combined six definitions into “recourse can be achieved by an
affected individual if they can understand and accordingly act to alleviate
an unfavorable situation, thus exercising temporally-extended agency”,

but this approach was far from systematic.

Instead, we are interested in the underlying concepts. While 74

(58.3%) publications explicitly define AR, 16 (12.6%) mention it but

do not include a definition, and 37 (29.1%) do not mention AR,

even though they align with its goals. The most common theme is

overturning undesirable decisions present in 47 definitions (63.5% of

all definitions), but specifically overturning algorithmic decisions is

mentioned only 43 (58.1%) times. It is generally understood that AR
is provided to affected individuals (44, or 59.5%) but 4 (5.4%) definitions

consider stakeholders more broadly. Actionability as a requirement

for recourse is noted in 39 (52.7%) definitions. Then, 20 (27.0%)

publications specifically mention CEs as means to AR, while 26

(35.1%) include other technical considerations in the definitions,

such as “changes to actionable input variables” or “desired classes”.

We also point to several themes that are, interestingly, underrepre-

sented. Only 18 (24.3%) documents mention explanation, justification,
or understanding of a decision as the pre-requisite for AR. Next, 10

(13.5%) highlight future-orientation or other temporal aspects of the pro-

vided recommendations. Although “consequential settings”, typically

bank lending,

Financial domain dominates the eval-

uations as well, with 90 of 116 evalua-

tions on non-synthetic data making use

of at least one finance-related dataset,

most commonly German Credit Data
[111] with 51 uses, see Section 4.2.10.

are given as examples in nine (12.2%) definitions,

they are never explicitly mentioned as the scenarios where recourse

ought to be provided, which may be akin to the “enjoyment of recourse”
as defined by [250] where people are aware that there exists a way

to reverse undesirable decisions. 8 publications (10.8%) promote AR
as an ability. Finally, only 2 (2.7%) publications require that recourse

accounts for the preferences of its recipients.

4.2.3 What are the criteria covered in the authors’

definitions of actionability?

As we observe, “actionability” is a concept that underpins AR but we

discover that, in general, its understanding is limited. 91 (71.6%) pub-

lications attempt to define what it means (for a CE) to be actionable.

Most commonly, in 48 (52.7%) out of 91 definitions, it is understood

as acting only on directly-mutable features, 6 (6.6%) distinguish that

features may be indirectly-mutable but still not actionable, while 22
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(24.2%) also highlight that feature values may need to be constrained.

Next, 19 (20.9%) definitions rely on a tautology that actionability

means people can take actions, 11 (12.1%) emphasize that these actions
must be successful or lead to change, and 3 (3.3%) further require that

they are aligned with people’s real-world objectives. Only 14 (15.4%)

definitions put users at the center stage, indicating that actionability

depends on the user or their preferences, while 2 (2.2%) highlight the

importance of the context [252, 266], for instance, that the ability to act

on a recommendation may change over time. Importantly, ethical

considerations are never mentioned as the pre-requisite for action-

ability, but we find some broader discussions about this [e.g., 250].

Table 4.3: Definitions of actionability.

Code Records

Acting on directly

mutable features
52.7%

Features may be indirectly

mutable but not actionable
6.6%

Feature values may need

to be constrained
24.2%

Actionability is when people

can take actions
20.9%

Actionability depends on

a user or their preferences
15.4%

... that are successful

or lead to change
12.1%

... that are aligned with their

real-world objectives
3.3%

Actionability depends on

the context
2.2%

Total publications in analysis 91
4.2.4 What is the role of end users? What other

stakeholders are envisioned in the recourse process?

Given that AR is to be implemented in socio-technical systems that

include a variety of actors, we are interested in the types of stake-

holders acknowledged in the literature. A total of 105 publications

provide explicit consideration of this type. In general, end-users

subject to algorithmic decisions are envisioned to be the recipients

of AR, but this is not always the case: it may also be provided to

experts [e.g., 46, 47, 134] or organizations [e.g., 118, 128, 256], which

highlights that in some cases AR may be carried out on behalf of

the affected individuals. In any case, 47 (44.8%) publications in the

subset agree that end users should inform actionability, but it is

rarely clear how these preferences should be specified. User-friendly

(interactive) interfaces are a consideration in only 14 (13.3%) docu-

ments. A total of 29 (27.6%) publications envision domain experts as

a group that informs the recourse process. They are either expected

to inform actionability in the AR system or provide other forms

of knowledge, typically in the form of a causal structure. Besides

the experts, authors of 35 (33.3%) papers have discussed a variety

of stakeholders. Most commonly system owners [e.g., 45, 64, 71,

164], but also auditors [e.g., 244, 268], data scientists [e.g., 56, 154],

developers [e.g., 47, 232], practitioners [e.g., 178, 266], regulators

[e.g., 56, 219], or even potential attackers [180].

Table 4.4: Stakeholders in AR process.

Code Records

End-users should

inform actionability
44.8%

... through user-friendly

(interactive) interfaces
13.3%

Domain experts should

inform actionability
27.6%

Other stakeholders

mentioned
33.3%

Total publications in analysis 105

4.2.5 What types of real-world considerations motivate

or underlie existing research?

With the multitude of challenges that stand ahead of real-world AR,

we are interested in the considerations that motivate existing work.

The main theme we find is ensuring proper individual actionability,

which is addressed in 46 (37.4%) of 123 publications relevant to

this question. This is typically achieved with the encoding of user

preferences as constraints, but other ideas have been proposed, e.g.,

providing diverse CEs. Tackling specific desiderata for AR (beyond

actionability) is the second largest area of research with 28 (22.8%)
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publications. Various other technical challenges, such as integrating

background knowledge [e.g., 30, 115, 119, 176] or incorporating

feature importance [e.g., 5, 7, 171, 206] are considered in 24 (19.5%)

documents. We also find 19 (15.4%) publications that discuss the

problem of communicating recourse to the end users. 16 (13.0%) focus on

the dynamics of real-world systems, typically addressing the robustness

of algorithmic recourse [e.g., 132, 166, 168, 243], while 14 (11.4%)

look at its mechanisms in multi-agent systems. This also relates to

performance considerations emphasized in 15 (12.2%) of documents.

Causality drives research in 14 (11.4%) cases. We also find several

themes that are under-emphasized: only 9 (7.3%) publications are

directly motivated by research in psychology, while ethics of AR are

emphasized in only 7 (5.7%) documents.

Table 4.5: Real-world considerations.

Code Records

Ensuring proper

individual actionability
37.4%

Tackling specific

desiderata for AR
22.8%

Other technical challenges 19.5%

Communicating recourse

to the end users
15.4%

Dynamics of real-world

systems
13.0%

Performance considerations 12.2%

Recourse in multi-agent

systems
11.4%

Causality 11.4%

Motivation from psychology 7.3%

Motivation from ethics 5.7%

Total publications in analysis 123

4.2.6 What types of real-world considerations are seen

as challenges for future work?

While the previous section looked at the considerations that drive

existing research, in this section we distill the recommendations for

future research going beyond the improvement of own work, which

are provided in 74 documents. Causality is highlighted as a challenge

in 22 (29.7%) of them, while other technical considerations are given in

20 (27.0%) cases. These range from robustness [e.g., 96, 210, 243],

support for categorical features [e.g., 66, 267], or distinguishing

between valid CEs and adversarial examples [177]. Next, 19 (25.6%)

documents highlight the importance of ensuring proper individual
actionability, which also relates to communicating recourse to the end
users (9, or 12.2%) and supporting realistic cost functions (8, or 10.8%).

Ethics of AR are highlighted in 11 (14.9%) publications, for example,

that AR research may detract from other obligations of model

owners [136, 234]. The same number of publications emphasize the

need to (1) ground research in user studies, and (2) accommodate for

the dynamics of real-world systems. Privacy or security is highlighted in

10 (13.5%) documents, while the abuse of recourse, such as strategic

behaviors, surfaces in 7 (9.4%) papers. Other challenges include

improving performance (8, or 10.8%), considering multi-agent systems
(4, or 5.4%), and developing legal frameworks (4, or 5.4%) for recourse.

We also highlight several challenges particularly relevant to our

work: (the usefulness of) recourse is perceived as difficult to evaluate

in practice [80, 112, 203], it must account for individual, contextual,

societal, and even cultural factors [222], which further means that

engagement with recourse mechanisms and the likelihood of its

implementation are context-dependent [e.g., 7, 81, 228].

Table 4.6: Real-world challenges.

Code Records

Causality 29.7%

Other technical challenges 27.0%

Ensuring proper

individual actionability
25.6%

Dynamics of real-world

systems
15.4%

Ethics of AR 14.9%

Ground research

in user studies
14.9%

Privacy or security 13.5%

Communicating recourse

to the end users
12.2%

Supporting realistic

cost functions
10.8%

Performance considerations 10.8 %

Mitigating abuse of recourse 9.4%

Recourse in multi-agent

systems
5.4%

Developing legal frameworks 5.4%

Total publications in analysis 74
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[93]: Guidotti (2022), ‘Counterfactual

Explanations and How to Find Them:

Literature Review and Benchmarking’

[121]: Karimi, Barthe, Schölkopf, and

Valera (2022), ‘A Survey of Algorith-

mic Recourse: Contrastive Explana-

tions and Consequential Recommen-

dations’

[251]: Verma, Boonsanong, Hoang,

Hines, Dickerson, and Shah (2022),

‘Counterfactual Explanations and Al-

gorithmic Recourses for Machine

Learning: A Review’

Table 4.7: Group-level dynamics.

Code Records

Fairness 8

Global insights 7

Sub-population

considerations
5

Dynamics of real-world

systems
3

Game-theoretic approaches 3

Total publications in analysis 26

4.2.7 What types of (emergent) group-level dynamics

are addressed in the existing research?

Real-world systems entail the implementation of recourse by multi-

ple agents, which may introduce group-level dynamics. However,

out of 119 documents relevant to this question, 93 (78.2%) seem to un-

derstand algorithmic recourse as a purely individual phenomenon.

Among the remaining 26 documents we find considerations for

several different group-level effects. Various perspectives on the

problem of fairness, covering both individual and group formula-

tions are addressed by [19, 66, 97, 218, 219, 232, 258, 264]. Next, [14]

shows that the implementation of AR on a large scale may lead

to domain and model shifts

Such endogenous dynamics were pos-

tulated earlier in the first version of

[192] dated December 22
nd

2020, but

the authors have completely removed

this discussion from the subsequent

versions of the pre-print.

, which introduce unexpected costs

for the stakeholders. In [81], the authors focus on another nega-

tive consequence of AR at scale, showing that it may reinforce

social segregation. The impact of the “right to be forgotten”, where

data deletion requests trigger model retraining that may invalidate

existing recourses is addressed in [132]. Then, [169] develop a game-

theoretic framework for AR in multi-agent settings, attempting to

optimize for “social welfare” rather than the profits of individual

agents. We find two further similar perspectives on recourse: [71]

proposes auditing and subsidies to minimize the risks of strategic

behaviors in a multi-agent setting, while [241] attempts to incen-

tivize actual improvement for a population of agents. Finally, [118]

provides a framework that generates transparent and consistent

recommendations for a sub-population. Two other lines of research

account for the remaining papers with group-level considerations.

First, in a causal setting [e.g., 124, 130] sub-populations are neces-

sary to estimate the interventional effects on individuals. Second,

some works highlight the importance of global insights into the data

[47, 80, 86, 140, 187, 193, 262], e.g., recourse summaries [140, 193].

4.2.8 What are the requirements for proposed methods?

While we do not attempt to repeat the excellent analyses of the

characteristics of methods as provided in [93], [121], and [251],

we emphasize that strict requirements for the application of methods

may be an important obstacle to the broader adoption of AR by

practitioners. Out of 88 publications that propose methods for AR,

70 (79.5%) focus on the generation of individual CEs. Among the other

18 works, we find, for example, [140, 193] that offer methods to

generate global insights (“summaries” of recourses), or [227] that

attempts to visualize CEs against the decision boundary of a model.

Notably, we find that as many as 25 CE generators (35.2% of all

CE generation methods) are either model agnostic or can be natu-

rally extended into a model-agnostic setting. This follows from the

large popularity of formulations relying on genetic algorithms (8, or
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[126]: Keane, Kenny, Delaney, and

Smyth (2021), ‘If Only We Had Better

Counterfactual Explanations: Five Key

Deficits to Rectify in the Evaluation of

Counterfactual XAI Techniques’

11.4%), linear or quadratic programming (7, or 10.0%), and satisfiability
approaches (4, or 5.7%). Purely gradient-based formulations remain

the single largest category with 13 (18.5%) methods. We also find

4 (5.7%) methods based on case-based reasoning and one (1.4%)

formulation using only greedy heuristics [86]. Slightly over half

of the generators – 37 (52.9%) – rely on other or mixed approaches.
The former includes graphs [25, 182], program synthesis [58, 186],

Monte Carlo sampling [195], or deep reinforcement learning [46].

The latter includes, e.g., gradients with heuristic refinement [284]

or gradients with kernel-density estimation [168]. We find that 16

(22.5%) methods are designed for specific model types, most com-

monly trees or tree ensembles. Next, 13 (18.3%) methods require the

practitioner to train a new model, for instance, a residual GANs [163],

or different types of VAEs [65, 81, 123, 151, 179]. Finally, 10 (14.3%)

methods require the specification of the full SCM or a causal graph.

Table 4.8: Requirements.

Code Records

Generation of individual CEs 70

Other goals 18

Fully model-agnostic 25

Multiple model types 29

Fully model-specific 16

Gradient-based formulations 13

Genetic algorithms

formulations
8

Linear or quadratic

programming formulations
7

Case-based reasoning

approaches
4

Satisfiability approaches 4

Heuristic approaches 1

Other and mixed

formulations
37

Training a new model 13

Full SCM or a causal graph 11

Total publications in analysis 88

Table 4.9: Realistic evaluation.

Code Records

Case studies 54.9%

Walk-through examples 17.6%

Experiments

with non-expert users
19.6%

Experiments

with expert users
7.8%

Interviews with experts 2.0%

Other involvement

of experts
3.9%

Other involvement

of non-experts
2.0%

Total publications in analysis 51

4.2.9 What are the approaches to the realistic evaluation

of proposed methods?

We now explore the different forms of “real-world” evaluations,

going beyond quantitative experiments, which are present in 51

publications. Most commonly, in 28 (54.9%) of these, the authors

make use of case studies presenting the methods in an end-to-end

manner. Among them, the application of recourse in the Hired.com

marketplace goes furthest in simulating real-world conditions for

AR [164], but the recommendations are still not evaluated with

humans in the loop. Further, 9 (17.6%) documents include other

forms of short walk-through examples. We also identify 14 (27.5%)

papers that evaluate the methods with user experiments, 10 of which

involve non-expert users and 4 involve expert users. While we do

not observe any interviews with non-expert users, we find 1 (2.0%)

publication where experts are interviewed [47]. Other involvement of
non-experts applies to [206], where they inform the development of

methods. Other involvement of experts is featured in two documents

where they evaluated the outputs of methods [51, 233]. Altogether,

end users were involved in 17 publications, which is only 13.3% of

all publications covered in our study, even more striking than the

21% of CE methods evaluated with user studies as reported in [126].

4.2.10 Which datasets are used in the computational

experiments with the proposed methods?

We argue that datasets used in evaluation can help us understand

domains where the authors envision their methods would be ap-

plied. Unfortunately, we find that the referencing standards for

datasets in algorithmic recourse literature are sub-par. For instance,

the Default of Credit Card Clientsdataset introduced by [283]

is referred to under six different names. To resolve such differences,
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we work backward, following the references to a primary source.

This poses another problem: we find that authors do not always

refer to the primary sources for the datasets used in the evaluation.

As one example, [192] and [193] make use of a dataset referred to

as Bail, both referring to another publication of one of the authors.

When cross-referenced with the target publication we find that it

is a tertiary source. Relatedly, we find many publications simply

referring to dataset repositories rather than individual datasets.

We find 100 different datasets used in 116 publications that report

evaluations with non-synthetic data. Financial domain dominates

the landscape, with 90 (77.6%) publications using at least one related

dataset. These include Statlog (German Credit Data) [111] in 51

(44.0%) papers and further 4 (3.4%) using its improved version

South German Credit [242], Adult [26] in 43 (37.1%) papers, or

Default of Credit Card Clients [282] and Home Equity Line

of Credit [75], both referenced 19 (16.4%) times. Another popular

choice is the COMPAS Recidivism Risk Scores dataset [135] used

24 (20.7%) times. Proprietary datasets were used in 12 (10.3%)

papers, nine of which focus on the application of AR

This means that 60% of papers that

apply AR cannot be reproduced.
. In 82 (70.7%)

publications the evaluation relies on at least one other dataset.

Table 4.10: Non-synthetic datasets.

Code Records

Statlog (German Credit Data) 77.6%

South German Credit Data 3.4 %

Adult 37.1%

COMPAS Recidivism

Risk Scores
20.7 %

Default of Credit Card Clients 16.4%

Home Equity Line of Credit 16.4%

Proprietary datasets 10.3 %

Other datasets 70.7%

Total publications in analysis 116

Table 4.11: Documentation practices.

Code Records

Open-source code

available
55.2%

Open-source code

not available
44.8%

Instructions on general usage 27

Instructions on reproduction 23

Walk-through tutorials 19

Documentation 4

No materials for practitioners 13

Total publications in analysis 116

4.2.11 What are the open source and documentation

practices in the research on algorithmic recourse?

Finally, we note that the lack of availability of well-documented

open-source code may be an important obstacle to the application of

AR in real-world systems. For all 116 publications that involve some

form of computational experiments, we verify whether the source

code is publicly available. If the authors do not explicitly link to their

code in the paper, we attempt to find it independently. Ultimately,

we collect open-source implementations for 64 (55.2%) publications.

Then, for each of them, we evaluate the quality of documentation.

The instructions on the general usage (installation and workflow) are

provided with 27 (41.5%) repositories, while instructions on the
reproduction of results in 23 (35.4%). In 19 (29.2%) cases we find walk-
through tutorials, typically in the form of Jupyter Notebooks, although

we note that they differ in quality. For instance, five repositories

include code-only notebooks with no further textual explanation

that could guide the practitioner. Implementations for four papers

include more “professionalized” documentation [14, 159, 178, 266].

The latter sets a golden standard as it further includes a tutorial

video and a live demo. We do not find any additional materials for

practitioners for 13 (20.0%) of the available implementations.
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[136]: Leben (2023), ‘Explainable AI as

Evidence of Fair Decisions’

[63]: Dobbe and Wolters (2024), ‘To-

ward Sociotechnical AI: Mapping Vul-

nerabilities for Machine Learning in

Context’

[62]: Dobbe, Krendl Gilbert, and Mintz

(2021), ‘Hard choices in artificial intel-

ligence’

[208]: Schaar and Rashbass (2023), The
case for Reality-centric AI

[215]: Selbst, boyd, Friedler, Venkata-

subramanian, and Vertesi (2019), ‘Fair-

ness and Abstraction in Sociotechnical

Systems’

4.3 Discussion of the literature review

Here, we summarize the review. First, in Section 4.3.1, we explain

why reframing algorithmic recourse as a socio-technical problem is

necessary to allow for its adoption in real-world contexts. Second,

we provide other researchers with five recommendations to help

them address this challenge in Section 4.3.2.

4.3.1 Algorithmic recourse as a socio-technical challenge

Regardless of whether AR can be normatively expected or not

[136], many systems can genuinely benefit from such mechanisms,

especially when the interests of the system owner and the end users

are aligned [128], such as in the public administration contexts (our

case study), in the healthcare system to improve the well-being

of patients [134, 171, 265], or on the online platforms that aim

to enhance the experience of their users [164, 237]. Nonetheless,

the values and norms underlying recourse – trust, agency, fairness,

safety, and so on – are emergent properties of systems where

AR mechanisms would be introduced. Such norms can only be

understood and evaluated when accounting for the technical, social,

and institutional components of a system [63], but the latter two

remain largely unexplored in the recourse literature.

Recourse is not inherently safe or unsafe, but its (incorrect) imple-

mentation may lead to the emergence of unsafe dynamics, such as

the unexpected costs to stakeholders as discussed by [14] or the re-

inforcement of social segregation addressed in [81]. While it may

be too challenging to provide accurate system-level evaluations at

this stage of research, authors can still expand the boundaries of

their analyses to account for global effects or look at the position

of recourse mechanisms in the broader context of a complete socio-

technical AI system [62]. As AR is a “reality-centric AI” problem

[208] by its nature, working towards its integration into existing

systems will require a design-oriented approach, potentially with

specific systems in mind. The “Abstraction Traps” discussed by [215]

in the context of research on fair machine learning apply here: that

technical solutions designed for one social context cannot be di-

rectly repurposed for another application, that values to which they

are expected to adhere to cannot be captured with mathematical

formulas, that their insertion into an existing process will impact its

behavior, or that the best solutions may not necessarily be technical.

It is perhaps most telling that only 12% of surveyed publications

attempt to apply recourse in realistic settings. We will discuss

two of these settings to highlight the stark differences in system

properties. Most of the applications included in our review focus

on the provision of actionable individual recommendations to

students [4, 5, 50, 188, 226, 240, 276]. In this relatively low-stakes
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domain almost any recommendation will be actionable in that

following a personalized set of learning activities does not require

resources other than time. Even then, the system involves multiple

actors – students, teachers, parents – whose interactions will impact

the process, e.g., because students may fail to benefit from learning

activities without additional support. Conversely, we find several

publications where authors attempt to provide recourse in the high-

stakes medical domain [134, 171, 265]. Here, recommendations must

be tailored to the preferences, resources, or lifestyles of patients to

have a chance of being actionable. Moreover, certain aspects of their

implementation fully depend on other actors, such as a clinician

prescribing the medications. It may also happen that recourse does

not exist if the health outcomes of a patient cannot be improved.

4.3.2 Recommendations for future research

We distill our findings from the review into five recommendations.

First, in Sections 4.2.2, 4.2.3 we observed that operational defini-

tions for recourse are still unavailable. Second, Sections 4.2.4 and

4.2.9 underlined insufficient consideration for people involved in

recourse processes. Third, Sections 4.2.5, 4.2.6 highlighted the over-

whelmingly technical approaches to recourse. Fourth, Section 4.2.7

stressed the lack of group-level analyses. Fifth, from Sections 4.2.9

to 4.2.11 we learned about the missing consideration of practitioners.

Our recommendations are primarily targeted at other researchers,

but they can also inspire practitioners to think about algorithmic

recourse in their domains. Hence, for each recommendation, we

derive examples of two questions to encourage thinking about the

meaning of algorithmic recourse in specific domains.

1. Broadening the scope of research.

AR is generally seen as a service for affected individuals, but this for-

malization may be unnecessarily limiting. In fact, in many systems,

these individuals may be unable to directly act on recommendations

[see 250]. Instead, we propose to operationalize the aim of AR as

the provision of recommendations aligned with the preferences of

non-expert users in an attempt to help them improve outcomes in an

ADM setting, which emphasizes easy to understand and individually
actionable recommendations as the key research problem.

Example questions for practitioners:

▶ Who would be responsible for implementing recommendations?
▶ How would the preferences of end-users be collected?
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2. Engaging end-users, affected individuals, and communities.

Algorithmic recourse solutions are rarely evaluated with humans.

Instead, they attempt to satisfy a variety of desiderata formulated by

authors and assessed in an automated manner. Sparsity or proximity

are far from perfect proxies for individual actionability. For AR to

be useful, it must satisfy the preferences of its end users. Research is

also necessary to learn about the needs of the affected individuals,

and to validate the potential contributions and inherent limitations

of AR. Authors may benefit from the rich literature on human-

computer interaction [e.g., 18, 48] or psychology.

Example questions for practitioners:

▶ What should be the measures for the quality of an AR mechanism?
▶ How would the recommendations be communicated to end-users?

3. Accepting a socio-technical perspective.

A pervasive assumption in the literature is that all challenges of

AR require purely technical solutions. For instance, many authors

emphasize the importance of causal modeling to guarantee recourse,

but the models that aim to be explained are themselves not causal.

Similarly, to improve the performance of CE generators many au-

thors turn to deep generative models [65, 81, 114, 123, 151, 163, 179].

Not only do they explain the data rather than the model [16], but

more importantly they shift the problem from improving the trust in

non-interpretable models, to attempting to trust non-interpretable

explainers. Although a socio-technical perspective on AR brings its

own challenges, such as accounting for the roles of stakeholders

involved in the provision of recourse, it creates important oppor-

tunities. For example, developing “recourse contracts” [64, 74] or

designing feedback processes to account for imperfect robustness.

Example questions for practitioners:

▶ What (types of) procedures are already in place?
▶ What (types of) stakeholders would interact with the AR mechanism?

4. Accounting for emergent effects.

Decision-making systems involve multiple individuals that may

have competing interests. From the onset, research on AR should

consider group-level effects, such as external costs or fairness, to

explore these dynamics. This requires expanding the boundaries

of analysis, but it is necessary to ensure the safe operation of the

system. Dynamics may also emerge due to multi-system interactions:

changes implemented by an individual to improve their outcomes

in one system will affect them in other contexts [see also 23].

Example questions for practitioners:

▶ What (types of) dynamics could put the system in hazardous states?
▶ What would be the ways to mitigate these unsafe dynamics?
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5. Attending to other operational aspects.

Finally, the artifacts of AR research should be practitioner-friendly.

This requires being explicit about the position of the proposed

methods in a broader system, for example, in the form of end-to-end

case studies that allow practitioners to better understand the benefits

of the proposed solutions. Moreover, we suggest that authors should

attempt to move away from merely providing scripts for experiments

and focus on developing well-documented frameworks that can be

adapted to different algorithmic decision-making systems.

Example questions for practitioners:

▶ Which existing AR solutions could be applicable in the system?
▶ What are the ways to tailor them to the system’s specific constraints?

4.4 Limitations of the literature review

This review is not without shortcomings. Most importantly, for each

paper the extraction and coding of data was performed by a single

author, which means that the quantitative results may be imperfect.

We account for this by focusing the analysis on the overarching themes
represented in existing publications, thus, even if another researcher

would have carried out the coding in a somewhat different manner,

they should arrive at similar results and our analysis remains

valid. Additionally, as our review ultimately looks at the authors’

perception of recourse, we do not want to misconstrue their views.

We do not infer any considerations unless they are stated explicitly.

Our reading may be more strict than intended by the authors and

the numbers reported in our results may be underestimated. At the

same time, we believe that if certain considerations are deemed

important by the researchers, they would choose to be explicit about

them. Finally, although we followed a systematic process, we cannot

claim that we collected AR literature in an exhaustive manner

Again, the impossibility of performing

an exhaustive search follows from the

specificities of CS publishing. Some

other pertinent publications pointed

out by a reviewer of our NeurIPS

submission include [70, 129, 238] on

human-in-the-loop preference elicita-

tion and [28, 76] on multi-agent effects.

. Thus,

we acknowledge that there may exist some insightful publications

addressing recourse that have not been covered in this review.
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Having investigated the knowledge base of algorithmic recourse,

we move on to explore the environment of our problem in the coming

few chapters. We start by introducing the background for our case

study, further discussed in Chapter 6. We explain the forms of social

assistance available to the residents of the Netherlands in Section 5.1,

with a focus on bĳstanduitkering under Participatiewet in Section 5.2.

Next, in Section 5.3, we elaborate on other international, national,

and local laws that shape the functioning of social assistance. Finally,

Section 5.4 motivates the case study by evaluating the interest of

Dutch municipalities to employ algorithms in this domain based on

the publicly available information from the Algorithm Register.

5.1 Instruments of social assistance

The Ministry of Social Affairs and Employment (Ministerie van Sociale
Zaken en Werkgelegenheid; SZW) is responsible for the national policy

on social security, including social assistance, in the Netherlands.

Depending on the specific type of assistance, various administrative

units are involved in the implementation of insurances:

All links in this chapter have been

accessed on September 29, 2024, and

saved in the Internet Archive Wayback

Machine to ensure traceability.

Where not explicitly cited, the links

refer to the information provided by

the central government on the pages of

Rĳksoverheid.nl [199].

▶ Employee Insurance Agency (Uitvoeringsinstituut Werkne-
mersverzekeringen; UWV) responsible for unemployment ben-

efits under Werkloosheidswet (WW) and schemes for people

with disabilities, including WAO, WIA and Wajong.

▶ Social Insurance Bank (Sociale Verzekeringsbank; SVB) respon-

sible for long-term insurances such as pension schemes (AOW),

care for vulnerable elderly people (Wlz), and child benefits.

▶ Individual municipalities are responsible for certain other

forms of benefits that aim to ensure the residents’ income

does not fall below the social assistance standard. Most im-

portantly for this thesis, municipalities are responsible for the

implementation of the Participation Act (Participatiewet)
Financial aid under Participation Act

is known as bĳstand or bĳstanduitkering,

directly translated as “assistance”.

, but

also the benefits for people who become unemployed close

to retirement age (IOW, IOAW, IOAZ), and different forms of

support under the Social Support Act (Wmo 2015) to ensure

that people can live in their own homes as long as possible.

Our case study focuses on a machine learning model deployed to

support the municipality of Rotterdam in the implementation of

regulations laid out in the Participation Act. Hence, we will focus

on this form of social assistance in Section 5.2.

https://web.archive.org/web/20240929151707/https://www.rijksoverheid.nl/ministeries/ministerie-van-sociale-zaken-en-werkgelegenheid
https://web.archive.org/web/20240929151707/https://www.rijksoverheid.nl/ministeries/ministerie-van-sociale-zaken-en-werkgelegenheid
https://web.archive.org/web/20240929153107/https://www.rijksoverheid.nl/contact/contactgids/uitvoeringsinstituut-werknemersverzekeringen-uwv
https://web.archive.org/web/20240929153107/https://www.rijksoverheid.nl/contact/contactgids/uitvoeringsinstituut-werknemersverzekeringen-uwv
https://web.archive.org/web/20240929153208/https://www.rijksoverheid.nl/contact/contactgids/sociale-verzekeringsbank-svb
https://web.archive.org/web/20240929153208/https://www.rijksoverheid.nl/contact/contactgids/sociale-verzekeringsbank-svb
https://web.archive.org/web/20240929155334/https://www.rijksoverheid.nl/onderwerpen/bijstand/regels-voor-bijstand
https://web.archive.org/web/20240929155334/https://www.rijksoverheid.nl/onderwerpen/bijstand/regels-voor-bijstand
https://web.archive.org/web/20240929155217/https://www.rijksoverheid.nl/onderwerpen/uitkering-oudere-werklozen-ioaw-iow-ioaz
https://web.archive.org/web/20240929155217/https://www.rijksoverheid.nl/onderwerpen/uitkering-oudere-werklozen-ioaw-iow-ioaz
https://web.archive.org/web/20241002124512/https://www.rijksoverheid.nl/onderwerpen/zorg-en-ondersteuning-thuis/wmo-2015
https://web.archive.org/web/20241002124512/https://www.rijksoverheid.nl/onderwerpen/zorg-en-ondersteuning-thuis/wmo-2015
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Similar “quid pro quo” obligations are

enforced in IOAW and IOAZ benefits.

Many municipalities additionally run

web forms or phone numbers for anony-

mous reporting of welfare fraud.

5.2 Legal framework for bĳstand

The Participation Act entered into force on January 1
st

2015, defining

a form of assistance for all residents of the Netherlands who are

able to work but cannot find employment [174]. People who become

unemployed are initially covered under the WW-uitkering after

registration as a job seeker with the UVW [274]. The length of

coverage depends on the employment history, ranging from three

months to two years [245]. After this period, people are transferred

to the care of their municipality under the Participation Act.

According to the data from Statistics Netherlands (Centraal Bureau
voor de Statistiek; CBS), roughly five million people in the Netherlands

receive some form of social support, but the number of people

insured under Participatiewet differs greatly between municipalities.

[42]. While in a majority of municipalities the density is roughly 10 to

15 per 1000 inhabitants, in the top 10 most populated municipalities

it averages 44 per 1000 inhabitants. In particular, in Rotterdam, 6.1%

of residents receive bĳstand, the highest percentage in the country.

To be entitled to the bĳstanduitkering individuals must:

( a ) be 18 years of age or older;

( b ) have a Dutch address;

( c ) have a Dutch citizenship or valid residence permit;

(d ) have income below the social assistance standard;

( e ) not be eligible for another form of social assistance;

( f ) not be in prison or a detention center.

Additionally, recipients must remain registered as job seekers and

accept any employment that is offered to them, and they may be

obligated by the municipality to carry out volunteer work [183].

The latter may take various forms of socially useful tasks, e.g.,

helping in shelters for unhoused people or supervising playgrounds.

The maximum amount of bĳstand is tied to the gross statutory

minimum wage, which is adjusted twice every year. For a particular

resident, it further depends on their marital (or co-habitation status),

as well as the number of adult cost-sharers in the household

As one example, the minimum wage

standard on September 29, 2024 was

€2,133.60 and the maximum amount

of bĳstand for a single person younger

than retirement age was €1,308.45..

As the implementation of Participatiewet is the responsibility of the

individual municipalities, there exist some differences with regard

to the methods employed to ensure the eligibility of recipients.

All municipalities must periodically re-examine the recipients of

bĳstand to ensure that benefits are duly granted

There are certain exceptions in the Par-

ticipation Act. For instance, people may

be re-examined only once every two

years and only after having received

assistance for more than six months.

. Nonetheless, they

may employ various tools to nominate residents for re-examination,

such as random, expert-driven, or algorithm-driven selections [35].

This also means that different municipalities may approach the

re-examinations with different levels of strictness (see Chapter 7).

https://web.archive.org/web/20240929161314/https://wetten.overheid.nl/BWBR0015703/2024-07-01
https://web.archive.org/web/20240929161314/https://wetten.overheid.nl/BWBR0015703/2024-07-01
https://web.archive.org/web/20240929161801/https://www.werk.nl/werkzoekenden/over-werk-nl/dienstverlening/bijstand/
https://web.archive.org/web/20240929162026/https://www.uwv.nl/nl/ww/hoelang-ww
https://web.archive.org/web/20240929162026/https://www.uwv.nl/nl/ww/hoelang-ww
https://web.archive.org/web/20240929170447/https://www.cbs.nl/en-gb/figures/detail/37789eng
https://web.archive.org/web/20240929170447/https://www.cbs.nl/en-gb/figures/detail/37789eng
https://web.archive.org/web/20240929171228/https://www.cbs.nl/nl-nl/deelnemers-enquetes/decentrale-overheden/soc-zekerheid-overheid/bijstandsuitkeringenstatistiek--bus--
https://web.archive.org/web/20240929162719/https://www.rijksoverheid.nl/onderwerpen/bijstand/vraag-en-antwoord/wanneer-heb-ik-recht-op-bijstand
https://web.archive.org/web/20240929165101/https://www.samenvoordeklant.nl/dossier/participatiewet
https://web.archive.org/web/20240929165101/https://www.samenvoordeklant.nl/dossier/participatiewet
https://web.archive.org/web/20240929165824/https://www.rijksoverheid.nl/onderwerpen/bijstand/vraag-en-antwoord/hoe-hoog-is-mijn-bijstandsuitkering
https://web.archive.org/web/20240929165824/https://www.rijksoverheid.nl/onderwerpen/bijstand/vraag-en-antwoord/hoe-hoog-is-mijn-bijstandsuitkering
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5.3 Other relevant laws

Apart from the Participatiewet, several other legislative acts are

relevant for the implementation of municipal social assistance.

In this section, we do not aim to be exhaustive; instead, we highlight

several of the most important acts to reflect on the complexity of the

legislative landscape and inform the further analysis of the system

This section, and specifically the inclu-

sion of GDPR, Awb, and Wet SUWI

was initially informed by the analysis

of the Algorithm Audit; we refer the

reader to Appendix A in [11].

.

European Convention on Human Rights (ECHR)

Article 8 of ECHR defines the right to respect for private and family life,
according to which public authorities must not interfere with the

private and family life, home, and correspondence of citizens unless

it is “necessary in a democratic society (...) for the prevention of disorder
or crime”. Notably, Article 8 is understood to impose a requirement

for public authorities to ensure a fair balance

This interpretation has previously led

The Hague District Court to determine

that the fraud detection “System Risk

Indication” (SyRI) model was unlawful

and its outcomes not binding [194].

between the rights

of an affected individual and the community as a whole.

General Data Protection Regulation (GDPR)

Several provisions of the GDPR are relevant for this setting. First,

with regard to algorithm-driven nominations, Article 4 defines

profiling as “any form of automated processing of personal data consisting
of the use of personal data to evaluate certain personal aspects relating to a
natural person”. Additionally, Article 5 outlines the principles relating

to the processing of personal data, including the requirement to

process data “lawfully, fairly and in a transparent manner” and collect

it for “specified, explicit and legitimate purposes”. Next, Articles 13-

15 discuss the right of a data subject to access their personal

data, specifically requiring the data controllers to inform about “the
existence of automated decision-making” and to provide “meaningful
information about the logic involved”

Same provisions are codified for differ-

ent types of systems, and thus relevant

rules include 13(2)f, 14(2)g, and 15(1)h.

. Finally, Article 22 bestows the

right “not to be subject to a decision based solely on automated processing,
including profiling”, although its phrasing indicates the article is only

applicable in settings where humans are not involved at any step of

the decision process (i.e., decisions are fully automated).

Artificial Intelligence Act (AI Act)

While the AI Act entered into law only on August 1
st

2024 and

thus its provisions are not directly relevant to our case study, we

highlight that according to Article 86 “any affected person subject to a
decision which is taken by the deployer on the basis of the output from a
high-risk AI system” should be able to receive a “clear and meaningful
explanations of the role of the AI system in the decision-making procedure
and the main elements of the decision taken”, which specifically spells

out the right to explanation whose status in GDPR was debated

[87, 214, 260]. Moreover, Annex III outlines different types of high-

risk AI systems, specifically including “AI systems intended to be used
by public authorities or on behalf of public authorities to evaluate the
eligibility of natural persons for essential public assistance benefits and
services”, and thus introducing a variety of other requirements for

AI systems that may be deployed in this domain in the future.

https://web.archive.org/web/20240929195113/https://www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/Rechtbank-Den-Haag/Nieuws/Paginas/SyRI-legislation-in-breach-of-European-Convention-on-Human-Rights.aspx
https://web.archive.org/web/20240929195113/https://www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/Rechtbank-Den-Haag/Nieuws/Paginas/SyRI-legislation-in-breach-of-European-Convention-on-Human-Rights.aspx
https://web.archive.org/web/20240929195113/https://www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/Rechtbank-Den-Haag/Nieuws/Paginas/SyRI-legislation-in-breach-of-European-Convention-on-Human-Rights.aspx
https://web.archive.org/web/20240929195113/https://www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/Rechtbank-Den-Haag/Nieuws/Paginas/SyRI-legislation-in-breach-of-European-Convention-on-Human-Rights.aspx
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[157]: Ministerie van Binnenlandse Za-

ken en Koninkrĳksrelaties (2023), Han-
dreiking Algoritmeregister. Aan de slag
met het Algoritmeregister.

The registration of algorithms is not

(yet) legally mandated and many de-

scriptions therein are marked by parsi-

mony. Thus, the numbers in this section

are likely to be underestimated.

Algemene wet bestuursrecht (Awb)

The Dutch General Administrative Law Act (GALA) establishes

general rules for the relationships between public authorities and

individual Dutch citizens (residents). First, GALA enforces the duty

of care requirement in Section 3.2, according to which administrative

bodies must act to prevent consequences disproportionate to the

objectives of decisions. Second, Section 3.7 and specifically Article

3:47 require that the reasoning behind decisions, including the legal

basis, is provided along with these decisions. Third, all subordinate

legislation must comply with the regulations of GALA

We additionally point to the discussion

of Algorithm Audit who note that fac-

tors such as the selection of features

for an ML model could fall under the

duty of care requirement [11].

.

Wet Structuur Uitvoeringsorganisatie W&I (Wet SUWI)

Roughly translated to the “Work and Income Implementation Agen-

cies Structure Act”, the law establishes the structure of public

authorities relevant to the implementation of social assistance as

discussed in Section 5.1 and the relationships between them. For in-

stance, Article 9 informs the cooperation between UWV, SVB, and

municipalities

More specifically, the College of Mayor

and Aldermen, which is the executive

board of municipalities.

, Article 30c outlines the administrative processing

of applications for benefits, and Article 62 discusses the mutual

exchange of data between all involved authorities.

Municipal rules and regulations

Various local regulations are relevant to the problem. As explained

in Section 5.2, individual municipalities have a certain degree of

freedom in the implementation of the Participation Act. As such,

these local regulations differ between municipalities. In the case of

Rotterdam, pertinent legal acts include the Verordening maatregelen
en handhaving on the enforcement of obligations under Participation

Act, IOAW, and IOAZ, or the Nadere regels voorzieningen Participatiewet
on the local implementation of the Participation Act [173].

5.4 Algorithm Register

Finally, we examine the Algorithm Register, which is under devel-

opment as a database of algorithms employed by public authorities

in the Netherlands [157]. Our goal is to understand how Dutch

municipalities use algorithmic decision-making in the social welfare

domain. We export the complete list of algorithms registered at the

end of June 2024 and find that 25 out of 411 algorithms are directly

relevant to the tasks of social welfare, and further 29 are employed

in related domains such as work reintegration or Wmo support.

Most notably, we find the re-examination model of Rotterdam which

will be the subject of our case study, and a similar model registered

by the municipality of Utrecht (both marked as out-of-use) [172]

Building on the point above, Nisse-

waard also used a machine learning

model to detect social assistance fraud

[259]. However, this algorithm cannot

be found in the Algorithm Register.

.

We also note the “Rights of Rotterdam residents” algorithm used by

the municipality to determine citizens’ eligibility for bĳstand [172].

https://web.archive.org/web/20240929210249/https://lokaleregelgeving.overheid.nl/CVDR348678/2
https://web.archive.org/web/20240929210249/https://lokaleregelgeving.overheid.nl/CVDR348678/2
https://web.archive.org/web/20240929210637/https://lokaleregelgeving.overheid.nl/CVDR703171/1
https://web.archive.org/web/20240929214421/https://algoritmes.overheid.nl/nl/algoritme/heronderzoeken-uitkeringsgerechtigden-gemeente-rotterdam/36585638
https://web.archive.org/web/20240929214754/https://algoritmes.overheid.nl/nl/algoritme/fraudebestrijding-gemeente-utrecht/18714832#verantwoordGebruik
https://web.archive.org/web/20240929214754/https://algoritmes.overheid.nl/nl/algoritme/fraudebestrijding-gemeente-utrecht/18714832#verantwoordGebruik
https://web.archive.org/web/20240929214133/https://algoritmes.overheid.nl/nl/algoritme/rechten-rotterdammers-gemeente-rotterdam/33569518
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To ground and validate algorithmic recourse in the real world, we

decide to look at it through the lens of a case study. We turn

our attention to the process of algorithm-driven selection for re-

examinations under the Participation Act that has previously been

in place in the municipality of Rotterdam. We start this chapter

by introducing the case study in Section 6.1. Then, in Section 6.2,

we look at the direct and indirect stakeholders in the system.

6.1 Context

To the best of our knowledge, the re-examination model employed by

the Work & Income department of Rotterdam was initially disclosed

in a case study by the Rotterdam Court of Audit (Rekenkamer) as

part of the “Coloured Technology” report from 2021 that looked at the

ethical use of algorithms by the city authorities, following principles

such as responsibility, transparency, or fairness [196]. Later, in 2023,

this specific model became the centerpiece of an investigation

coordinated by Lighthouse Reports that focused on the “suspicion
machines” – fraud detection systems employed in social welfare

across Europe [83]

This investigation was a collaborative

effort between Lighthouse Reports,

WIRED, VPRO, The Pulitzer Center,

Follow The Money, Vers Beton, Open

Rotterdam, and The Center for Artistic

Inquiry and Reporting, with additional

consulting of researchers from nine re-

search institutes and NGOs.
. As acknowledged by the journalists “out of

dozens of cities we contacted, [Rotterdam] was the only one willing to share
the code behind its algorithm”. The investigation not only unveiled that

the model was characterized by poor technical performance

Although the model was used outside

of the lab, it has never officially left

the pilot stage. Rotterdam decommis-

sioned the model in 2021, two years be-

fore it became the subject of the Light-

house Reports investigation [35].

but

also that it was likely to discriminate against people from vulnerable

backgrounds, e.g., migrants or single mothers, recommending them

for re-examinations much more often than in expectation [35].

While the aforementioned case studies focused on the system as it

was, we instead “re-design” and evaluate the system as it could

have been if algorithmic recourse had been a risk mitigation strategy

employed by the city. Indeed, there are three compelling reasons

to study the model employed by the Rotterdam Work & Income

department, hereafter called the “Rotterdam case”.

First, the case is a perfectly cromulent setting for the application of

algorithmic recourse. The goals of the municipal authorities and

the affected benefits recipients are generally aligned: people who

do not have enough income should be supported with bĳstand,

and they should not be unnecessarily subjected to invasive re-

examinations provided that they continue to fulfill the eligibility

requirements

These re-examinations may even in-

clude “home visits where fraud investiga-
tors reportedly sift through laundry and
count toothbrushes” [36].

. Moreover, if a machine learning model was trained

on features relevant to the pursued task, we would expect the

municipality to appreciate the possibility of supplying its citizens

with recommendations that would help them lower the associated

risk scores, especially if the outcome of a re-examination does not
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change the status of a welfare recipient. As previously explained

in Section 5.2, Rotterdam has the highest density of residents who

rely on bĳstand in all of the Netherlands. In 2021, the Work &

Income department of Rotterdam supported ≈35,000 individual

welfare recepients and engaged in ≈6,000 investigations each year

[196]

Based on the most recent data from

CBS, we would expect this number to

have grown to over 40,000 in 2023 [42].

. Thus, algorithmic recourse mechanisms could relieve the

municipality of unnecessary expenditures in the long term.

Second, as we identified in Chapter 4, previous case studies on

the application of algorithmic recourse tend to either be relatively

simplistic or rely on proprietary data and models unavailable to

the general public. Conversely, the Rotterdam case involves a rea-

sonably complex decision-making system where we can evaluate

the technical, social, and organizational processes owing to the vast

trove of documents unveiled in earlier investigations. In particular,

Lighthouse Reports published “the holy trinity of algorithmic account-
ability: the training data, the model file and the code for [the] system” in

their GitHub repository [35]. We can also draw from the analyses

of the Rotterdam Court of Audit that discussed the organizational

processes behind the model [196] and Algorithm Audit that looked

at the quality of features used by the model [11]

We will introduce this model in more

depth in Chapter 10. For now, it suffices

to say that Rotterdam used a gradient-

boosting machine trained on 315 fea-

tures of social welfare recipients.

.

Finally, we highlight the societal significance of this case study.

While in the context of engaging with corporations (e.g., banks

that are frequently mentioned in research on algorithmic recourse)

individuals generally have the choice to withdraw themselves from

a particular decision-making process (e.g., move their account to

a different bank), this is not the case with governmental processes.

As such, the implementation of machine learning models for any

purposes of public administration requires particularly strong safety

mechanisms. Moreover, people who rely on social welfare are

by definition in a vulnerable position. Thus, a re-examination is likely

to have destructive impacts on their livelihood. As one example,

WIRED.com cites the following case of a resident of Rotterdam who

was subjected to re-examination twice: “She was questioned and lost
her benefits for a month. ‘I could only pay rent,’ she says. She recalls the
stress of borrowing food from neighbors and asking her 16-year-old son,
who was still in school, to take on a job to help pay other bills.” [36]

Reflecting on the second investigation

that was launched two years later, the

woman stated: ‘The atmosphere at the
meetings with the municipality is terrible’
and ‘It took me two years to recover from
this. I was destroyed mentally.’ [36]..

6.2 Stakeholder analysis

In this section, we aim to identify and introduce the main stake-

holders that played a role in the design, development, and use of

the algorithmic decision-making system of Rotterdam. For ease of

exposure, we split this overview into two parts, separating the inter-

nal and the external stakeholders. We put in bold the stakeholders

that are also the actors; they are important for the analysis because

they influence the behavior of the system during operation.

https://github.com/Lighthouse-Reports/suspicion_machine
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Internal stakeholders

These stakeholders exist in the Work and Income (W&I) department.

( a ) Team Reinvestigations

(Team HetOnderzoeken; THO)

THO is responsible for the investigation of benefit recipients to

ensure that bĳstanduitkering is duly granted. Its employees are

concerned with the actual evaluations; the selection process

is handled by another team (see below) [196]

[196]: Rekenkamer Rotterdam (2021),

gekleurde technologie. verkenning ethisch
gebruik algoritmes.

.

( b ) Team Testing and Monitoring

(Toetsing en Toezicht; T&T)

T&T provided domain expertise during the development of

the model. They were also co-responsible for the operation

of the model (along with its maintainers), focusing on the

selection of the benefits recipients for re-examination [196].

( c ) Consultants (Consulenten)

Consultants are the client-oriented professionals in the W&I

department. They are responsible for interviewing the benefit

recipients and storing information about them [196]. Thus,

consultants (co-)created the dataset used by the model.

(d ) Team Complaints (Klachten)

While Rotterdam has a municipality-wide complaints office,

a designated unit within the W&I department is responsi-

ble for the handling complaints about welfare benefits, e.g.,

for customers who have not been treated fairly or have not

received sufficient information.

( e ) Client Council (Cliëntenraad)

The Client Council is an independent body within W&I that is

tasked with representing the interests of all benefit recipients.

( f ) Concern Management (Concerndirectie)
The municipality of Rotterdam is organized into six clusters,

including the Work & Income cluster, which itself consists

of six units [173]. The “concern manager” of W&I would

generally bear ultimate responsibility for all matters related

to the cluster, including algorithmic decision-making systems.

Nonetheless, the model was developed with the support

of another cluster – Management and Corporate Support

(BCO) – and so the assignment of responsibility was not

clear [196]

We were not able to find reliable infor-

mation about the second-level struc-

ture of the W&I department. We are

also not certain about the specific unit

responsible for bĳstand (though there

is reason to believe it falls under the

auspices of the Income unit). Neverthe-

less, this information is not necessary

to properly evaluate the system.

. In Rotterdam, Concern Management additionally

includes three independent organizational units; among these,

Concern Auditing, which carries out the audits of systems,

processes, and programs of the municipality.

https://web.archive.org/web/20241003123922/https://www.rotterdam.nl/klacht-bijstand
https://web.archive.org/web/20241003125338/https://www.rotterdam.nl/contact-werk-en-inkomen
https://web.archive.org/web/20241003125422/https://lokaleregelgeving.overheid.nl/CVDR391353
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External stakeholders

This group of stakeholders exists outside of W&I Rotterdam.

( a ) Benefit recipients (Bĳstandsontvangers)
People who receive bĳstanduitkering. Their eligibility may be

re-evaluated every two years. If selection was always random,

a typical benefit recipient in Rotterdam would expect a re-

examination roughly once every six years.

( b ) Accenture

A multinational tech consulting company that was contracted

by Rotterdam to develop the initial version of model [35].

( c ) Team Research and Business Intelligence

(Onderzoek en Business Intelligence; OBI)
OBI is the research team in the municipality BCO department.

Employees of OBI complimented the Accenture team during

development. Later, the team took over for the maintenance

and operation of the system [196].

(d ) Municipal Council (Gemeenteraad)

The assembly of elected representatives that sets municipal

policies (including, for example, the local implementation of

the Participation Act) and oversees their execution.

( e ) College of Mayor and Aldermen

(College van Burgemeester en Wethouders)
The “executive board” of a municipality that is selected by the

Gemeenteraad. Its tasks include the establishment of the struc-

ture of the municipal organization (thus also the W&I depart-

ment) and the nomination of the Concerndirectie. In Rotterdam,

the Alderman responsible for W&I coordinated the schedule

for re-examinations with the department [196].

( f ) Employee Insurance Agency

(Uitvoeringsinstituut Werknemersverzekeringen; UWV)

To receive bĳstand, individuals must register as job seekers

and submit their application to the UWV. As such, the agency

fulfills a supporting role in the process. The mutual provision

of information between the municipalities and the UWV is

regulated by Wet SUWI (see Section 5.3).

( g ) Ministry of Social Affairs and Employment

(Ministerie van Sociale Zaken en Werkgelegenheid; SZW)

Ministry SZW establishes the general regulations for social

welfare, including the Participation Act, which are then inter-

preted and implemented by individual municipalities.
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( h ) Privacy Officers and Data Protection Officer

These stakeholders oversee the handling and protection of

personal data by the municipality. While the former are

employed by the BCO concern, the latter is an independent

officer of the municipality that focuses on compliance with the

GDPR and the “Police Data Act” (Wet politiegegevens; WPG).

( i ) Data Protection Authority

(Autoriteit Persoonsgegevens)
The Dutch Data Protection Authority is an independent ad-

ministrative body (zelfstandig bestuursorgaan) that supervises

the processing of personal data in accordance with the GDPR

in the Netherlands. Thus, it is the institution where people can

lodge a complaint about data processing at the municipality.

( j ) National Ombudsman and Ombudsman Rotterdam-Rĳnmond

The National Ombudsman is an independent counsel that

represents the interests of Dutch residents in relation to the

public authorities. Moreover, the Rotterdam-Rĳnmond region

has also established a similar Ombudsman office. Benefit

recipients unhappy with the decisions of the municipality can

file a complaint at either institution.

( k ) Civil Society Organizations (CSOs)

CSOs, such as Bits of Freedom, are the final stakeholders

under consideration. CSOs can indirectly influence the system

through advocacy efforts or policy initiatives.

Next steps

Our analysis in this chapter was entirely based on desk research

methods. To further double-check its quality and learn about other

requirements of the domain, we decide to conduct several interviews.

These are discussed in Chapter 7, the next chapter. Afterward,

we return to the case study in Chapter 8, interpreting the Rotterdam

case through the lens of system engineering and evaluate the value of

algorithmic recourse as a safety mechanism in this setting. We make

use of these insights to inform our evaluation strategy in Chapter 9,

and other design artifacts in Chapters 10 and 11.

https://web.archive.org/web/20241003150021/https://www.rotterdam.nl/privacyverklaring-gemeente-rotterdam
https://web.archive.org/web/20241003150021/https://www.rotterdam.nl/privacyverklaring-gemeente-rotterdam
https://web.archive.org/web/20241003151359/https://www.nationaleombudsman.nl/english/the-institution
https://web.archive.org/web/20241003151359/https://www.nationaleombudsman.nl/english/the-institution
https://web.archive.org/web/20241003151359/https://www.nationaleombudsman.nl/english/the-institution
https://web.archive.org/web/20241003151159/https://orr.nl/een-klacht-over-de-gemeente/
https://web.archive.org/web/20241003151159/https://orr.nl/een-klacht-over-de-gemeente/
https://web.archive.org/web/20241003152232/https://www.bitsoffreedom.nl/over-ons/
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To verify the requirements for algorithmic recourse in the specific do-

main of social welfare, we planned to organize a series of interviews

with decision-makers in several municipalities in the Netherlands,

including, among others, Rotterdam. At the explicit request of the

municipalities, they were approached through online contact forms.

Our invitation for the interviews emphasized that the aim of the

interviews would be to learn about the processes of social welfare

in Work & Income departments and discuss the opportunities and

barriers for algorithmic decision-making in this setting, focusing

on algorithmic recourse mechanisms. The invitation letter that we

submitted to the municipalities is available in Appendix C.

Even though several municipalities initially followed up on our

request, informing us that it had been transferred to the responsi-

ble department, ultimately, none of them accepted the invitation.

In fact, only Rotterdam sent an email denying the interview

The decision-making processes in

W&I Rotterdam are especially impor-

tant for this research given the case

study. After the department turned

down our request for the interview,

we informed the officials in writing

that the research would instead be en-

tirely based on publicly available docu-

ments, including the outcomes of pre-

vious investigations, and the munici-

pality would not be contacted again for

further information or comments. Our

response was left unacknowledged.

. Other

municipalities (five total) did not provide us with a response.

Ultimately, we distilled all necessary information from relevant

national laws, internal regulations, and documents published by

journalists associated with Lighthouse Reports. Thus, we decided

that the interviews would still suit the goal of this thesis if they

approached the topic broadly, rather than focusing solely on social

welfare. On recommendation from several sources, we contacted

12 experts in the field of (algorithmic) decision-making in pub-

lic administration

Identities of the experts are known

to authors; we approached academics

and researchers, municipal employees

and executives, and privacy officers.

, of whom four graciously agreed to a meeting.

One further expert was invited to jointly participate in an interview

by their colleague. Thus, five experts shared their ideas with us.

We explain the process of conducting the interviews in Section 7.1.

Then, in Section 7.2, we introduce and explain eleven themes that

we observed in the interviewees’ responses. Finally, we discuss the

impact of their responses on our research in Section 7.3.

7.1 Setup and protocol

We conducted four interviews of one hour with a total of five

experts in July and August 2024. Three of them were held online,

and one was held in person. The interviewees were provided with

the informed consent form several days before the scheduled date

of the interview. At the latest, the form was signed at the beginning

of the meeting and evaluated by the researcher in case the interview

setup would require adaptation due to disagreement with explicit

consent points, but this was never needed.
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We removed filler words and repeated

phrases, and fixed minor grammatical

errors where the speaker’s intent was

clear but otherwise directly transcribed

the recordings.

All interviews were recorded for subsequent transcription with

a Zoom H1 voice recorder without access to the Internet. Addition-

ally, the responsible researcher took notes to mitigate the impacts

of possible recording failure. Our interviews followed a semi-

structured format, with a small number of questions relating

to the opportunities and barriers for algorithmic decision-making

in public administration, and the potential value of AR mechanisms

posed to all experts – other questions built upon topics brought up

by the experts or corroborated findings from earlier interviews.

The recordings were manually transcribed using the intelligent

verbatim method in three passes. In the first pass, the utterances

were transcribed to the best of our abilities. Then, we added times-

tamps to individual statements and fixed any transcription mistakes.

The final pass aimed to verify that the transcript was complete and

(virtually) mistake-free. A very small number of words were inaudi-

ble in the recordings, they were marked as such in the transcripts.

Our recordings were deleted after transcription and analysis.

The complete transcripts were archived on TU Delft servers in an

anonymized form; they are accessible only to the research team.

Our findings in Section 7.2 are distilled through a thematic con-

tent analysis. Although no statements can be traced back to the

interviewees, it should be understood that the interviewees shared

their own opinions based on their expertise in the field, and these

opinions do not necessarily reflect the views of their employers.

Furthermore, we asked the interviewees not to share any details

that could be considered confidential by their organizations. Finally,

a “99%” draft of this chapter was submitted to the interviewees

so that they could approve the outputs and provide any necessary

corrections within at least two working weeks

All interviewees approved the draft

without having requested any changes.

.

Our complete process, including the setup of the interviews and

the management of data artifacts, has been verified by the EEMCS

Faculty Data Steward and approved by the Institutional Review

Board on March 24
th

2024 with the “minimal risk” designation.

7.2 Thematic content analysis

The complete transcripts count slightly over 19000 words. To analyze

them, we employ a standard thematic content analysis. We read

through the set of complete transcripts and find recurring themes

in the statements of the interviewees. After defining 11 themes,

we re-read the transcripts and categorize (groups of) statements

to corresponding themes whenever applicable; some statements

relate to more than one theme, in which case they are assigned

to all relevant themes. In the following section we summarize

our analysis by employing two criteria of importance: we quote

all sentiments voiced by multiple interviewees and additionally

highlight considerations that are particularly pertinent to this work.
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Expert systems are a natural choice

in this setting because “if-then” rules

follow directly from relevant legal acts.

7.2.1 Perceived advantages of ADM systems

When asked broadly about the potential advantages of algorith-

mic decision-making systems, all interviewees emphasized their

high efficiency and efficacy compared to human decisions. Further,

two interviewees mentioned fairness of outcomes, at least to the

extent that the same inputs will lead to the same outputs, with the

caveat that biases may enter the system already at the level of data.

7.2.2 Perceived barriers to the adoption of ADM systems

The interviewees brought up several problems associated with the

use of algorithms. Maybe the most relevant consideration for this

document is that the model outputs require careful interpretation

by decision-makers, for instance, because they may be based on

faulty data or hold only as statistical truths. One expert pointed

out that the application of algorithms is not always preceded by

an analysis of whether they are needed in a task. Another noted that

algorithms cannot account for contextual factors often important

in public administration. Finally, a third expert explained that

“everyone is waving big flags about AI anyways. I think we are more
attuned to problems and risk regarding AI than to simple systems”.

Such simple systems have also been

excluded from regulation under the

EU’s AI Act. Recital 12 informs us that

“the definition [of AI] should be based on key
characteristics of AI systems that distin-
guish it from simpler traditional software
systems or programming approaches and
should not cover systems that are based on
the rules defined solely by natural persons
to automatically execute operations.”

7.2.3 Characteristics of ADM systems in governance

Multiple interviewees confirmed that algorithms in the governance

context tend to take the form of if-then statements rather than

machine learning models. Many problems in governance have

“standard solutions” that encourage the use of algorithms; moreover,

many processes would not be possible without such algorithms due

to the amount of data that the government needs to parse. This does

not mean expert systems operate without issues. One interviewee

pointed out that even interpretable if-then statements can be nested

so densely that they become challenging to understand (e.g., the tax

system), or their implementation may be incorrect. Finally, another

interviewee highlighted that ADM systems used in governance

need to fulfill strict requirements related to fundamental rights,

which can be evaluated with the FRAIA/IAMA framework

The AI Act obliges certain organiza-

tions to carry out fundamental rights

impact assessments. Recital 96 states

that “In order to efficiently ensure that
fundamental rights are protected, deploy-
ers of high-risk AI systems that are bodies
governed by public law, or private entities
providing public services and deployers of
certain high-risk AI systems listed in an
annex to this Regulation, such as bank-
ing or insurance entities, should carry out
a fundamental rights impact assessment
prior to putting it into use.”

7.2.4 Characteristics of processes in social welfare domain

Three topics stand out in this theme. First, as one expert explained:

“We have to focus on the human (...). Make the system human, see the peo-
ple, know the people (...)”, highlighting the importance of contextual

factors that may not be readily embedded into algorithms. Second,

while national laws shape the social welfare benefits, individual
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municipalities have some freedom regarding their practical imple-

mentation. Third, the work of the consultants has a discretionary

character: they may deviate from municipal regulations if needed.

Relatedly, a consultant’s decisions with regard to one provision

(e.g., lowering the amount of assistance) may have downstream

impacts on various other duties of the municipality (e.g., ensuring

that citizens do not have arrears).

7.2.5 Considerations of involved stakeholders

As recognized by one expert, “developing an algorithm is actually
a non-technical question” because it involves perspectives from ethics,

law, experts (e.g., client-oriented professionals), or the management

of organizations. When asked about involving citizens, the expert

noted “Naturally, you get citizens who are interested in AI or algorithms
that will come to those focus groups, and obviously that is not really the
group you are actually looking for”. This was recognized by another

interviewee who confirmed that some municipalities have tried

to co-create algorithms with their residents, but these efforts have

been mostly unsuccessful. As an alternative approach, a third expert

suggested that non-governmental or civil society organizations may

“play part of that role of citizens”.

7.2.6 Outlook on black-box/opaque/complex models

We observe two types of sentiments. One group of experts recog-

nized that public administration in the Netherlands has become very

cautious of opaque models, especially since laws such as the Awb
demand a justification for administrative decisions. The other group

believed that opaque models are permissible if their operators have

the tools and the know-how to interpret their predictions.

7.2.7 Outlook on algorithmic recourse mechanisms

While our experts recognized the potential of algorithmic recourse

as a safety mechanism, they also noted that its practical value would

be heavily context-dependent. Two additional considerations are

worth highlighting. One expert mentioned that recourse could be

a way to give “citizens voice to have their own input in the process”,

emphasizing the problem of power asymmetries intrinsic to public

administration. Another expert pointed out that the usefulness of AR

will depend on the ability to generate “tailor-made recommendations”,

linking to the importance of individual actionability.
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In practical terms, the Awb distin-

guishes between appeals (beroepen)

to a court, and complaints (klachten)

lodged directly against the administra-

tive body that issued the decision.

7.2.8 Considerations of transparency in decision-making

The interviewees mentioned three goals of transparency. First, it

allows for a justification of decisions: “If you use an algorithm and use
the insights to make a decision about a person, I think you should be able
to explain why that decision is made”. Second, it is a way to ensure that

the decision-makers can be held accountable. Third, it may enable

the model owners to learn from the algorithm. At the same time,

transparency can be described on a scale – two experts mentioned

that a large degree of transparency might be overwhelming to one

stakeholder (e.g., a citizen) but the same amount of information will

be useful to another stakeholder (e.g., an auditor). While multiple

interviewees agreed that a large degree of transparency could

involve potential risks for some applications (e.g., opening them

up to misuse), one expert pointed out that in many cases “rules
are spelled out in legislation” so being secretive about models that

implement them “does not make any sense”.

7.2.9 Considerations of agency of end-users

The most important insight pertaining to this theme is that contesta-

bility requires a high level of procedural awareness from citizens,

which manifests itself in two distinct ways. On the one hand, as one

expert explained: “We have a lot of institutions where you can complain,
but the threshold is very high”. Another interviewee concurred: “We in
the government have much more power (...) than the citizens. (...) it is a big
step to complain to us”. On the other hand, many people may not even

know how and where to complain: “[W]e also have in the Netherlands
the Complaint Law – Klachtrecht – but how many people are using the
Klachtrecht?”. As recognized by a different expert, every received

complaint signals many more complaints that were never filed; this

requires appropriate procedures from governmental organizations.

7.2.10 Considerations of oversight and audit capabilities

Many different stakeholders were listed as having some responsibil-

ity for overseeing algorithmic decision-making systems, including

model developers, data scientists and other algorithm experts, in-

ternal audit units within organizations, external agencies such as

Autoriteit Persoonsgegevens, Rekenkamers, and Directie Coordi-

natie Algoritmes, or civil society organizations. Three experts were

asked about the theoretical value of having citizens audit ADM

systems in public administration. They agreed that such mecha-

nisms would be beneficial and, as one expert noted, “it would also
provide the municipalities with a lot of valuable information”. In any case,

multiple experts agreed that algorithmic systems require strong,

explicit practices to monitor them throughout their lifespans.
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7.2.11 Considerations of other principles and values

The interviewees discussed a variety of principles and values rel-

evant to the domain of interest. They brought up the values of

accountability, moral correctness, privacy, service, and trust (in other

humans and in algorithmic decisions). They also highlighted three

important guiding principles: respect for human rights and funda-

mental rights, respect for identity, and political neutrality.

7.3 Discussion of the interviews

While our interviews approached the topic of algorithmic decision-

making in public administration relatively broadly, several issues

brought up by the experts have strong ties to the problem of opera-

tionalizing algorithmic recourse in such domains.

7.3.1 Algorithmic recourse in expert systems

As recognized by the experts, the vast majority of algorithmic

decision-making systems in public administration use cases are

based on simple if-then statements. These are far removed from

machine learning models that have been the focus of research on

algorithmic recourse – rules are not automatically inferred from

data but rather follow directly from legislation.

At the same time, expert systems may still pose a variety of risks.

For example, even simple algorithms may be implemented incor-

rectly. One expert recalled a case in an unnamed municipality where

the system used to evaluate if citizens have paid off their debts

relied on the strict equality between the amount of debt and the

amount transferred by the citizen. Thus, if a citizen transferred one

cent less or one cent more, they were marked as if having arrears

with the municipality. Naturally, the risk of faulty implementation

increases with the complexity of a system. While the latter is bound

by legislation, expert systems may still become so complex that they

are challenging to interpret, such as in the case of the tax system.

In Chapter 4, we have presented a survey of algorithmic recourse

solutions. It is important to emphasize that none of them have

been developed for expert systems. Nonetheless, there exist use

cases where actionable recommendations may be useful for citizens

in public administration contexts. We propose an algorithm to

generate algorithmic recourse for expert systems in Chapter 11.
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From AI Act Recital 171: “Affected per-
sons should have the right to obtain an
explanation where a deployer’s decision is
based mainly upon the output from certain
high-risk AI systems that fall within the
scope of this Regulation and where that
decision produces legal effects or similarly
significantly affects those persons in a way
that they consider to have an adverse im-
pact on their health, safety or fundamental
rights. That explanation should be clear
and meaningful and should provide a
basis on which the affected persons are
able to exercise their rights.”

7.3.2 Encouraging contestation among end-users

The interviewees emphasized that contesting administrative de-

cisions may be prohibitively difficult for citizens, especially as

in domains such as social welfare, they are in a vulnerable position.

Algorithmic recourse, but not explanations, provided on an opt-out

basis may be a good way to encourage contestation of outcomes.

There are at least two merits of algorithmic recourse in this context.

First, if the success of interventions can be guaranteed, it becomes

a basis for the affected people to exercise their rights. Second,

providing a citizen with a suggestion on how to improve their

outcome is an implicit acknowledgement that the government wants
their outcomes to be positive. Although administrative decisions

are always provided with a justification why they have been taken

over alternatives – such as the legal basis or the relevant factors –

an actionable recommendation may go a step further by encouraging

the citizen to act on a negative outcome.

7.3.3 Broader landscape of (safety) interventions

The experts emphasized that the value of algorithmic recourse will

depend on its specific application: “The context, the environment, the
service that you want to provide, but also the people”. Indeed, various

other measures to mitigate algorithmic risks have been mentioned:

fundamental rights impact assessments, procurement guidelines

for algorithmic systems, complaints offices, or high standards for

the registration of algorithms in the Algorithm Register.

Hence, the addition of algorithmic recourse into a system should be

preceded by the stock-taking of solutions that are already in place.

As one example, if an organization does not have strong procedures

to deal with complaints, these may be a better investment of initial

resources. As recognized by [136]

[136]: Leben (2023), ‘Explainable AI as

Evidence of Fair Decisions’

, algorithmic recourse should not

be considered a panacea, but it is also essential to recognize that

safety interventions need not be mutually exclusive

It has also been argued, e.g., that post-

hoc explainability methods on their

own do not guarantee sufficient trans-

parency to establish the compliance

of black-box models with the EU non-

discrimination laws [246].

.

7.3.4 Discretional character of decision-making

Social welfare processes allow for discretionality from municipal

officers. When asked about a person’s ability to predict the outcomes

of their applications for assistance, an expert stated “For 99.99% times
I am sure it will have the outcome you predict, but it is not 100%”; this

may extend to recourse. For example, if the citizen is asked to submit

10 job applications to show their engagement, but they manage to

submit only 9 applications, a consultant may still recognize it as

a requirement duly fulfilled and grant a better outcome.
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[16]: Altmeyer, Farmanbar, Deursen,

and Liem (2024), ‘Faithful Model Expla-

nations through Energy-Constrained

Conformal Counterfactuals’

Other authors have recognized the

value of AR as a method to gain in-

sights into the model and the data (see

Section 4.2.7), and CEs have been postu-

lated as useful for tasks such as model

debugging [e.g., 1, 220]. Our main point

here is about who performs the audit.

Thus, the actionability desideratum of algorithmic recourse must

not only account for personal characteristics of the citizen, but also

the discretional mandate of the municipal officers. In principle, this

could be achieved by implementing fuzzy logic or similar technical

solutions, but it will remain a (weak) approximation of contextual

factors that are difficult to capture in numbers. Instead, it may be one

of the settings where the goals of algorithmic recourse need to be

achieved by relying on social or organizational interventions.

7.3.5 Democratic audit of models

Finally, we propose an additional value of algorithmic recourse

and counterfactual explanations – they may become a simple tool

to allow citizens to audit governmental models, provided that the

explanations and recommendations are sufficiently faithful [16].

If a citizen is provided with an explanation such as “Our algorithm
suggests you are at a high risk of misusing allowances. Unless you
increase the frequency of your meetings with a case worker by X, we will
launch a reexamination effort within Z weeks” the important factor

behind the model’s decision would likely be perceived as relevant

to the problem and accepted by the citizen. If, instead, they are

recommended to improve their appearance or move to a different

city district

The judgment of physical appearance

and the district of residence were

among 315 features used by the Rotter-

dam black-box reexamination model.
, recourse unveils the explicit or implicit biases in the

model. This function of algorithmic recourse benefits from the

scale at which public administration models are applied – if the

model provides a prediction on tens of thousands of citizens, even

“weak” biases may be reflected in hundreds of recommendations,

and in turn, there is a chance that at least one citizen will inform the

model owner about the failure of the model. It is also a setting where

providing the citizen with both an explanation (i.e., the direct reasons

behind a decision) and an algorithmic recourse recommendation

(i.e., the solution to improve the decision) may be of value. While

democratic auditing of models through CEs and AR may be an

important tool in the “participatory AI” toolbox [33]

[33]: Birhane, Isaac, Prabhakaran, Diaz,

Elish, Gabriel, and Mohamed (2022),

‘Power to the People? Opportunities

and Challenges for Participatory AI’
, to the best of

our knowledge, this line of work has not been explored yet.



[61]: Dobbe (2022), System Safety and
Artificial Intelligence

System analysis 8

In this part, we combine the insights from Chapters 5 – 7 to look

at algorithmic recourse through the lens of a real-world system

where it could be employed. Following our own recommendations

from Section 4.3, we expand the boundary of the analysis to include

social and organizational components of the Rotterdam case.

Although the model used by W&I Rotterdam had significant short-

comings, we note that its technical rollout was, overall, reasonable:

the development was guided by the city’s own data scientists and

domain experts, the department organized multiple pilot stages

with an increasing number of participants, and when the final model

still performed below expectation it was entirely decommissioned

We must also commend Rotterdam for

investing in practically oriented re-

search on responsible digitalization

with its Creating010 Research Centre

(Kenniscentrum) [e.g., 49, 165].

Even so, on the organizational side,

Rotterdam W&I failed to satisfy mul-

tiple ethical standards as concluded

by the Rekenkamer, including the lack

of clearly assigned responsibility for

the complete system, unsatisfactory

transparency towards affected benefit

recipients, and inadequate motivation

for decisions related to ethics [196].

.

Consequently, we do not analyze a specific incident. Instead, we

reflect on the operating process and functional requirements of the

re-examinations in Section 8.1. Then, we develop the process models

of human and automated controllers in Section 8.2 and decide if

there was any potential for inadequate control in Section 8.3. Finally,

we consider the value of algorithmic recourse as a mechanism to

improve the safe operations of the model in Section 8.4.

This chapter heavily relies on the tools of Systems-Theoretic Accident

Model and Processes (STAMP) framework proposed by [138]

[138]: Leveson (2016), Engineering a safer
world: Systems thinking applied to safety

and

operationalized for AI use cases by [61]. STAMP aims to mitigate

accidents by enforcing (behavioral) constraints on the system.

8.1 Operating process

Leveson explains that in systems theory, “systems are viewed as
hierarchical structures, where each level imposes constraints on the activity
of the level beneath it” [138, p. 80]; these constraints dictate the behavior

of the system and their inadequate (or missing) application leads to

accidents. A complete sociotechnical hierarchical safety control structure
would consider all agents that affect the final system including, e.g.,

legislatures and regulatory bodies (as they create legal frameworks

for the system) or corporations involved in its development.

Our work focuses on the specific topic of algorithmic recourse.

Hence, a complete safety control structure is not our goal. We draw

the boundaries of analysis around the operating process, i.e., the set

of components and activities immediately relevant to the (daily)

operations of the system. We distill information from publicly

available documents of [35, 173, 196] to develop a functional control

diagram of the main operating process as presented in Figure 8.1.
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Figure 8.1: Functional control diagram of the main operating process in the Rotterdam case.

Relationships marked by solid lines are established based on [35, 173, 196]; relationships marked by dashed lines are assumed.

We focus on the system and omit many parts of the hierarchical control structure; they are highlighted in the thought bubble.

To increase readability, we collapse bi-directional arrows; the responsibility of an actor is stated on their side of a relationship.
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Simply put, true positives. Municipal-

ities want to conduct re-examinations

that actually lead to the identification

of benefits unduly granted.

Our evaluation focuses on the actors identified in Section 6.2 and

corresponds to the state of the operating process when the model

was still in use. Wherever relationships can be established with

certainty, we mark them with a solid line. A small number of

constraints is unspecified and we use our best judgment to infer

the missing elements

For example, OBI is asked to re-run the

model but it is not clear who submits

this request [196], and thus we assume

it is a responsibility of the concern man-

agement, as they are also involved in

the initial planning of re-examinations.. In any case, we believe that such assumptions

do not affect the following analysis in any meaningful manner.

Based on our analysis and insights of the experts in Chapter 7,

we identify ten functional requirements relevant to the case study:

( a ) maximize the number of properly targeted re-examinations;

( b ) minimize the number of unnecessary re-examinations;

( c ) minimize the impacts of re-examinations on benefit recipients;

(d ) build a model that relies on factors relevant to the aim pursued;

( e ) build a model that can improve over time;

( f ) allow W&I officers to understand model nominations;

( g ) allow W&I officers to review and revise model nominations;

( h ) ensure sufficient transparency toward benefit recipients;

( i ) ensure high reliability of the model and its nominations;

( j ) attend to contextual factors in the selection process.

8.2 Process models

Having discussed the operating process, we turn our attention

to the process models of the human and AI controllers. Leveson

distinguishes four components of a process model [138, p. 87]:

( a ) goal: safety constraints to be enforced by the controller;

( b ) action condition: tools to enforce these safety constraints;

( c ) observability condition: feedback from the controlled process;

(d ) model condition: controllers’ understanding (the estimated

model) of the behavior of the controlled process.

8.2.1 Controlled process

We consider “social assistance duly granted” to be the controlled

process. This means that bĳstand should be provided to people

(1) who need it, (2) who are eligible to receive it, (3) for the periods

when they are eligible, (4) and at the amounts for which they are

eligible. With this, the goals are two-fold. On the one hand, people

who are not (or no longer) eligible for bĳstand should be re-examined

without delay. On the other hand, people who are eligible for bĳstand
should not have their privileges unnecessarily suspended during

the re-examination, cf. case of the Rotterdam resident in Section 6.1.

Of course, the latter depends on the administrative procedures of

re-examinations themselves, rather than the procedures of nomi-

nation, but we note that minimizing the number of false positive

nominations would equivalently address this issue.
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8.2.2 Human Controller: Employees

Three teams in Rotterdam W&I jointly fulfill the role of the human

controller. First, consultants are responsible for the quality of the data

as their evaluation of the clients is stored in the database and used

to train the model. Moreover, they carry out the initial approval of

applicants

In practice, the initial approval is also

supported by an algorithm. Its entry in

the Algorithm Register informs us that

the algorithm proposes a decision to

the consultant along with an explana-

tion thereof. See also Section 5.4.

. Second, domain experts informed the development of the

model, including data selection. Based on the ranking generated

by the model and other selection tools, they create a list of benefit

recipients that must undergo re-examination. Third, reinvestigation
officers carry out the actual assessment of benefit recipients to decide

if they remain eligible for bĳstand. We do not consider the OBI team

to control the process as they act as an extension of the W&I teams

in this setting, but their activities still have an impact on the system.

For example, they may introduce bugs into the model.

Goal. Ensure that residents have sufficient income to participate

in society without falling into arrears, and protect social assistance

processes from abuse by people who are not eligible for support.

Action condition. Affect the quality of nominations by modifying

selection criteria for the model, safeguarding the quality of the train-

ing data, and revising the predictions so that, for instance, residents

are not re-examined more than legally permissible. Additionally,

they may (attempt to) identify implicit biases in the model by actively

monitoring the groups of benefit recipients that are recommended

for re-examination and relaying feedback to developers.

Observability condition. Cannot reliably know the number of false

negatives but, after re-examination, can guarantee the number of

true positives and false positives, which can be a measure of success.

Reliable identification of the implicit biases of the model depends

on the explainability standards but, in principle, it is possible to

evaluate if (groups of) citizens are nominated for re-examination

more often than expected based on features and outcomes.

Model condition. Human controller is formed by three groups

of professionals who are knowledgeable about social welfare pro-

cesses, so their models likely correspond to reality. Nonetheless,

coordination issues between them may negatively impact the model

condition; while the teams have non-overlapping responsibilities,

they must still effectively share knowledge. For example, if a reinves-

tigation officer does not know which method was used to nominate

a benefit recipient, they will not be able to decide if the model is

reliable. As the automated controller relies on an opaque model,

the W&I officers may have a general idea of its logic, but reviewing

specific decisions requires additional (interpretability) mechanisms.
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8.2.3 Automated Controller: AI subsystem

In principle, the automated controller impacts the controlled process

only indirectly because its predictions are supposed to be filtered by

humans. Nonetheless, the analysis of Lighthouse Reports unveiled

that the model predictions exhibited biases [35]. Yet, the city carried

out a large number of re-examinations acting on the risk scores

assigned by the model

In 2019, the model was used to carry

out the targeted nomination of 1,376

individuals. Altogether, Rotterdam re-

examined 6,232 recipients, meaning

that the model was responsible for 22%

of all re-examinations [196].

. This suggests that the AI subsystem had

a non-negligible direct impact on the controlled process.

Rotterdam employed a gradient boosting machine model [161]

trained on 315 features. Thus, the model predictions could not be

readily interpreted, both due to the opaque algorithm that generated

them as well as the complexity of the underlying data. As many

feature names are uninformative for someone without domain

expertise (e.g., contacten_onderwerp_arbeidsdiagnose_dariuz), we make

use of the documents published by Lighthouse [82] to translate the

features to English and attempt to make sense of their meaning.

In broad terms, the features belong to 14 categories, including types

of appointments with the municipality, barriers to reintegration into

the workplace, personal characteristics, or relationships. Rotterdam’s

data scientists calculated the relative importance of all features

compared to the baseline of “age at investigation”. The relative

importance scores of the top 10 features are stated in Table 8.1.

Table 8.1: Top features by importance.

Feature Score

Age at investigation 100.0

Number of existing

cost-sharer relationships
35.5

Number of no-show

appointments
27.9

Number of applying

expertise competencies
25.1

Number of contacts

about income
24.1

Number of days living

at current address
23.3

Presence of existing

cost-sharer relationships
20.7

Presence of development

action plans in the past
19.1

Number of instruments

used in activation ladder
17.5

Number of contacts last year

about outgoing documents
15.4

Goal. Support the W&I officers in the targeted re-examination of

benefit recipients most likely to engage in fraudulent activities.

Action condition. Discover patterns in historical reinvestigation

data to associate the profiles of current bĳstand recipients with risk

scores, which are converted into a ranking and provided to domain

experts. The AI subsystem relies on a gradient boosting machine

model – an ensemble of weak tree learners – to make predictions.

Observability condition. Observes the state of the system with

delay as it is re-trained and re-run only once a year [196, p. 40].

It receives a form of feedback on the generated matches when W&I

officers update the training data with outcomes of re-examinations.

Model condition. There is an inherent but necessary mismatch

between the automated controller’s understanding of the system

and its state – the model relies on a regression/ranking algorithm,

but the feedback it receives can only take the form of a binary label:

eligible or non-eligible. Further, it may be impossible to decide with

certainty whether the black-box model has learned valid associations.

While surface-level biases can be readily discovered

Refer to the method in the Lighthouse

Reports investigation. The journalists

looked at statistical measures of out-

come parity and then at the influence

of individual attributes on these out-

comes. This procedure allowed them

to evaluate the model through more

complex archetypical personas such as

a “Financially Struggling Single Mother”
or a “Migrant Worker” [35].

, even then it can

take several reinvestigation cycles to observe the patterns. Finally,

the behavior of the automated controller, and thus its model of the

system, can be modified by human experts through means such as

feature selection or explicit debiasing strategies [29].
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8.3 Inadequate control

As already explained, we do not intend to analyze a specific in-

cident, but rather assess the hazards – potential causes of future

safety incidents – that could emerge in the system. Thus, we apply

a (simplified) form of Safety-Theoretic Process Analysis (STPA).

As explained by Leveson, STPA is used to collect “information about
how the behavioral safety constraints, which are derived from the system
hazards, can be violated” [138, p. 212]. There are four types of inade-

quate control actions that could put the system in an unsafe state:

( a ) Control actions never provided or never followed.

( b ) Control actions provided at the incorrect time.

( c ) Control actions executed for an incorrect amount of time.

(d ) Unsafe control actions provided.

We do not intend to describe inadequate control in the complete

system; we only look at the control actions related to the use of a

machine learning model. For this, we revisit the operating process

in Figure 8.1 and consider which controls may fail in the system.

We identify four scenarios of inadequate control related to data

quality, interpretation of outputs, transparency, and handling of

complaints. These are mapped in Figure 8.2 and explained in

Sections 8.3.1 to 8.3.4. For each scenario, we describe what may go

wrong (i.e., what types of hazards it could produce), discuss why it

ought to be addressed (i.e., how likely it is to produce said hazards),

and theorize whether algorithmic recourse could be applied as

a risk/harm mitigation strategy. For the last part, we emphasize that

safety interventions should not be considered mutually exclusive.

We consider algorithmic recourse as one possible mechanism.
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Figure 8.2: Interventions on the main operating process in the Rotterdam case.

We identify four scenarios (letters, colors, and arrow types) of inadequate control related to the use of a black-box model.
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8.3.1 Scenario A: insufficient data quality

Unsafe control actions are provided

Description: Two types of unsafe control actions can be identified

with respect to this scenario: (1) the use of uninformative or harmful

features and (2) the collection of biased data

Relatedly, the Rotterdam model was

trained on historical re-examination

outcomes, where the selection mecha-

nisms often targeted specific groups

of benefit recipients, and thus negative

outcomes were more likely to be asso-

ciated with these groups [196].

. The “garbage-in,

garbage-out” principle is at play here: non-meaningful data is likely

to produce non-meaningful outcomes because the model learns

spurious correlations rather than worthwhile patterns in the data.

Discussion: In its analysis of the case, Algorithm Audit estab-

lished a normative commission that proposed a set of eligible and

non-eligible profiling criteria for this setting [10]. Their framework

includes eight criteria for the analysis of profiling variables, such as

clear “linkage with aim pursued”, “subjective” evaluation, or propensity

to produce “proxy discrimination”. Many variables in the Rotterdam

W&I model would be automatically disqualified under this frame-

work, e.g., the evaluation of personal competencies and personal

characteristics, or the number of children by age group.

Could algorithmic recourse help? No. At the same time, we ob-

serve that many examples of criteria provided by Algorithm Audit

as valid grounds for profiling, e.g., “no show at appointment with
municipality”, “reminders for providing information”, “participation in
trajectory to work” [10]

Other eligible criteria suggested by

Algorithm Audit include age, type of

living situation, or cost sharing.

, are highly-actionable for benefit recipients.

From the first principles, this seems reasonable: an individual’s

attitude towards the parts of the process they can affect may be in-

dicative of their attitude towards the entire process. Thus, deciding

on the meaning of actionability in a specific context (as discussed in

Section 4.3) could be informative for feature selection.

8.3.2 Scenario B: erroneous interpretation of outcomes

Control actions are never provided or never followed

Description: There are two types of control actions that could

be missing in this scenario. First, domain experts are expected

to intervene on the outcomes of the profiling model, but it may

happen that a required intervention is not carried out. Second, the

model does not provide any explanation of the logic involved in its

decision-making, which makes many interventions impossible.

Discussion: While T&T officers may be able to apply simple

interventions (e.g., exempt certain people from the re-examination,

or assess if certain groups are overrepresented among the top

risk scores), any more complex interventions – such as identifying

and acting on model biases – will be difficult without a reliable

understanding of the logic behind specific decisions. Moreover,

a model that outputs interpretable signals may contribute to the

generation of organizational knowledge. For example, it may suggest

fraud patterns for subsequent analysis by domain experts.



8 System analysis 53

Could algorithmic recourse help? Yes. Algorithmic recourse may

be a valuable mechanism to improve the understanding of patterns

discovered by the model. Concretely, this setting yields itself to the

actionable knowledge discovery alternative formulation of AR where

automated techniques are used to distill knowledge that may be

useful for decision-makers from the parameters of the black-box

model [e.g., 3, 38], e.g., informing them which groups of benefit

recipients tend to be associated with higher risk of fraud.

8.3.3 Scenario C: weak transparency standards

Control actions are never provided or never followed

Description: As highlighted by [196, p. 42], the benefit recipients

were not informed when they were investigated due to algorithm-

driven selection procedures, and it is unclear if the reinvestigation

officers were aware of the selection tools applied in each case.

Discussion: Transparency with regard to the selection methods

is necessary for the reinvestigation officers to identify wrongful

nominations and evaluate the machine learning model, and for

the benefit recipients to exercise their rights. Moreover, sufficient

transparency standards towards data subjects are required by GDPR

Articles 13(2)f, 14(2)g, and 15(1)h as discussed in Section 5.3.

Could algorithmic recourse help? No. This scenario of inadequate

control relates to an organizational process. Open communication

about the selection methods is a prerequisite to algorithmic recourse.

8.3.4 Scenario D: unreliable handling of complaints

Control actions are provided at the incorrect time

Description: Again, we observe two forms of inadequate control.

First, benefit recipients may be reluctant to submit complaints.

Second, a “stable” model is likely to nominate the same individuals

for re-examination multiple times if their features do not change.

Discussion: As established in Section 7.2.9, it is difficult for people

to complain about unfair treatment when the decision process is

necessary for the fulfillment of their basic needs

The objective of W&I customers is

not receiving benefits, but, e.g., having

enough money to avoid food insecurity.
. Thus complaints

may be delayed with respect to the moment when harms begin to

occur. Moreover, Section 7.2.10 highlights that (consequential) algo-

rithmic systems require a variety of strong oversight mechanisms.

Could algorithmic recourse help? Yes. Its potential values for

these scenarios have been emphasized in Section 7.3. Algorithmic

recourse allows benefit recipients to self-control the process because

certain behaviors that affect risk scores can be reasonably expected

from them

For example, the municipality may

inform a benefit recipient: “You have
been consistently missing appointments.
If you would like to reduce the likelihood
of a re-examination, please attend the ap-
pointments on time from now on.”

. Moreover, it could be an explicit encouragement to

file complaints because it shows benefit recipients that the W&I

department prefers that its clients receive beneficial outcomes.

Finally, it may serve as an additional auditing mechanism that lies

with end-users, rather than the parties operating the model.
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[204]: Rudin (2019), ‘Stop explaining

black box machine learning models for

high stakes decisions and use inter-

pretable models instead’

[2]: Ackerman (2000), ‘The Intellectual

Challenge of CSCW: The Gap Between

Social Requirements and Technical Fea-

sibility’

8.4 Algorithmic recourse as a safety mechanism

Across the four scenarios of inadequate control, we identified four

ways in which algorithmic recourse could help address the potential

violations of behavioral constraints in the system.

( a ) In its actionable knowledge discovery formulation, it can con-

tribute to the development of organizational knowledge and

reduce the necessity of algorithm-driven selection over time.

( b ) It increases the agency of end-users (benefit recipients), propos-

ing actions that could reduce their risk scores, and thus help

them decrease the likelihood of subsequent re-examinations.

( c ) If provided on an opt-out basis, it may encourage end-users

to engage with complaints processes when necessary.

(d ) If sufficiently faithful to the model, it may serve as an addi-

tional oversight tool, allowing the end-users to identify certain

harmful outputs of the model.

Of course, our analysis in this chapter is purely theoretical, and the

implementation of algorithmic recourse is bound to bring about

challenges and unexpected dynamics in the system. We consider

the task of evaluating algorithmic recourse in a controlled manner

in Chapter 9 and propose a proof-of-concept method to address

its challenges in Chapter 10. For now, we simply observe that

algorithmic recourse may be a useful safety mechanism, and thus it

merits our further consideration in this application.

Finally, we address two important criticisms of our analysis. First,

as recognized by [204], the cycle of applying a black-box model

and then attempting to interpret tends to be counterproductive,

and in high-stakes settings simpler models should be preferred.

While we agree with this point, we consider the model that was

put in place by the municipality, and there may have been valid

reasons to consider a tree-based gradient boosting machine, such

as its dominant performance on tabular data [92]

[92]: Grinsztajn, Oyallon, and Varo-

quaux (2022), ‘Why do tree-based mod-

els still outperform deep learning on

typical tabular data?’

. Moreover, we

note that even highly-interpretable linear models become difficult

to analyze when, e.g., operating on a large number of features, as

also recognized by the experts in Chapter 7. Second, there exists

a disconnect between the social requirements for technical solutions

and the requirements that these solutions can support in practice [2].

In other words, even if algorithmic recourse solutions discussed in

Chapter 4 could be adapted to this setting, they are not guaranteed

to fully address the challenges of inadequate control. Again, we

concede this point but note that algorithmic recourse does not

need to fully bridge the socio-technical gap to remain a helpful

mechanism. As this document focuses on the value of algorithmic

recourse, we have narrowed down our analysis to this solution, but

it is likely other interventions could address the inadequate control

scenarios that we have identified equally well.
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In this brief chapter, we introduce a conceptual framework for

the evaluation of algorithmic recourse interventions in real-world

contexts. Our model is a product of contextualizing the findings

of the case study in Chapters 5- 8 against the backdrop of research

reviewed in Chapter 4. We depict this model in Figure 9.1 and discuss

it in Section 9.1. Then, we consider the problem of operationalizing

the criteria for algorithmic recourse in Section 9.2.

9.1 Conceptual framework for algorithmic recourse

We identify three components that have influence over the successful

implementation of algorithmic recourse mechanisms and, hence,

the quality of recommendations that will be issued to the end-users.

Most importantly, algorithmic recourse necessitates a rich under-

standing of the constraints and the requirements of the application of

interest. This includes actors that are involved in the system (Section

6.2), the existing organizational processes (Section 8.1), the potential

abuse of the mechanism (e.g., whether opening up the model could

negatively affect the control of the process), and the multi-agent

dynamics (e.g., whether the end-users provided with recommen-

dations would need to compete for limited resources). Answering

these questions is a condition sine qua non for algorithmic recourse

in real-world contexts because the other two aspects of its successful

applications are necessarily domain-specific

Recall our discussion in Section 4.3.1

where we considered the differences

in algorithmic recourse interventions

in education and medicine.

.

Next, the actionability of recommendations depends on multiple

factors, such as the preferences of the recipient, the legal and ethical

standards (i.e., some changes cannot be prescribed in good faith),

the ability to effectively communicate these recommendations with

the end-users, and a variety of contextual requirements that follow

from the application. In the literature, these tend to be modeled as

constraints over features and their values (Section 4.2.3), but other

requirements may relate, for example, to the limited time for the

implementation of a recommendation or the amount of support

that the organization can provide their customers in the process.

Finally, the application will influence the technical challenges that

need to be overcome for the successful implementation of the mech-

anism. For example, the quality of the data and/or model may be

insufficient to generate reasonable recommendations (Section 8.3.1),

and thus, an organization needs to focus its initial efforts elsewhere.

Moreover, factors such as the regularity of model retraining will

influence recommendation invalidation rates (Section 4.2.7).
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Figure 9.1: Conceptual framework for the evaluation of algorithmic recourse interventions in real-world contexts.

Arrows represent “depends-on” relationships between components. For example, if the application is highly susceptible to abuse

by end-users (meaning that the generated recommendations could be misused), they must be held to particularly high standards.

Understanding the constraints imposed by the application is a pre-requisite for the deliberation on the characteristics of actionability

or the technical challenges to be overcome, as the latter two components are necessarily domain-specific.
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9.2 Measuring the quality of algorithmic recourse

The task of algorithmic recourse evades robust operational metrics

precisely because it is domain-specific. At a minimum, three factors

will influence the quality of an algorithmic recourse mechanism.

First, the actionability component entails the consideration of the

utility of recommendations -— it should be possible for an agent to

put the received recommendation into practice and achieve their

goals with respect to the system. In practical terms, this means that

the system must be able to generate valid recommendations across

a range of potential constraints on the optimization process

An AR recommendation is valid if the

model assigns the proposed counter-

factual instance to the target class.

. We note

that all other common desiderata for algorithmic recourse recom-

mendations should be considered secondary to this requirement.

Second, the capacity of system owners to address the technical

challenges of algorithmic recourse relates to the guarantees given

to end-users. A recommendation should remain valid long enough

that its recipient has a genuine opportunity to implement it. Also,

if they (bona fide) exert the expected effort, they should be rewarded

with a better outcome. Hence, the system must be able to gen-

erate recommendations whose validity extends through a range

of potential environmental scenarios (e.g., a set period of time).

While this directly relates to the desideratum of “robustness” for

CEs (see Section 4.2.6), we note that the validity of recommendations

may generally be enforced through non-technical interventions such

as “recourse contracts” [64, 74], but these are again context-specific.

Third, the ability of an algorithmic recourse mechanism to respect

the constraints of an application requires a safety-oriented evalua-

tion. We emphasize that algorithmic recourse could impact system

processes and stakeholders both negatively (e.g., Section 4.2.7) and

positively (e.g., Section 8.4), so it is necessary to evaluate it against

baselines without such mechanisms. A variety of performance

indicators may then be applied to measure the “safety component”,

including the trends in the number of incidents over time, or the

time between the first occurrence of a hazard and its detection

In the Rotterdam case, these indicators

could correspond to a change in the

number of false positive investigations,

or the time required to identify that the

model exhibits harmful biases.

.

Given this complexity, it may seem that the study of algorithmic

recourse in real-world contexts requires pilot deployments, simi-

lar to the Hired.com evaluation [164] highlighted in Section 4.2.9.

However, as noted for the Rotterdam case in Chapter 6, even when

human-in-the-loop studies are actively monitored, they may still

produce harm that would otherwise be avoidable. Is all hope lost?

Not necessarily. We argue that digital twin solutions [216, 236]

may be a promising way to improve the evaluation of algorithmic

recourse mechanisms but – to the best of our knowledge – there

are no frameworks that would allow decision-makers to explore

the dynamics of algorithmic recourse in the context of a particular

decision-making process. We address this gap in the next chapter.
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In this chapter, we discuss the simulation framework that we have

developed as a proof-of-concept instantiation of our evaluation

model and applied to the Rotterdam case. First, in Section 10.1,

we differentiate our work from the existing benchmarking tools for

algorithmic recourse. Next, in Section 10.2, we describe and motivate

the design of our framework. Then, in Section 10.3, we demonstrate

how our tool could be used to evaluate an algorithmic recourse

mechanism in the decision-making setting of our case study. Finally,

in Section 10.4, we address the existing limitations.

10.1 Overview of existing solutions

We are aware of three computational frameworks for the generation

and benchmarking of CEs and AR recommendations:

▶ Counterfactual And Recourse Library (CARLA) is a Python

library published in 2021 [178] that supports 13 generators

for algorithmic recourse; the recommendations may be evalu-

ated on 9 integrated metrics, including Minkowski distances,

success rates, constraint violations, or the generation time.

At the time of writing in late October 2024, the CARLA GitHub

repository has not seen activity since February 2023. Thus,

it seems likely that the project has been discontinued.

▶ CounterfactualExplanations.jl (CE.jl) is a package that

forms part of the Trustworthy AI in Julia (TAĲA) ecosystem [13].

CE.jl has a similar focus to CARLA in that it is geared towards

the generation and evaluation of (actionable) counterfactual

explanations [15]. The package is under active development;

as of October 2024, it implements 14 generators and allows

users to arbitrarily compose gradient-based generators to test

new solutions. CE.jl can fit and explain models trained using

Flux, and further integrates with PyTorch and Torch for R.

▶ AlgorithmicRecourseDynamics.jl is another package from

TAĲA that allows for the measurement of dynamics that

may arise when algorithmic recourse recommendations are

implemented at scale [14]. While the package allows for the

evaluation of some important multi-agent characteristics of

real-world systems, the simulations remain relatively abstract

in that the recommendations are isolated from outside events

(decision-making processes), and the agents instantaneously

materialize required changes.

https://github.com/carla-recourse/CARLA/tree/main
https://github.com/carla-recourse/CARLA/commit/24db00aa8616eb2faedea0d6edf6e307cee9d192
https://github.com/JuliaTrustworthyAI/CounterfactualExplanations.jl
https://github.com/JuliaTrustworthyAI/AlgorithmicRecourseDynamics.jl
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Existing frameworks focus on algorithmic recourse recommendations.
However, as we argued in Chapter 9, exploring the mechanisms
of algorithmic recourse is necessary to understand its impacts on

decision-making systems. We introduce SimulatedRecourse.jl as

a proof-of-concept solution to facilitate safety-oriented evaluations.

Our tool is available under the MIT License in the TAĲA organization

at https://github.com/JuliaTrustworthyAI/SimulatedRecourse.jl

All experimental studies discussed in

this chapter were carried out on the

commit be939a9 version of the code.
.

10.2 Architecture and design choices

This section focuses on the design and development of our frame-

work. In Section 10.2.1, we motivate the choice of agent-based

modeling as the simulation paradigm. Next, in Section 10.2.2, we

explain the structure of our codebase. Finally, in Section 10.2.3, we

discuss how to configure experiments in the tool.

10.2.1 Motivation for agent-based modeling

Our problem potentially yields itself to two modeling formalisms

for dynamic systems: Discrete-Event System Specification (DEVS) or

Discrete-Time System Specification (DTSS) [24]. The former places

emphasis on the decision-making process because DEVS simula-

tions are driven by events (e.g., “an agent submits an application”,

“an investigation is triggered by the municipality”); the latter focuses

on the behavior of individual agents within this process because

at each time step, the model allows all agents to take actions.

If the simulation model triggers fewer than one event per agent per

time step, DEVS simulations are guaranteed to be more efficient.

Thus, the choice of a modeling formalism may have non-negligible

impacts on the quality of the final simulation framework. We decide

to follow the DTSS paradigm – specifically by applying agent-based

modeling (ABM) methods – for three reasons:

1. We envision the time steps of the models to represent relatively

large periods of time, at the order of one calendar month.

A higher level of granularity is simply not needed. For example,

implementing an algorithmic recourse recommendation is

unlikely to happen overnight. Thus, we expect a DTSS model

to be competitive with a DEVS model. In any case, we allow

for the reconfiguration of the duration of a time step.

2. We aim to develop a simulation framework that improves

on the state-of-the-art in terms of grounding in real-world

contexts. Hence, it should be possible to meaningfully enforce

heterogeneity between individual agents. For example, they

may differ in feature values, cost functions, or their “flow”

through the stages of the decision-making process. We argue

that this goal aligns more closely with the characteristics of

DTSS rather than DEVS simulation models.

https://github.com/JuliaTrustworthyAI/SimulatedRecourse.jl
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3. Following our recommendation in Section 4.3.2, we aspire to

build a practitioner-friendly artifact. ABMs are seen as the

de facto standard method for simulations in policy analysis

[79, 142], and they have been adopted in a variety of related

fields including computational social sciences [e.g., 85, 148],

economics [e.g., 22, 106], public health [e.g., 150, 239], or

urbanism [e.g., 44, 207]. Thus, an ABM tool should be more

intuitive for practitioners who may want to use it in the future.

Having established the advantages of an agent-based model, we note

that our use case does not require (extensive) interactions between

the agents. Rather, we expect to observe the emergence of certain

dynamics through the interactions of agents with their environ-

ment. Implementing the decision-making process as interactions of

customers and employees of an organization could have had some

advantages – for example, it would have allowed us to better diag-

nose the bottlenecks that an algorithmic recourse mechanism could

introduce – this is not necessarily the main goal of our simulations.

Instead, the customers interact directly with the organization

We can still observe the changes in the

flows of agents throughout the process,

but at a higher level of abstraction.

.

This requires us to introduce some features characteristic of discrete-

event models into the agent-based model. In particular, we split

the decision-making process into SystemStages and AgentStages;

the agents passively flow through the former and actively engage

in the latter. In turn, a decision-making process becomes a chain of

action-reaction events, separating the concerns of the agents and

their environment. We elaborate on this topic in Section 10.2.2.

10.2.2 Structure and integration of other libraries

An important goal for our tool is its generalizability to different

decision-making processes to allow for the evaluation of algorithmic

recourse mechanisms in a variety of scenarios. While we develop

the tool with the Rotterdam case in mind, wherever possible we

decouple the overarching logic of the framework from the specific

logic of the case study. When discussing the architecture of the tool,

we highlight the design choices taken to facilitate this goal.

SimulatedRecourse.jl is built using the Agents.jl framework for

agent-based modeling in Julia [53]. Simulations in Agents.jl can

be as simple as defining four components: (1) a struct representing

an agent that populates the simulation, (2) a type of space where

the agents operate, (3) the stepping functions for the agents and the

model, and (4) the types of data to be collected from the simulation.
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function process(

current_stage::X,

agent::Customer,

sim::ABM,

stage_logic::Function)

stage_logic(current_stage,

agent, sim)

return

end

Listing 10.2: Definition of process.

Agent

We make use of a single type of agent – Customer (Listing 10.1) – that

represents an end-user (e.g., resident) interacting with the decision-

making process (e.g., municipal social assistance). Each Customer

is defined by a set of features, their status in the simulation

(e.g., “accepted” or “rejected”), and the outcome of the decision-

making process (e.g., the exact amount of received assistance).

Notably, the Customersmay be defined by multiple sets of features

in different stages of the process

In the Rotterdam case, the decision

about social assistance depends on 10

features as described in Section 5.2,

but the nomination for investigations

was carried out by a model trained on

(mostly non-overlapping) 315 features.

. We decide to store the “main”

features of the agent – ones that are most relevant for the decision-

making process – at the agent level, while additional features can

be easily stored on the model level in the form of a DataFrame.

Additionally, each agent stores a Vector of options and a Dict of

properties. The former is used to pass parameters that influence

the behavior of the simulation between stages (e.g., if an agent was

randomly selected for investigation, they will not be able to ask

for an algorithmic recourse recommendation); the latter is used to

store additional types of information that are collected during the

execution of the simulation (to be configured by the user).

@agent struct Customer(GraphAgent)

features::DataFrameRow

status::Symbol

outcome::Int

options::Vector{Symbol}

properties::Dict{Symbol, Any}

end

Listing 10.1: Definition of Customer.

Space

Agents.jl allows the agents to operate in a discrete space (𝕀𝑛),

continuous space (ℝ𝑛
), on a map, or on a graph. The last of these

options is a natural fit for our task as we can represent an arbitrary

decision-making process as a set of stages (nodes) connected by

directed edges that describe the processing of Customer agents.

For example, (Idle)→ (Application)→ (Decision), corresponds

to the path of an agent that exists outside of the boundary of the

simulation in (Idle), becomes active and applies for assistance in

(Application), and their status is evaluated by the organization in

(Decision). Although Julia does not support traditional inheritance,

we decide to organize all stages in a logical hierarchy, presented as

a UML diagram in Figure 10.1. As already described, we divide the

stages into those where the agents are active (AgentStage) and those

where the agents are passive (SystemStage). Additionally, we define

Idle as an instantiation of an EnvironmentStage that stores agents

outside of the simulation boundary, i.e., ones that are not actively

participating in the decision-making process. For each individual

experiment, the user may reconfigure the process graph stored as

a .txt file. For example, they may remove a stage or change the

default transition probabilities between stages.

We further separate the existence of an agent in a stage from the logic

of that stage, as the latter may depend on a simulation experiment.

Thus, the user is expected to implement or extend the logic, following

a common API as defined in Listing 10.2. The process functions are

defined for every stage X allowing us to make use of Julia’s multiple

dispatch, and hence the state of the simulation can be updated in

a simple loop that we will describe in the next section.
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Figure 10.1: Logical organization of the decision-making process stage.

We implement the logic for eight stages marked in solid lines, but further stages (e.g., Complaint) can be readily added.

Each concrete stage stores a StageData object that probabilistically describes transitions in and out of that stage.
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Stepping functions

Our proof-of-concept tool implements only a stepping function for

the agents, presented in Listing 10.3. It is called for every agent

at every time step to update this agent and process them in the

current stage. This Listing also shows how our framework is split

into two submodules: Case and Process to facilitate generalizability.

In particular, the update_agent! function can be used to modify

the features of an agent so that, e.g., their eligibility for assistance

may change over time – in our instantiation in Section 10.2.3 we use

this function to model some basic macroeconomic phenomena.

We have not implemented the stepping function for the model in

the first iteration of the tool due to its lower priority. Nonetheless,

our simulations could definitely benefit from model-wide updates.

For instance, model_step! could be employed to periodically retrain

the model and explore the dynamics of algorithmic recourse, akin

to the goals of AlgorithmicRecourseDynamics.jl of [14].

function agent_step!(

agent::Customer,

sim::ABM)

Case.update_agent!(agent,sim)

stage = sim.stages[agent.pos]

Process.process(stage,agent,sim)

end

Listing 10.3: Agent stepping function.

Data collection

Integration with Agents.jl allows the users to freely define agent-

level and simulation-level properties that should be collected at

runtime. In many cases, this will only require declaring a property

in the initialization method of the simulation – initialize(·) –

and adding a few lines of code in the logic of relevant stages. As one

example, we may be interested in the number of times that each agent

is nominated for investigation; we can define an agent-level counter

as agent.properties[:experienced_investigations] = 0 and

then update this value whenever the agent enters theInvestigation

stage. Then, Agents.jl returns a DataFrame with the value of the

counter per agent per time step, to be aggregated by the user.

Algorithmic recourse recommendations

As a final point in this brief overview of SimulatedRecourse.jl,

we discuss the integration with CounterfactualExplanations.jl

to generate algorithmic recourse recommendations. Depending on

the configuration of the decision-making process, the users may

simulate a system where the nominations are (1) completely random,

(2) additionally rely on a model, and (3) further allow for algorith-

mic recourse. In cases (2) and (3), we rely on the functionalities of

CounterfactualExplanations.jl – we use it to train the investiga-

tion models and to generate counterfactuals for agents. If a Customer

moves to the Recourse stage, a recommendation will be generated

and stored. Then, the agent will probabilistically implement the

recommendation; in every cycle, they have a 𝑝𝑖 ∈ [0, 1] chance of

modifying the value of feature 𝑖 by one unit. Thus, we implement

a very simple measure of difficulty, but propose a more robust way

to simulate the implementation of recommendations in Section 10.4.
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10.2.3 Configuration of the experiments

SimulatedRecourse.jl is principally intended to allow for the

exploration of algorithmic recourse mechanisms, so it was developed

to be highly configurable. We provide an overview of the main

configuration capabilities in the following paragraphs.

Configuring process graphs

The user may arbitrarily configure the decision-making process

graph by adding and removing stages, adding and removing edges

between stages, and changing the transition probabilities. We present

an example configuration for the process graph that corresponds

to our case study in Listing 10.4: on the first line we declare the

total number of stages, the following fifteen lines describe edges

in the format from to probability, and the last eight lines assign

human-readable names to the stages. The transition probabilities

may change at runtime. For example, if an agent is rejected in the

Investigation stage, they will not be allowed to directly move back

to the ReceivingBenefits stage, so the transition 7 5 0.00 would

be in any case excluded, with other probabilities re-normalized.

8

1 1 0.05

1 2 0.95

2 3 1.00

3 4 1.00

4 1 0.05

4 5 0.95

5 1 0.05

5 5 0.90

5 6 0.05

6 7 1.00

7 1 0.00

7 5 0.00

7 8 1.00

8 1 0.05

8 5 0.95

1 Idle

2 Application

3 Decision

4 PostDecision

5 ReceivingBenefits

6 Investigation

7 PostInvestigation

8 Recourse

Listing 10.4: Process configuration.

Configuring agent data

The user may also modify the data used in the process by specifying

paths to the “decision data”, the “test data”, and potentially the

“train data”. We first explain the decision data since it is slightly more

involved – it refers to the dataset used to make decisions about the

eligibility for assistance (Section 5.2). In principle, our framework

can support any dataset although modifying the decision data may

require changing the logic of the Decision stage. The latter two

types of data are used by the investigation model; modifying them

is as simple as specifying the paths to two datasets described by

the same features. For example, a decision-maker may decide to

evaluate how a particular set of features influences the process or the

ability of Customers to implement recommendations. If provided

with a training dataset, our tool automatically trains a model and

runs a simulation on the dataset. To enable AR, the user also needs

to provide a configuration file in the .json format that includes the

indices of continuous and categorical features, the mutability and

the domain constraints, and the suggested actionability of features.

Configuring algorithmic recourse recommendations

Finally, the user may specify in the configuration file any machine

learning model and any algorithmic recourse generator supported by

CounterfactualExplanations.jl. It may be that some generators

perform better in a specific domain, e.g., the ClaPROAR algorithm

was introduced to mitigate endogenous domain and model shifts

[14], so if a simulation involves model retraining, we would expect

that it produces different results from simpler generators. As long

as CE.jl supports a specific combination of the model and the

generator, SimulatedRecourse.jl will also support it.
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10.3 End-to-end evaluation

We present our tool by simulating the (simplified) decision-making

process of the case study using the data provided by Lighthouse

Reports

Given that we make a number of strong

assumptions, we can best describe our

experiments as heavily inspired by the

Rotterdam case.

. In this section, we describe all steps required to prepare

an experiment in SimulatedRecourse.jl but we note that many

of them need to be carried out only once, which makes follow-up

experiments much simpler. After configuring a baseline simulation

study in Section 10.3.1, we evaluate the impacts of an algorithmic

recourse mechanism on the system in Section 10.3.2.

10.3.1 Instantiation of the case study

1. Configuring the process graph

We configure the process graph to reflect the operating process

from Chapter 8 as closely as possible; it is presented in Figure 10.2

with the transition probabilities omitted. All agents start in the Idle

stage, where they also return whenever removed from the social

assistance process. Of particular note is the PostInvestigation

stage where the agents may decide to react to a negative outcome

of an investigation by pursuing algorithmic recourse. A similar

intervention could be employed in the PostDecision stage; however,

the assistance standard for a Customer is calculated by a rule-based

system, so standard algorithmic recourse solutions do not apply.

This is exactly the problem addressed in Chapter 11.

Idle

Application

Decision

Post
Decision

Receiving
Benefits

Investigation

Post
Investigation Recourse

Figure 10.2: Process graph.

2. Defining the case-specific logic

This is the most complex step of the case study setup, as we need to

define the logic for each of the stages from the previous paragraph:

(Idle) Apply for social assistance with certain

probability. If a recommendation is available (i.e., the agent was

previously removed from the process), attempt to implement it.

(Application) Move to the next stage.

(Decision) Apply logic from the Participatiewet to

calculate the amount of assistance to be awarded to the agent.

(PostDecision) Move to the next stage depending on the

calculated amount of assistance. If it is larger than 0, move to

ReceivingBenefits and otherwise move back to Idle.

(ReceivingBenefits) With certain probability nominate the

agent for investigation. If a model is available and outputs a high

risk score, also nominate the agent for investigation.

(Investigation) Apply logic from the Participatiewet to

re-calculate the assistance standard for the agent.

https://web.archive.org/web/20240929162719/https://www.rijksoverheid.nl/onderwerpen/bijstand/vraag-en-antwoord/wanneer-heb-ik-recht-op-bijstand
https://web.archive.org/web/20240929162719/https://www.rijksoverheid.nl/onderwerpen/bijstand/vraag-en-antwoord/wanneer-heb-ik-recht-op-bijstand
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(PostInvestigation) Move back to Idle or request Recourse

if the outcome of an investigation is negative, otherwise move

back to ReceivingBenefits. If the status of an agent did not

change but an investigation was started because of a model, the

agent may still request Recourse to reduce their risk score.

(Recourse) Generate an algorithmic recourse recom-

mendation for the agent to help them reduce their future risk

score. It will be implemented outside of the Recourse stage.

3. Preparing the decision data

Unfortunately, the data provided by Lighthouse Reports does not

allow us to calculate the amount of assistance awarded to agents as it

does not contain the features relevant to the decision. Therefore, we

need to generate our own dataset for the agents. We make use of the

CBS statistics [42] to estimate the distributions of 18 features that are

combined to produce the 10 features needed for the assessment of

eligibility. We make our best effort to provide a realistic initialization

for the agents. Nonetheless, this initialization is far from perfect:

we need to treat all features as independent, and we are unable to

fit the exact distributions for these features.

As one example, we explain the process of estimating the total

income of an agent. First, we find that 44.2% of inhabitants aged 15+

are married and that there are 1.12 million unmarried couples in the

Netherlands. We also find that there are roughly 15 million people

in the Netherlands aged 15 or older. This allows us to approximate

the likelihood that a person has a partner. Second, we find that

75% of inhabitants are in the labor force and that for working

people the median income is e39100 per year, which is ≈e3200 per

month. We draw the incomes from a Gamma(4, 800) distribution –

it starts at 0 with a mean of exactly 3200 and it is skewed towards

lower numbers. Finally, we can sample the income of an agent by

combining the two distributions. If they have a partner, we also

sample their income and combine them under a feature total_-

income. The pseudocode is given in Listing 10.5. We additionally

decide to scale down some features – multiply them by a fraction –

until we achieve a reasonable number of agents eligible for social

assistance (≈20% when the simulation begins).

married = sample(

[true,false],[0.442,0.558]

)

cohabitation = married ?

false : sample(

[true,false],[0.264,0.736]

)

has_partner = married | | cohabitation

own_income = (

sample(

[true,false],[0.75,0.25]

) ?

rand(Gamma(4, 800)) : 0

) * 0.25

partner_income = (

has_partner ? (

sample(

[true,false],[0.75,0.25]

) ?

rand(Gamma(4, 800)) : 0

) : 0

) * 0.25

total_income = own_income +

partner_income

Listing 10.5: Estimation of income.
Decision-makers likely have access to the features of the actual

customers, so they should be able to skip this step by (re)sampling

real-world data. This may also improve the quality of the model

and align it more closely with the goals of digital twin systems.
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For instance, recommendations would

never be issued to agents rejected after

a reinvestigation in this setting.

4. Preparing the investigation data and the model

Although Lighthouse Reports published the parameters of the

gradient boosting machine used by Rotterdam W&I department,

the model was trained in R and it cannot be readily explained by

CE.jl because its outcomes are continuous in range [0, 1] (where

1 represents the highest possible risk score) and regression models

are not currently supported by CE.jl. Instead, we decide to train a

surrogate model for a classification task. First, we generate further

130000 synthetic samples using the Gaussian copula model trained

by Lighthouse Reports, and then binarize the risk scores on a

threshold used by Rotterdam (roughly 0.7). Then we use the new

samples to train a NeuroTreeModel – a form of a differentiable

decision tree [113] – on the resulting classification task. If all 315

features are used, the surrogate model achieves accuracy of ≈95%

(i.e., the predictions of the two models agree in 95% of the cases)

whereas guessing the majority class would lead to accuracy of ≈85%

in expectation. We use the synthetic data initially generated by

Lighthouse Reports as test data in the simulations.

5. Defining the update_agent! function

If the features of agents were static, then the amount of assistance

calculated in the Investigation stage would always agree with the

amount calculated in the Decision stage, which would negatively

impact our ability to analyze certain aspects of algorithmic recourse.

Thus, we model some external phenomena in the update_agent!

function, again making use of the CBS data [42]. We allow for

eight features to change every “year”: children, current_age,

has_partner, other_adults_in_household, first_home_equity,

own_income, total_assets, total_income. For example, the agent

may lose a partner or move in with a new partner, both of which

will further impact their total assets and total income. Of course,

all of these changes fall outside the simulation boundary, so we do

not attempt (and do not need) to be particularly exhaustive.

6. Implementing an algorithmic recourse mechanism

To support the “realistic” implementation of recommendations,

we need to define three types of constraints for each feature. First,

we infer the domain constraints from the data by looking at the

minimum and maximum values of features found in the test set.

Second, to decide on the mutability constraints we reason about

changes that can be expected from the agents. Third, we need to

estimate the difficulty of changing each feature and we want to

at least remain consistent in the ordering of features by difficulty.

To that end, we decide to follow a pairwise outranking procedure

Pairwise outranking is a multi-criteria

decision-making method to establish

a global ranking by comparing all pos-

sible pairs of options. Then, the ranking

is constructed by looking at the num-

ber of times each option is selected.

.

If all 315 features were considered, this would lead to almost 50,000

comparisons. Thus, we select 26 features from the original dataset,

16 of which may be considered mutable

We apply the insights of Algorithm

Audit [10] to select the features (mostly)

acceptable for risk profiling. Among

others, we remove all features that are

subjective or seem irrelevant to the task.

We also remove all features with a rel-

evance score of less than 5. Unfortu-

nately, this degrades the performance

of our surrogate model to ≈91%.

. We carry out 120 pairwise

comparisons to establish a ranking of features ordered by “inverse

actionability” and convert it to probabilistic difficulty scores.
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The logic of the ReceivingBenefits is

configured to first evaluate an agent

using the model, so its use does not

have a significant impact on the overall

probability of nomination.

10.3.2 Experiments and results

Having instantiated the case study, we run three experiments using

SimulatedRecourse.jl. First, a system where Customers can only
be randomly nominated for investigations (no model is in use) is the

baseline. Then, we add a model as an additional selection method.

Finally, we enable the agents to request and implement algorithmic

recourse recommendations over time.

Each study is executed with a random sample of 2500 agents from

the synthetic dataset produced by Lighthouse Reports (20% of the

complete dataset), simulating their actions over 22 “years” (264

time steps)

As all Customers start in the Idle
state, it takes slightly over two “years”

(specifically, 28 cycles) for the first in-

vestigation to be triggered. We use the

first two years as a burn-in and focus

on the following 20 years.

. All simulations in SimulatedRecourse.jl are fully

reproducible, so the agents active in run 𝑖 of all three studies are

exactly the same, but their actions diverge when the pseudorandom

number generators get out of sync due to different processing of

agents in ReceivingBenefits and Recourse stages, depending on

the study. As our experiments constitute a “baseline measurement”,

we also decide to make use of the simple Wachter et al. generator

[261]. For the study with algorithmic recourse mechanism enabled,

we configure the process graph as in Listing 10.4, i.e., all agents

with a high risk score request a recommendation

This reflects a setting where recommen-

dations are given on an opt-out basis.

; in the other two

studies we simply remove the Recourse stage and set 7 1 0.85 and

7 5 0.15 as default transition probabilities

This decodes as: move from stage 7

(PostInvestigation) to stage 1 (Idle)

with probability p=0.85 and to stage

5 (ReceivingBenefits) with p=0.15,

but this may be adjusted at runtime.

. All other settings that

can be enforced in the tool follow from the discussions in Chapters 5

and 6, e.g., Customers can be nominated for investigation every 24

cycles, and the probability of random nomination is 0.175.

We evaluate the experimental studies on six criteria:

▶ Total investigations: the number of investigations due to any

selection method carried out in the simulation period.

▶ Model investigations: the number of investigations due to model

selection carried out in the simulation period.

▶ Total investigations per agent: the mean number of investigations

due to any selection method experienced by agents who have

undergone at least one investigation.

▶ Model investigations per agent: the mean number of investiga-

tions due to model selection experienced by agents who have

undergone at least one model investigation.

▶ Distribution of agents over stages: the proportion of agents in

each stage at the end of the simulation period.

▶ Wall time: the elapsed real runtime of a single-threaded simu-

lation on an Intel Core i7-8750H CPU @ 2.2 GHz.
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Table 10.1: Selected results for three simulation studies, averaged over 100 runs. Standard deviation is provided in parentheses.

Emphasized numbers indicate that model investigations can repeatedly target the same individuals when AR is not available.

Study

Setting
Total investig.

(occurrences)

Model investig.

(occurrences)

Total investig.

per agent

(occurrences) ↓

Model investig.

per agent

(occurrences) ↓
Wall time (ms) ↓

Model Recourse

1. Baseline ✗ ✗ 2392.41 (64.39) – 2.10 (0.04) – 2713.93 (91.33)

2. Model ✓ ✗ 2513.95 (65.57) 467.75 (26.63) 2.18 (0.03) 2.61 (0.11) 7859.41 (312.92)

3. Recourse ✓ ✓ 2469.43 (61.17) 211.67 (12.23) 2.14 (0.03) 1.19 (0.03) 10384.22 (444.27)

Figure 10.3: Distribution of agents over the stages of the decision-making process at the end of three simulation studies (𝑡 = 264).

All results are averaged over 100 runs; we do not observe statistically significant shifts between stages when AR is introduced.
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Even if the municipality was able to

develop a model with 100% accuracy,

the features of customers are not static.

[211]: Schlesinger (1979), ‘Terminology

for model credibility’

Two findings stand out in the results. First, as shown in Table 10.1,

the use of model-driven nominations introduces a harmful dynamic

in the system where Customers who have been nominated at least

once by the model are more likely to be nominated again than in

the baseline. This is exactly the behavior observed in Rotterdam as

reported in Section 6.1. As we need to treat the predictions of the

original model as the ground truth labels for the surrogate model,

we effectively work with a completely different and likely more

“accurate” model than that of Rotterdam. This is important because

we would expect the magnitude of this dynamic to depend on the

quality of the model

We also explored how the maximum

allowable frequency of investigations

influences the effect – if we allow for

investigations once every 12 months,

the average number of investigations

per agent grows 2.2 times, but the aver-

age number of model investigations per

agent increases as much as 2.6 times.
. For example, if a certain “quota” for model-

driven nomination is to be filled and the model is biased toward

certain agents, then the agents that experience at least one model-

driven nomination will likely experience many more nominations,

on average, than benefit recipients who are classified as low-risk.

Our model is static, but if it was periodically re-trained such that

it can learn about the outcomes of the previous investigations, it

may still repeatedly target some individuals due to its bounded

accuracy. Naturally, introducing an AR mechanism mitigates this

effect because individuals who have been nominated by the model

may be able to reduce their risk scores for subsequent runs of

the model, and so the number of model investigations per agent

becomes smaller than the number of total investigations per agent.

Second, in Figure 10.3, we observe no significant differences in

the number of agents at each stage of the decision-making process.

That the proportion of agents in ReceivingBenefits stage is similar,

suggests that agents who have received a recommendation are not

“favored” by the system. This makes sense because the decision

logic and the investigation model rely on different sets of features.

We also note that in the “Recourse study”, slightly more agents are

in Idle and their proportion is lower in the following three stages –

this happens because agents spend several cycles implementing the

recommendations before trying to rejoin the process.

10.4 Present shortcomings and future development

In this section, we address the main shortcoming of our case study –

the limited verification and validation of the experimental models

(Section 10.4.1) – and outline several improvements for our tool that

could improve its utility for the evaluation of algorithmic recourse

across different real-world applications (Section 10.4.2).

10.4.1 Verification and validation

Verification and validation are essential processes for establishing

the credibility of a simulation model [211]. All simulation models

should agree with the underlying conceptual model (verification;
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[88]: Graebner (2018), ‘How to Relate

Models to Reality? An Epistemological

Framework for the Validation and Ver-

ification of Computational Models’

[153]: Mayo-Wilson and Zollman

(2021), ‘The computational philoso-

phy: simulation as a core philosophical

method’

[217]: Šešelja (2021), ‘Exploring Scien-

tific Inquiry via Agent-Based Mod-

elling’

e.g., the simulation should be tested for bugs) and its actualization

in the real-world (validation; e.g., the parameters of the simulation

should correspond to the parameters of the target system).

The conceptual model for the decision-making process of bĳstand has

been thoroughly analyzed in our case study, though we implement it

with some simplifications. Evaluating whether our implementation

is bug-free is a major challenge because we cannot readily test it

automatically. Instead, we decide to add a logging system, run

a small-scale model, and manually verify the logs to check whether

(1) the agents move between the stages as expected, and (2) the main

parts of the logic are implemented correctly. For instance, we check

the nomination for investigations and the fulfillment of algorithmic

recourse recommendations by agents. We believe this approach is

sufficient to verify the simulation model with respect to its main

requirements, but it certainly does not eliminate the risk of minor

bugs influencing the outcomes of the simulations.

Regarding validation, we note that even though our end-to-end

evaluation of the tool is grounded in the setting of W&I Rotterdam,

the simulations are bound to differ from the real-world system

in significant ways. Some of these relate to the limitations of our

tool, but most of the differences stem from the lack of suitable data.

We highlighted the assumptions we had to concede in Section 10.3.1:

our instantiation of the process graph is simplified, our model is only

a surrogate of the original model (and trained for a different task),

or our data is fully-synthetic and likely an insufficient reflection of

the real-world distributions. Wherever possible, we still make use

of real-world parameters to simulate the process as accurately as

possible, but this does not offset many assumptions we need to make.

Nonetheless, we believe that our experiments remain valuable even

if they remain exploratory rather than explanatory.

While thorough validation of the framework would be beneficial,

it may not be strictly necessary in our use case. By and large, our tool

is a proof-of-concept solution to demonstrate the evaluation of algo-

rithmic recourse mechanisms in real-world contexts, and it can be

treated as a step towards the development of more robust solutions

that can actually rely on real-world data. This has been recognized

as a scenario where the burden of validation is greatly reduced

[88]. Moreover, through our experiments, we show that algorithmic

recourse can reduce risks related to model-driven selection and

does not need to impact the dynamics of the decision-making system.

In other words, our end-to-end evaluation retains value as a com-

putational “thought experiment”, and the limited validation does

not detract from this purpose [153]. Finally, because we allow for

highly configurable experiments, users of SimulatedRecourse.jl

may test the decision-making processes in a variety of scenarios –

this exploratory nature of agent-based modeling may be insightful

even if it does not reflect a specific real-world system [217].
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[202]: Rockwell Automation (2024),

Arena Simulation Software

[221]: Simio LLC (2024), The Simio Dis-
crete Event Simulation Platform

10.4.2 Improving SimulatedRecourse.jl

SimulatedRecourse.jl can be extended in a few important ways.

First, most importantly, it would benefit from a higher degree of

generalizability. As established in our conceptual framework in

Chapter 9, the evaluation of algorithmic recourse must account

for the characteristics of a specific decision-making process, logic

(i.e., procedures) being one of them. Unfortunately, the current

tool would require major re-development if it was to be applied

in a different setting, which limits its utility for decision-makers.

One solution could be to re-design the tool such that it supports

reusable “logic blocks” (akin to automation platforms, e.g., [202] or

[221]), reducing the amount of required code duplication. Second,

a similar modeling approach may be used to explore other safety

interventions and their interactions. We highlight an example in

Figure 10.1 with the Complaint stage, which exists – in several

forms – in Rotterdam but has been omitted from our simulations.

Third, supporting model-level updates (e.g., re-training) could

ground the simulations more strongly in reality and allow for the

evaluation of new types of dynamics, potentially even subsuming

AlgorithmicRecourseDynamics.jl [14]. Finally, as explained in

Section 10.2, the implementation of recommendations remains

naive in the current version of the tool because the difficulty of

affecting features is independent of agents. In our opinion, defining

agent-level cost functions would not meaningfully improve the

quality of the simulations. Instead, we propose to borrow a simpler

approach from the domain of automated negotiation and endow

agents with “archetypical ” behavioral strategies to affect the pre-

defined actionability values (see, for instance, [141]

[141]: Lin, Kraus, Baarslag, Tykhonov,

Hindriks, and Jonker (2014), ‘Genius:

An integrated environment for support-

ing the design of generic automated

negotiators’

).



For the same reason, “if-then” rules

are sometimes employed as tools for

classification and explainability, e.g., as

Anchors [198], Bayesian Rule Lists [137],

Local Rule-based Explanations [94], or

Actionable Recourse Summaries [193].

Algorithmic recourse in expert systems 11

As we learned in Chapter 7, public administration tends to rely on

hand-crafted “if-then” business rules rather than machine learning

models. These rules follow directly from legal acts and produce

a form of an expert system, sometimes also referred to as a rule-based

system. Expert systems have a long tradition in the (Dutch) govern-

ment and have been applied to, e.g., “grant benefits, issue licenses
or automatically collect traffic fines” but, despite their widespread

acceptance, they may still be “very complex due to many variables and
rules” [191]

This use case directly relates to our case

study. We present the rules used to de-

cide on the eligibility and the amount

of for bĳstand in Figure 11.1.

. This was also recognized by one of the experts who

noted that even algorithms relying on simple rules can produce

harm or become prohibitively difficult to understand, giving the

example of tax systems

An interesting and potent example is

the Australian Robodebt, a rule-based

system that issued over 430,000 incor-

rect welfare debt notices, leading to a

court settlement of ≈€1.1 billion [68].

. As such, we believe there are important

reasons to consider algorithmic recourse in expert systems, but

in our survey in Chapter 4 we have not identified any previous

attempts to generate actionable recommendations in this setting.

In this chapter, we propose a simple and provably-correct algorithm

to generate algorithmic recourses in rule-based systems that rely

on hand-crafted rules. We start with a small background on expert

systems in Section 11.1. Next, in Section 11.2, we define and explain

the algorithm, and in Section 11.3, we prove its correctness. Finally,

Section 11.4 discusses some domain-specific practical considerations.

11.1 Background on expert systems

Expert systems are among the earliest forms of artificial intelligence;

they were an important research direction on algorithmic decision-

making in the 1970s and 1980s [55, 269], but have been largely

superseded by “learning” algorithms since then. A typical expert

system consists of a knowledge base – a set of domain facts – and an

inference engine used to derive new knowledge from the existing

facts in an automated manner [20]

In the setting of interest, this inference

engine is as simple as an algorithm that

scans through the tree of if-then rules

until it finds a leaf node (outcome).
. Notably, expert systems have

attracted much work on explainability because their decisions can

be readily traced [e.g., 125, 235, 275]. As already emphasized, we

have not identified any methods for algorithmic recourse in expert

systems, although there exist several approaches to the generation of

(counterfactual) explanations in related settings. These include [231]

that focuses on explanations for “pretrained decision trees and fuzzy
rule-based classifiers”, [107] that proposes a contrastive explanation

engine for smart environment systems, [280] that defines a dialogue

explainability framework for rule-based systems acting on proof

trees, or [31] that produces counterfactual explanations for surro-

gate decision-tree models. While the above solutions target related

challenges, they remain distinct from the problem of generating

actionable recommendations for hand-crafted “if-then” trees

Arguably, this setting is less complex

than any of its related problems, so it

can benefit from a simpler approach

that relies on basic tree operations.

.
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Total assets > 7575
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Figure 11.1: Decision tree for the assessment of eligibility for bĳstand.

Rectangular nodes represent if-then rules and circular nodes describe the (intermediate) outcomes, i.e., the amount of assistance.

We slightly simplify the tree for the sake of clarity. In reality, the “current age < 67” nodes depend on the birth year of the applicant,

and the final decision node (“multiply based on num. cost-sharers”) should be represented as a set of nodes with atomic conditions.
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11.2 Proposed algorithm

Our primary goal is to address a challenge that we have identified

with respect to algorithmic recourse in the context of our case

study. As such, we do not attempt to guarantee the optimality of

the following procedure (in that there likely exists an equivalent

algorithm with higher computational efficiency) because rule-based

systems/decision trees derived from legislation are bound to be

relatively small in size. Nonetheless, we can guarantee that our

algorithm is totally correct (in that it can generate algorithmic

recourse recommendations for any data instance). While the rule-

based system used to assess the eligibility for bĳstand (Figure 11.1)

is very simple, meaning that most people will be able to decide what

needs to change about an instance to overturn a negative decision,

the same algorithm can be applied on much more complex “if-then

trees”. Anyhow, even the simplest rule-based systems may have

underlying implementation errors, so methods to generate CEs

or AR recommendations retain value in such settings.

Algorithm 11.1 Algorithmic recourse in expert systems

Require:

𝑇 the expert system given as a tree of if-then rules

𝑠 the rejected (negatively classified) sample

𝐴 the set of accepting (positive) leaves

1: procedure GenerateRecourse(𝑇, 𝑠, 𝐴)

2: 𝑇 ← ConvertToAtomicTree(𝑇)
3: 𝑐𝑜𝑠𝑡𝑠 ← [0, . . . , 0]
4: 𝑝𝑎𝑡ℎ𝑠 ← [[ ], . . . , [ ]]

5: for 𝑎𝑐𝑐𝑒𝑝𝑡 ∈ 𝐴 do

6: 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← FindClassifyingLeaf(𝑇, 𝑠)

7: while 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ≠ 𝑎𝑐𝑐𝑒𝑝𝑡 do

8: 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟 ← FindLCAncestor(𝑎𝑐𝑐𝑒𝑝𝑡, 𝑐𝑢𝑟𝑟𝑒𝑛𝑡)
9: 𝑠, 𝑖𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛_𝑐𝑜𝑠𝑡 ← Intervene(𝑠, 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟)

10: Append(𝑝𝑎𝑡ℎ𝑠[𝑎𝑐𝑐𝑒𝑝𝑡], 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟)
11: Add(𝑐𝑜𝑠𝑡𝑠[𝑎𝑐𝑐𝑒𝑝𝑡], 𝑖𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛_𝑐𝑜𝑠𝑡)

12: 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← FindClassifyingLeaf(𝑇, 𝑠)
13: end while

14: end for

15: return 𝑝𝑎𝑡ℎ𝑠[Min(𝑐𝑜𝑠𝑡𝑠)], Min(𝑐𝑜𝑠𝑡𝑠)
16: end procedure
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This conversion leaves the tree in a

state that also allows for the appli-

cation of other algorithms, such as

[31]; further (computational) research

is required to decide when each of the

approaches becomes advantageous.

Algorithm 11.1 describes a way to generate AR recommendations in

expert systems. We prove its correctness in Section 11.3, but first, we

explain the pseudocode. We require three inputs:

▶ The expert system encoded as a tree of (hand-crafted) if-then

rules, such as the one shown in Figure 11.1.

▶ A sample that is negatively classified by the expert system

(i.e., a sample whose classification may be improved according

to some measure of quality or preference).

▶ The set of all leaves corresponding to positive outcomes.

We assume that 𝑇 may include non-atomic Boolean conditions.

Thus, we convert it to an equivalent form where every internal node

represents a single atomic condition

In other words, our goal is to convert

a generic k-ary tree into a binary tree

with the additional property that all

logical connectives (other than possibly

𝑛𝑜𝑡) are expressed over the edges.

. We also define variables to

keep track of the recourse paths and their associated costs.

Then, for every accepting state 𝑎𝑐𝑐𝑒𝑝𝑡, we find the lowest common

ancestor of 𝑎𝑐𝑐𝑒𝑝𝑡 and the leaf that currently classifies sample 𝑠.

This 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟 is the deepest node that has both 𝑎𝑐𝑐𝑒𝑝𝑡 and 𝑠 as its

descendants, and it can be determined in linear time if all nodes in

the data structure of 𝑇 keep track of their parents [60]. We need to

intervene on the 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟 (i.e., change the value of the attribute of

its if-then rule) to modify the path taken by 𝑠 one node closer to

𝑎𝑐𝑐𝑒𝑝𝑡. This intervention is associated with some cost that informs

the total cost of recourse with respect to a particular 𝑎𝑐𝑐𝑒𝑝𝑡 leaf

(we propose some ways to estimate this cost in Section 11.4). Then,

we store the node that required an intervention and the cost, and

verify whether 𝑠 is now in the accepting state. Finally, we output

the recommendation, e.g., as the path that entails minimal cost.

11.3 Proof of total correctness

We start by acknowledging an important assumption: our algorithm

is defined with hand-crafted rule-based systems in mind. In effect,

the number of if-then rules in 𝑇 is finite and computationally

tractable.

Of course, a tree where the if-then

rules are inferred from data will also

have a finite size (it must be finite to

classify all samples), but our algorithm

may be inefficient for such models.The same holds for the set of accepting states 𝐴.

Our proof has two parts. First, in Section 11.3.1, we prove by construc-

tion that a generic decision tree can be converted into a binary tree

with only atomic conditions in its internal nodes. Then, in Section

11.3.2, we use the same technique to prove that the algorithm can

find recourse for any instance and that it terminates.

11.3.1 Part 1: Constructing binary atomic trees

Consider a generic tree 𝑇𝐺 that may have nodes with more than two

children (e.g., if the outcome depends on a combination of variables)

and whose internal nodes describe arbitrary propositional formulas.

We can construct an equivalent binary atomic tree in two steps

We observe that there are several ways

to approach this construction, e.g.,

in the first step, we could consider a

left-child, right-sibling approach [143].
.
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We start by converting 𝑇𝐺 into a binary tree 𝑇𝐵 ; only the nodes with

more than two children require attention. In a (multi-way) decision

tree, the outcomes encoded by the children of a node are disjoint

and their union covers the complete domain [77]. We visit all nodes

in 𝑇𝐺 (pre-order traversal) starting at its root. For each sub-tree

rooted at 𝑇𝑆 with more than two children, we apply the following

operation: (1) create a new sub-tree rooted at 𝑇𝑆 , (2) assign the left

child of the original sub-tree as the left child in the new sub-tree,

and (3) assign the negation of the left child as the right child. Then,

all other children of the original sub-tree become the children of

the right child of the new sub-tree. If this right child has more than

two children, we apply the same operation again. As 𝑇𝐺 was finite,

this procedure terminates, yielding a finite binary decision tree 𝑇𝐵.

We present this procedure in Figure 11.2.

P

Q R S

P

Q Q

R S

Figure 11.2: Converting 𝑇𝐺 into 𝑇𝐵 .
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Q
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Figure 11.3: Converting Boolean OR.

Next, we must address the arbitrary Boolean functions represented

by the internal nodes of 𝑇𝐵. We note that any Boolean function can

be transformed into the disjunctive normal form, i.e., a disjunction

of conjunctions. Then, we again pre-order traverse the tree. For every

internal node representing a non-atomic condition, we work inwards

by splitting the disjunctions. This is presented in Figure 11.3 where𝑄

itself can stand for another disjunction, in which case we iteratively

split 𝑄 as well. Finally, we modify the conjunctions as presented

in Figure 11.4, where similarly 𝑄 may require iterative treatment.

As 𝑇𝐵 was finite and each step in the construction requires a finite

number of steps, the procedure terminates and yields 𝑇𝐴, a finite

binary tree with atomic conditions in all internal nodes.

P   Q

T F

P

FQ

T F

True

Figure 11.4: Converting Boolean AND.

11.3.2 Part 2: Generating recourse

Now, we can focus on the generation of algorithmic recourse. We start

by observing that the classification of an arbitrary factual sample 𝑓

can be represented as a path 𝑇
1
, . . . , 𝑇𝑚 of if-then decision nodes

visited by that sample, while its counterfactual 𝑐 with respect to an

accepting state 𝑎 would trace the path 𝑇
1
, . . . , 𝑇𝑛 . In other words,

the factual and the counterfactual begin at the same root and there

exists some node 𝑇𝑖 where the samples first took a different path.

We again use the proof by construction to show that a factual can be

turned into its counterfactual with respect to some accepting state 𝑎

in a finite number of steps. First, we analyze the case of a decision

stump, i.e., a situation where the factual and counterfactual differ

by one decision. Then, we look at an arbitrary tree.

Decision stump

Consider a decision stump 𝑇𝐴 whose node classifies samples based

on the value of attribute 𝐴 into its two leaves: 𝑎𝑐𝑐𝑒𝑝𝑡 and 𝑟𝑒 𝑗𝑒𝑐𝑡.

We ensured that each individual deci-

sion relies on one attribute in Part 1.

We can move a sample 𝑓 from the 𝑟𝑒 𝑗𝑒𝑐𝑡 state to the 𝑎𝑐𝑐𝑒𝑝𝑡 state by

modifying its value of the attribute 𝐴 to a (minimal) value required

by 𝑎𝑐𝑐𝑒𝑝𝑡. Thus, we can trivially generate recourse for a decision

stump. This step is represented on Line 9 of Algorithm 11.1.
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For example, “is true”, “is false”, “is
(not) equal”, “is less/greater than”, etc.

Arbitrary tree

Now consider an arbitrary tree. While the exact order of if-then

rules that it implements is unimportant, there exists (sequentially)

the first node 𝑇𝑖 where the value of attribute 𝑖 of a factual sample 𝑓

moves it into child 𝑇𝑗 of 𝑇𝑖 (i.e., one level closer to the 𝑟𝑒 𝑗𝑒𝑐𝑡 state)

while its counterfactual 𝑐 with respect to state 𝑎𝑐𝑐𝑒𝑝𝑡 is moved into

child 𝑇𝑘 . In other words, before the intervention on 𝑇𝑖 the paths

taken by 𝑐 and 𝑓 agree up to and including node 𝑇𝑖 : 𝑇1
, 𝑇2 , . . . , 𝑇𝑖 .

Node𝑇𝑖 is the lowest common ancestor of 𝑓 and 𝑐 and we can identify

it in linear time. If each node stores the reference to its parent, we can

simply traverse “backward” from 𝑐 and from 𝑓 , collecting both of

their paths and then finding the first node where the two paths

separate (Line 8 in Algorithm 11.1). Now, if we intervene on attribute

𝑖 of 𝑐 so that it moves into child 𝑇𝑘 , the path shared by 𝑐 and 𝑓 in

the tree becomes at least one step longer 𝑇
1
, 𝑇2 , . . . 𝑇𝑖 , 𝑇𝑘 , . . . .

Note that the path of 𝑐 and 𝑓 from 𝑇𝑘 onward may or may not agree.

If it agrees, then we have effectively reached a case equivalent to the

decision stump already at 𝑇𝑖 . If it does not agree, then we repeat the

process on the subtree rooted at 𝑇𝑘 , which is one level smaller than

the subtree rooted at 𝑇𝑖 and thus move one step closer to the base

case decision stump. Every time we intervene on some node, the

height of the subtree that we still need to consider decreases by at

least one, and so it is guaranteed to reach 0 at some point.

As we established, the while loop at Line 7 terminates. Furthermore,

as the for loop at Line 5 of Algorithm 11.1 iterates over a finite set of

accepting states in 𝐴, it must also terminate. Thus, we have proven

the total correctness of the proposed algorithm.

11.4 Practical considerations

Finally, we need to address two important practicalities: the types

of allowed interventions and the estimation of their costs. Regarding

the former, we note that by construction the if-then rules may only

take the form of Boolean conditions or comparisons. In this first

(categorical) case, the intervention entails flipping the value of the

attribute, while in the second (continuous) case, it entails modifying

the value until the outcome of the comparison changes. Of course,

the fact that a factual can be turned into a counterfactual does

not necessarily mean that algorithmic recourse with respect to a

particular state is viable. The task of ascertaining which attributes

in the decision tree can be affected should be jointly carried out by

domain experts and the end-users. To decide which path of recourse

would entail the minimum cost (or otherwise require optimal effort)

for the affected individual, we propose to make use of methods

long-established in the field of multi-criteria decision-making, such

as the Multi-Attribute Value Theory [127], the Analytic Hierarchy

Process [205], or the Best-Worst Method [197].
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This chapter concludes the document. We start with Section 12.1,

where we revisit the research questions and provide our answers.

Then, in Section 12.2, we highlight the limitations of current work,

which ties to the future challenges and the recommendations for

researchers and practitioners that are discussed in Section 12.3.

We wrap up in Section 12.4 with some final remarks about the

challenges of algorithmic recourse and beyond.

12.1 Answers to research questions

In Chapter 3, we indicated that the research objective of this thesis

is to address the socio-technical gap of algorithmic recourse by

connecting its technical affordances with its social requirements.

We explained that the problem space of algorithmic recourse

is underexplored, but its in-depth understanding is required to

encourage, shape, and support further development in the solution

space. To that end, we formulated eight research questions that have

been investigated throughout this thesis. Now, we recapitulate our

answers and place them in the context of the complete document.

(RQ 1) How are the goals and tasks of algorithmic recourse

defined and understood by researchers in the field?

RQ 1 impact on the research objective:

Developing a shared understanding

of the problem space is necessary to

identify what is the envisioned role of

algorithmic recourse mechanisms, i.e.,

what types of shortcomings of ADM

systems the researchers aim to address.

We approached this question in Sections 4.2.1-4.2.3, where we

found that the algorithmic recourse literature tends to focus on the

technical aspects of the problem. While the overarching goal of AR

seems clear – helping affected individuals overturn undesirable

algorithmic decisions – important operational aspects of the task

remain undefined. For instance, roughly one-fourth of all papers

surveyed equate AR with “actionable” counterfactual explanations,

but the understanding of this concept is very limited. Typically, it is

explained as the ability of algorithmic recourse recommendations

to respect certain constraints on the features, but questions such

as who defines what is actionable tend to be sidestepped. Thus,

we proposed to operationalize AR as the provision of recommendations
aligned with the preferences of non-expert users in an attempt to help them
improve outcomes in an ADM setting (Section 4.3.2).

At this point, we ought to give nuance to our definition. Our case

study in Chapters 6-8 highlighted that three different problems seem

to be confounded under the term “algorithmic recourse”. It refers

to (1) actionable recommendations (e.g., “Alice was provided with
algorithmic recourse.”), (2) the process of improving outcomes (e.g.,

“Bob achieved algorithmic recourse with respect to the system.”), and (3)
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the task of implementing mechanisms to support end-users in this

process (e.g., “Charlie was unhappy with a decision but their bank offers
algorithmic recourse.”). None of these problems are purely technical;

barring a few exceptions, the literature tends to focus on this first,

narrowest meaning of algorithmic recourse.

(RQ 2) What types of practical considerations are recognized and

neglected in the literature on algorithmic recourse?

RQ 2 impact on the research objective:

Identifying the practical considerations

that have guided existing research

and/or are observed as challenges for

the future allows us to learn about the

(promised) technical affordances of AR.

We found a large number of practical considerations for algorithmic

recourse in the existing literature and discussed them in-depth in

Sections 4.2.4-4.2.7. We observe that some topics are fashionable

and attract major interest – for example, generating algorithmic

recourse in causal settings – but many problems crucial for the

real-world deployment of algorithmic recourse mechanisms have

been observed and yet remain neglected: these include legal and

ethical frameworks, supporting multi-agent systems, or mitigating

the risks of abuse. Some problems may still belong to the “unknown

unknowns” category, especially as the form of algorithmic recourse

would depend on a system (see Section 9.1).

(RQ 3) How can algorithmic recourse complement the existing

safety mechanisms for ADM tools in public administration?

RQ 3 impact on the research objective:

Learning about the social constraints

and needs of a domain where AR could

be implemented allows us to develop

a better understanding of the socio-

technical gap, including the true role

that AR mechanisms could fulfill.

We looked at this problem in Section 7.3. Our interviewees explained

that algorithmic tools are commonly employed in public admin-

istration, but most of its needs are served by rule-based systems

with no machine learning components because the Dutch General

Administrative Law Act establishes strong transparency require-

ments for administrative decisions. This is not to say that if-then

algorithms are without problems. For instance, they may rely on

faulty logic in which case counterfactual explanations and/or al-

gorithmic recourse recommendations could be a diagnostic tool.

While the experts did not perceive algorithmic recourse as a solution

that should be mandated in governmental systems, they recognized

its value in the broader toolkit of possible safety interventions.

Of course, as we learned in Chapter 6, public administration entities

may still attempt to use machine learning models. Risk profiling

is not an administrative decision in the meaning of GALA. Hence,

model-driven selection of benefits recipients was admissible in

Rotterdam. As we argued in Section 2.3, algorithms in public admin-

istration contexts ought to be kept to particularly high standards.

Algorithmic recourse, a set of solutions aiming to promote the

agency of people, may be an important way to promote these goals.
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(RQ 4) What needs of public administration could be addressed

by algorithmic recourse but have not been explored yet?

RQ 4 impact on the research objective:

Establishing whether AR mechanisms

hold promise for additional positive

impacts on ADM systems enables us

to propose new directions for research

in the solution space.

We have co-discovered with our interviewees that algorithmic

recourse may support public administration in three ways beyond

the standard task of strengthening end-user agency (Section 7.3

and Section 8.4). First, algorithmic recourse may still be useful in

expert systems, but all existing literature focuses on generating

algorithmic recourse for machine learning models. We made a step

towards addressing this gap in Chapter 11. Second, encouraging

affected individuals to contest (algorithmic) decisions is a widely

recognized problem. Providing recommendations on how to im-

prove (algorithmic) outcomes shifts some burden of contesting a

decision from the individual to the organization and may serve as

“evidence” that the decision-maker prefers positive outcomes for

the decision subjects. Third, counterfactual explanations and/or

algorithmic recourse could be a form of an auditing tool available

to the end-users because they may unveil some biases in the model.

While we believe that the latter two values warrant further research,

we cannot support their practicality with any empirical results.

(RQ 5) How can the authorities explore the potential value of

algorithmic recourse before implementing it in a system?

RQ 5 impact on the research objective:

We aimed to appraise AR mechanisms

from the perspective of a realistic socio-

technical system. By establishing the

applicability of STPA to reason about

the value of algorithmic recourse inter-

ventions, we can support practitioners

in the responsible adoption of AR.

We proposed to make use of the techniques from the field of system

safety to explore the place for algorithmic recourse mechanisms in a

particular system. In Chapter 8, we applied System-Theoretic Process

Analysis of [138] on the risk profiling system of Rotterdam, which

allowed us to discover several potential use cases for algorithmic

recourse, validating the utility of the technique for this purpose.

We purposefully narrowed the scope of our analysis in Chapter 8

to algorithmic recourse, but of course, similar analyses will allow

decision-makers to reason about other safety interventions [see 200].

Moreover, when applied iteratively, they allow to reason about the

“safety of safety interventions”. We decided to pursue a different

approach to the exploration of hazards introduced by algorithmic

recourse (RQ 7), but STPA is a solid alternative option.

(RQ 6) What are the ways to evaluate the quality of algorithmic

recourse recommendations in practical settings?

RQ 6 impact on the research objective:

While benchmarking solutions for AR

recommendations are readily available,

we have not identified any tools to

reason about the quality of AR mech-

anisms. Thus, our conceptual frame-

work is another way to improve the

understanding of the problem space.

In Chapter 9, we contributed a conceptual framework where three

factors influence the quality of an algorithmic recourse mecha-

nism. First, the utility of the recommendations requires that they

accurately capture the characteristics of actionability. Second, the

guarantees that implementing a recommendation will lead to the

expected outcome, which depends on the ability to accommodate

for the imperfect realization of the mechanism. Third, the capacity

of an organization to implement the mechanism in a safe manner,
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i.e., in a way that respects the (business) constraints and require-

ments of the application. Notably, these correspond to the three

meanings of algorithmic recourse that we have defined in RQ 1, and

so the former two components – the actionable recommendations

and the process of improving outcomes – are highly dependent on

the latter component. Thus, we do not attempt to define generic

metrics and instead provide guidance on what such metrics should

capture. As the evaluation of AR in practical settings is a complex

challenge, we propose digital twin solutions as a way to address it.

(RQ 7) To what extent do “digital twin” solutions allow for the

reliable exploration of potential dynamics of algorithmic

recourse before implementing it in a system?

RQ 7 impact on the research objective:

Exploring the value of simulation mod-

els for (more) realistic evaluation of AR

mechanisms is a way to strengthen the

connection between the technical affor-

dances of algorithmic recourse, and the

social and organizational constraints

of systems that it could serve.

We developed a simulation framework to explore the dynamics of

algorithmic recourse in the Rotterdam case in Chapter 10. We place

“digital twin” in quotation marks in this research question because

our framework cannot be considered a proper digital twin due to

our limited ability to verify and (especially) validate it. Still, we find

satisfactory results in that the dynamics we observe correspond to

the problems described by Lighthouse Reports in the Rotterdam

case: agents that are nominated by a model for investigation are

more likely to be re-nominated in the future. After introducing an

algorithmic recourse mechanism, we find that it is able to counteract

the phenomenon. Regarding dynamics, we only focus on the shifts in

the decision-making process, but we observe no clear-cut unwanted

effects. SimulatedRecourse.jl remains a proof-of-concept solution,

so it is ultimately beyond our capability to decide whether digital

twins are the way forward for algorithmic recourse, but they are

definitely a promising solution. Even our simple models are capable

of producing results that should be insightful for experts.

(RQ 8) What are the ways to align research on algorithmic recourse

with the requirements of realistic domains?

RQ 8 impact on the research objective:

With this document, we showcased

the process of reasoning about an

AR mechanism in a real-world setting.

We propose several forms of analyses

that will be helpful (but not “required”,

viable alternatives probably exist) in

connecting highly theoretical research

on AR with the practical requirements

of decision-making systems.

Already in Section 4.3.2, we formulated five suggestions on how

to (effectively) move from algorithmic recourse recommendations

to algorithmic recourse mechanisms based on the literature review.

These include: (1) broadening the scope of research, (2) engaging

end-users, affected individuals, and communities, (3) accepting

a socio-technical perspective, (4) accounting for emergent effects,

and (5) attending to other operational aspects. We made our best

effort to follow these suggestions in this draft. At the risk of sounding

presumptuous, we believe that several of our contributions could

not have materialized if we did not look at algorithmic recourse

from the point of view of a real-world system. Indeed, the best way

to bring algorithmic recourse out of theoretical computer science

literature and into practical contexts may simply be to ground future

research in the requirements of selected applications.
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We return to the example from Section 4.3.2 where we explained

that research on causality in algorithmic recourse, perceived to be

one of the major challenges (highlighted in 29.7% of all publications

that propose directions for future research), relies on the assumption

that machine learning models in practical applications are causal.

They are predominantly not. Causality does not appear to be seen by

practitioners as a prerequisite to developing and deploying artificial

intelligence systems in real-world contexts, and neither should it

be seen as a requirement for algorithmic recourse tasks. That is to

say, some “popular” research directions for AR are not necessarily

substantive for real-world systems; they look far into the future

without contributing solutions that could be applied to extant

problems of (black-box) algorithmic decision-making

Some desiderata may even negatively

affect the understanding of a model we

are trying to explain. For example, they

may instill a false sense of the quality

of the black-box model predictions [16].

.

There exist important practical challenges to introducing algorith-

mic recourse into decision-making systems. Many of them cannot be

tackled by computer science literature alone. As was recognized by

one of the experts in Chapter 7, “developing an algorithm is actually a
non-technical question”. Similarly, aligning AR with the requirements

of realistic domains will require the integration of various perspec-

tives and multi-dimensional analyses. We believe that the process

presented in this document may be of guidance. To the best of our

knowledge, this has been the first attempt to design algorithmic

recourse into an existing real-world decision-making system that

goes beyond the generation of actionable recommendations, and so

building upon our approach may help address the challenge.

12.2 Limitations of the current work

Where relevant, we have already highlighted the shortcomings of

the various parts of our research in the corresponding sections of

the document (Sections 4.4, 8.4, and 10.4). However, we still need to

address two important limitations, both related to the overarching

Design Science Research approach.

First, certain aspects of our work are motivated by inductive rather

than deductive reasoning. As one example, while the evaluation

framework in Chapter 9 is informed by the literature review, it

mainly generalizes the observations that we made in the case study,

meaning that it will not necessarily apply one-to-one in all settings.

We strived to be completely transparent when our arguments follow

from a (subjective) design process rather than empirical science.

Notwithstanding, most of our work remains scientific in nature,

including the systematized literature review in Chapter 4, the expert

interviews in Chapter 7, the simulation framework and quantitative

experiments in Chapter 10, and the method to generate actionable

recommendations in expert systems in Chapter 11. Moreover, we note

that the design artifacts are still testable and falsifiable.
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Second, relatedly, we worked on an “external” case without the

involvement of its owners. As our request for an interview with

the experts from the Rotterdam W&I department was denied, our

analyses of the case were left without confirmation from the decision-

makers. This should not impact the validity of our arguments in

a significant way because we supported them with evidence from

high-quality publicly available sources. Still, this makes the decision-

making system depicted in Chapters 6, 8, and 10 a simplification of

reality. Further, our design artifacts have not been evaluated in the

real-world systems for which they have been developed. We come

close to a complete application of the Design Science Research

process but fall short in our ability to close the “relevance cycle”.

Unfortunately, this also means that our work does not directly

address the problem of limited applications of algorithmic recourse

that we have identified in Section 4.2.1. We lay necessary groundwork

for this task by developing the tools to apply algorithmic recourse,

but the gap in the literature remains unsolved.

12.3 Challenges and future work

We direct this section to three groups of readers. We have already

provided computer science researchers with the most important

recommendations in Chapter 4. Here we summarize them in one

point: we advocate foregoing the attempts to narrow down the

task of algorithmic recourse to specific solutions (e.g., causal CEs)

and instead focus on the spirit of the problem. Also, we have

argued that many challenges ahead of practical AR may not be

solvable with technical interventions, but the development of better

tooling remains essential and certain desiderata for actionable

recommendations may need to be fulfilled regardless of the system.

Next, we invite researchers from other fields to consider the problems

of algorithmic recourse; perspectives from business, law, economics,

media studies, organization studies, psychology, sociology, systems

theory, etc. can meaningfully contribute to the developing body of

work. As one example, these fields are better equipped – both in

terms of the established theoretical frameworks and the available

research methods – to define the social aspects of actionability.

Finally, even if they are not ready to attempt algorithmic recourse in

real-world systems, we encourage practitioners to pursue it in the

form of “thought experiments”, similar to our analyses in this draft.

A broad outlook on AR mechanisms informed by experts across a

variety of potential domains would be immensely helpful to define

what is actually important in AR research. In retrospect, the lack

of solutions for expert systems is a glaring oversight but we have

not identified earlier approaches to address this gap, potentially

because the set of problems experienced by practitioners and the

set of challenges tackled by researchers do not always overlap.
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12.4 Final remarks

As the title of this document suggests, our goal was to find recourse

for algorithmic recourse. On account of much theoretical interest

but little to no practical applications of AR, we aimed to evaluate

if this field of research holds value for real-world algorithmic

decision-making systems. While researchers in the machine learning

community have recognized Cynthia Rudin’s 2019 call to stop

explaining black-box models [204] – as evidenced by Web Of Science
placing it among the top 1% of articles in computer science – the

fact of the matter remains that black-box models are widely used in

“consequential settings”. This was also the case in Rotterdam W&I.

Will practitioners who (arguably) err by employing black-box models

for high-stakes decisions be conscientious enough to look towards

algorithmic recourse? Rudin recognized that policy-making efforts,

in particular GDPR, attempt to establish the “right to explanation”

rather than the “right to interpretable decisions” [204]. This is still

true under the AI Act. As it focuses purely on AI systems and does

not outlaw black-box decision-making, instead mandating sufficient

explanation standards for automated decisions, we can reasonably

expect post-hoc explainability techniques to become commonplace.

Thus, research on methods to generate counterfactual explanations

and algorithmic recourse recommendations remains important,

especially methods that guarantee faithfulness to the model [16].

Similarly, more research is needed on the ways to benefit from ex-

plainability techniques in practice, to tailor them to specific domains,

and – through that – to improve responsible uptake of black-box

models. This is a grand challenge that goes beyond algorithmic

recourse to other explainability tasks and beyond social assistance

to other decision-making contexts. Additionally, it is not only a

challenge for science and engineering but also for policy-making.

Even more broadly, algorithmic recourse could be seen as a just one
process of contestable artificial intelligence [9, 116] in the late stages

of model lifecycle or as just one mechanism to support meaningful

human (end-user) control of algorithmic systems [41, 224].

Have we found recourse for algorithmic recourse? We believe so,

but it requires a much broader interpretation of what it means

to provide algorithmic recourse than currently observed in the

literature. Ultimately, it is about the development of mechanisms to

help people react to (unfavorable) algorithmic decisions. Actionable

recommendations, the focal point of ongoing research on AR, may

be a necessary but, by no means, sufficient part of such mechanisms.
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Adapted search engine queries (Ch. 4) A

For ACM Digital Library:

Title:(( "Machine Learning" OR "Artificial Intelligence"
OR "Algorithmic Decision*" OR "Consequential Decision*"
OR classif* OR predict* OR "Explainable AI" OR ai OR xai )
AND ( ( ( counterfactual OR contrastive OR actionable )
AND explanation* ) OR ( ( algorithmic OR individual* OR actionable )
AND recourse ) OR counterfactual? ))
OR Abstract:(( "Machine Learning" OR "Artificial Intelligence"
OR "Algorithmic Decision*" OR "Consequential Decision*"
OR classif* OR predict* OR "Explainable AI" OR ai OR xai )
AND ( ( ( counterfactual OR contrastive OR actionable )
AND explanation* ) OR ( ( algorithmic OR individual* OR actionable )
AND recourse ) OR counterfactual? ))
OR Keyword:(( "Machine Learning" OR "Artificial Intelligence"
OR "Algorithmic Decision*" OR "Consequential Decision*"
OR classif* OR predict* OR "Explainable AI" OR ai OR xai )
AND ( ( ( counterfactual OR contrastive OR actionable )
AND explanation* ) OR ( ( algorithmic OR individual* OR actionable )
AND recourse ) OR counterfactual? ))

For IEEE Xplore:

((("All Metadata":"Machine Learning"
OR "All Metadata":"Artificial Intelligence"
OR "All Metadata":"Algorithmic Decision*"
OR "All Metadata":"Consequential Decision*"
OR "All Metadata":classif* OR "All Metadata":predict*
OR "All Metadata":"Explainable AI" OR "All Metadata":ai
OR "All Metadata":xai )
AND ((("All Metadata":counterfactual OR "All Metadata":contrastive
OR "All Metadata":actionable ) AND "All Metadata":explanation* )
OR ( ("All Metadata":algorithmic OR "All Metadata":individual*
OR "All Metadata":actionable )
AND "All Metadata":recourse )
OR "All Metadata":counterfactual? )))

For SCOPUS:

TITLE-ABS-KEY ( ( "Machine Learning" OR "Artificial Intelligence"
OR "Algorithmic Decision*" OR "Consequential Decision*"
OR classif* OR predict* OR "Explainable AI" OR ai OR xai )
AND ( ( ( counterfactual OR contrastive OR actionable )

AND explanation* )
OR ( ( algorithmic OR individual* OR actionable ) AND recourse )
OR counterfactual? ) )



Forms of contributions (Ch. 4) B

Table B.1: Evaluation of the collected publications on the forms of contributions, 2017-2021.

Year Reference

Propose

methods

Theoretical

frameworks
Analyses Apply Benchmark Review

2017 [261] ✓ ✓

2019 [97] ✓
[114] ✓
[151] ✓
[158] ✓
[244] ✓

2020 [65] ✓
[159] ✓
[241] ✓
[45] ✓
[52] ✓
[86] ✓
[123] ✓
[120] ✓
[179] ✓
[182] ✓
[186] ✓
[219] ✓
[193] ✓
[23] ✓
[250] ✓

2021 [122] ✓ ✓
[243] ✓ ✓
[80] ✓
[95] ✓
[99] ✓
[130] ✓
[133] ✓
[184] ✓
[39] ✓
[47] ✓
[117] ✓
[119] ✓
[162] ✓
[176] ✓
[203] ✓
[210] ✓
[263] ✓
[277] ✓
[218] ✓
[100] ✓
[19] ✓
[192] ✓
[225] ✓
[5] ✓
[154] ✓
[164] ✓
[171] ✓
[240] ✓
[262] ✓
[276] ✓
[178] ✓
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Table B.2: Evaluation of the collected publications on the forms of contributions, 2022.

Year Reference

Propose

methods

Theoretical

frameworks
Analyses Apply Benchmark Review

2022 [74] ✓ ✓
[64] ✓ ✓
[7] ✓
[51] ✓
[94] ✓
[115] ✓
[268] ✓
[155] ✓
[101] ✓
[144] ✓
[146] ✓
[163] ✓
[168] ✓
[185] ✓
[190] ✓
[233] ✓
[232] ✓
[252] ✓
[118] ✓
[177] ✓ ✓
[50] ✓ ✓
[121] ✓ ✓
[27] ✓
[30] ✓
[169] ✓
[213] ✓
[234] ✓
[267] ✓
[228] ✓
[258] ✓
[56] ✓
[188] ✓
[226] ✓
[93] ✓ ✓
[251] ✓ ✓
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Table B.3: Evaluation of the collected publications on the forms of contributions, 2023-2024.

Year Reference

Propose

methods

Theoretical

frameworks
Analyses Apply Benchmark Review

2023 [66] ✓ ✓
[57] ✓ ✓
[206] ✓ ✓
[14] ✓ ✓
[81] ✓ ✓
[132] ✓ ✓
[256] ✓ ✓
[266] ✓ ✓
[265] ✓ ✓
[98] ✓
[222] ✓
[25] ✓
[128] ✓
[58] ✓
[96] ✓
[166] ✓
[167] ✓
[170] ✓
[187] ✓
[227] ✓
[229] ✓
[248] ✓
[264] ✓
[281] ✓
[284] ✓
[285] ✓
[140] ✓
[257] ✓
[131] ✓
[136] ✓
[223] ✓
[71] ✓
[102] ✓
[180] ✓
[4] ✓
[134] ✓
[12] ✓
[112] ✓

2024 [46] ✓
[195] ✓



Invitation letter for interviews (Ch. 7) C

Interview on algorithmic decision-making in social welfare processes 

 

Dear .............................., 

My name is Aleksander Buszydlik and I am a master's thesis student at TU Delft, jointly 
supervised by Cynthia Liem (Multimedia Computing group at the Faculty of Electrical 
Engineering, Mathematics, and Computer Science) and Roel Dobbe (Information and 
Communication Technology group at the Faculty of Technology, Policy, and Management). 

I am writing to you to inquire about the possibility of scheduling an interview on the 

opportunities and barriers for algorithmic decision-making in your domain.  

More specifically, my research focuses on the topic of “algorithmic recourse” (AR), or 
the challenge of generating actionable recommendations for people that received 
undesirable predictions from algorithmic models, to help them achieve better outcomes 
in the future. AR is a relatively new problem in computer science, but with the accelerating 
pace of adoption of algorithms into decision-making systems, it is often seen as a promising 
way to improve the safety of algorithmic decision-making processes, trust in their decisions, 
and the agency of the affected individuals. Moreover, AR techniques can offer the decision-
makers a way to audit algorithmic models on criteria such as fairness of outcomes. 

Algorithmic recourse is most useful when “black box” models are used to support decision-
making, and experts cannot easily understand the grounds of a prediction. For example, 
a person that unsuccessfully applied for social welfare could receive recourse such as 
“if you have met with the case worker more often, you would have qualified for the benefits”. 
AR is both a technical and a social process; my research aims to define the requirements 
to operationalize these mechanisms in real-world contexts. 

I am focusing on social welfare, as a domain where the interests of decision-makers 
and applicants tend to be aligned, and thus where AR could be particularly applicable.  

The main goal of my thesis is to decide if algorithmic models could be introduced into 
existing decision-making processes, while ensuring the safety of the affected individuals, 
potentially through the means of AR. Thus, I am interested to learn about the functioning 
of social welfare in your municipality: the existing processes, the involved roles, and 
the envisioned place for algorithms.  

Of course, our discussion can remain at any level of generality that you deem appropriate, 
such that it does not put the existing decision-making processes at risk. Moreover, 
my research is approved by the internal ethics committee of TU Delft as minimal risk.  
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If you are open to dedicating one hour of your time in the coming weeks for an interview or 
if you can recommend any of your employees to discuss this topic with me, I would be very 
grateful to receive a message from you at the (email) address above. I will provide you with 
more details about the interview ahead of time, including a consent form explaining how 
the outcomes of our discussion would be used in my research. 

Thank you for considering my request. If you would like to know anything else before making 
your decision, please do not hesitate to contact me. 

 

Yours sincerely, 
Aleksander Buszydlik 
.............................. 
 



❀ The End ❀
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