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Experimental Investigation of Overflow on the Lee Side
of River Groins due to Long-Period Primary Ship-Induced

Waves Using Particle Image Velocimetry Analysis
Ahmad AlYousif, Ph.D., P.E., M.ASCE1; Tobias van Batenburg2; Sargol Memar, Ph.D.3;

G. Melling, Ph.D.4; and B. Hofland, Ph.D.5

Abstract: The passage of ships in confined waterways creates a stern wave that can overflow bank protection structures such as groins. This
overflow, due to the long-period primary ship-induced waves, can be high in velocity, especially at the lee-side slope of groins, potentially
causing significant damage to the structure. This study derives an equation to express overflow velocities, intended as a design tool for groins
exposed to these types of waves. A detailed experimental investigation was performed on four physical models of groins with different slopes
and stone sizes in the armor layer under the influence of different hydraulic heads. Particle image velocimetry (PIV) was used to measure the
flow velocities at the crest and lee sides of the structure. All PIV measurements were performed thrice under free-flow conditions with no
initial water level at the lee side of the structure. The depth- and time-averaged flow velocities (Uavg) were extracted from four positions
along the lee-side slope and accelerated from 0.7 to 2.2 m/s. A dimensionless equation of the overflow velocities was obtained as a function
of the hydraulic head (h), slope (θ), freeboard (Rc), and nominal rock diameter (dn50). DOI: 10.1061/JWPED5.WWENG-2185. This work is
made available under the terms of the Creative Commons Attribution 4.0 International license, https://creativecommons.org/licenses/by/4.0/.

Author keywords: Primary ship-induced waves; Flow velocity equations; River groins; Particle image velocimetry analysis; Estuarine
protection structures; Physical modeling.

Introduction and Literature Review

River groins are manufactured structures that protect riverbanks
from erosion, maintain the water level by deflecting the flow direc-
tion, and ensure navigational safety (Uijttewaal 2005; Ahmad et al.
2010; Xiang et al. 2020). They are constructed perpendicular to the
riverbank and can be composed of rock, concrete, or wood. River
groins are usually subjected to loads owing to the flow velocities
around the structure or small waves. These loads create drag forces

that can erode riverbeds and riverbanks. Installing groins perpen-
dicular to the flow direction decreases the cross section of the
water body and reduces the flow velocities behind the structure.
Moreover, these structures maintain the main flow of the river at
a distance from the bank, which helps reduce erosion at the river-
banks (Prasad et al. 2016). Consequently, the flow velocity and ero-
sion rates increased in the middle of the river, deepening the
channel. Therefore, groins are also used to control the depth of nav-
igational channels (Malik and Pal 2019).

A ship wave system consists of primary and secondary waves
(Bertram 2012). This system results from a ship displacing water
as it moves forward (Bhowmik et al. 1981). The primary wave sys-
tem includes a bow wave in front of the ship, a stern wave behind it,
and a drawdown along the ship between them. A study performed
by the German Federal Waterways Engineering and Research Insti-
tute (BAW 2010) to improve the design of bank protection struc-
tures in German estuaries revealed that primary waves caused by
vessel displacements are responsible for rapid groin and training
wall deterioration. The mechanism is described in detail by Melling
et al. (2021) and involves high-velocity turbulent overflowing of
groins that can cause damage to the crest and lee sides of the struc-
tures. One hot spot of this type of damage is located in the Elbe es-
tuary, which connects the Port of Hamburg to the North Sea. This
waterway is heavily used by ultra large container vessels, such as
the New Panamax and Triple E categories. These vessels were
brought into service close to 20 years ago; with possible further in-
creases in the future, further damage to bank-side infrastructure is
expected. Different engineering measures have been adopted to
mitigate the damage caused by the primary ship-induced waves
on groins. These measures include the construction of different pro-
totypes with shallower slope angles, smaller crest widths, wider
groin root areas, and smoother revetment transitions (WSACux
2009; WSABhv 2021). Based on these experiences, a prototype
study was carried out that saw two severely damaged groins in
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the Lower Elbe Estuary being rebuilt with innovative designs
(Melling et al. 2021). The responses of the prototypes to
ship-induced loading were monitored and assessed. Although one
prototype remained stable, the design was based on engineering ex-
perience as no actual design tools, whether probabilistic or deter-
ministic, were, at the time, available for designing groins against
overflowing primary shipping-induced waves. This has now been
remedied, in part, by the design method developed in Seemann
et al. (2023); however, there remains uncertainty in the expected
flow velocity on the lee side of groins, which is to be addressed
in this study. Seemann et al. (2023) predicted the overflow velocity
along a slope length (Ls) smaller than that of a fully developed flow
length (Ld) using an equation in which the ratio of Ls and Ld was
calculated via linear interpolation. However, this method was not
validated due to lack of measurements. As reported by Melling
et al. (2021), pressure and acoustic-Doppler-velocimeter (ADV)
sensors were installed at the head, foot, and crest of the groins dur-
ing field measurements. However, no sensors were installed on the
lee side of the groins; hence, the flow velocities and water levels at
this location on the groin were unknown.

The groins in question comprise an armor layer of loose rock.
The underlying old structures are thought to have a core that is rel-
atively impermeable. Hence, the overflow behaves similarly to flow
over a weir-type structure as shown by Seemann et al. (2023). For
the long-period primary wave, the flow can also be approximated as
stationary. Weir structures are generally divided into sharp- and
finite-crested weirs. They are constructed to control the upstream
water levels by changing the flow in the waterways. The discharge
depends mainly on the upstream and downstream water levels for
finite-crested weirs. As the water approaches the weir structure,
the flow starts to accelerate, and the streamlines converge until
they reach the crest. At this point, the flow velocity increases and
approaches the critical flow condition. Moreover, the streamlines
become parallel, causing a decrease in the water level at the
crest. The critical flow condition could be satisfied at the crest,
for low downstream water level. If the downstream water level is
significantly lower than the crest, the flow at the lee-side slope
can become critical or even supercritical until it interacts with the
downstream water levels. This condition is also known as the free-
flow condition, at which the weir discharge can be estimated, as
presented by Poleni (1717), and depends on the geometry of the
structure and hydraulic conditions. Although this approach pro-
vides initial insights into the flow conditions on the slope, the
flow velocities remain unclear. Kindsvater (1964) and Fritz and
Hager (1998) performed physical modeling experiments for em-
bankments and trapezoidal weir structures. However, the velocity
equations were determined at the crest and behind the structure
and not at the downward slope. Biabani et al. (2022) performed
an experimental investigation in which the flow velocity was mea-
sured at the crest and bottom of different gabion weir configura-
tions. However, no velocity equations have yet been presented.
Other studies on weirs have focused on determining discharge co-
efficients. The available literature shows that only a few studies
have been conducted to derive velocity equations for sloping struc-
tures. Cheng and Gulliver (2011) performed a study in which a
model based on the log-wake law was developed to determine
the flow velocities along the slope of a stepped spillway. This nu-
merical approach describes the turbulent flow along a downward
slope but depends on several assumptions and structure-dependent
constants. Owing to the lack of studies on the flow velocity equa-
tion along a downward rocky slope, the theoretical maximum mean
flow velocity was determined by assuming the developed flow con-
ditions for slopes of large lengths. Therefore, the Manning formula
with the Strickler coefficient for riprap is used to determine the

theoretical depth- and time-averaged velocities for a fully devel-
oped flow (i.e., uniform steady flow, where the flow no longer ac-
celerates) as follows:

udev = ks × R
2
3
h × θ

1
2 (1)

where udev=mean of theoretically developed flow velocity along
the slope; Rh= hydraulic radius; and θ= slope. The Strickler coef-
ficient (ks) was calculated as ks = b1/kb2 , where k= θ× d50; b1=
12.21; and b2= 0.159 for the crushed dumped rocks (Abt et al.
1987).

In the aforementioned literature, knowledge gaps were identi-
fied. The main objective of the present study was to measure the
overflow velocities at the lee side of a groin subjected to different
hydraulic conditions (i.e., representing long-period primary
ship-induced wave loadings) via physical modeling. The physical
models were designed based on a prototype groin located in the
Lower Elbe Estuary, where no significant damage was observed.
However, different parameters were varied to obtain a general
flow velocity equation under free-flow conditions for the groins.
The study is limited to a two-dimensional cross section, with an im-
permeable core as in the prototype and glued armor and filter layers
to maintain the model dimensions throughout the experiment. The
overflow due to long-period primary ship-induced waves was ap-
proximated using a quasi-steady approximation with no initial
downstream water level to obtain supercritical conditions. These
experiments were conducted at the Hydraulic Engineering Labora-
tory at Delft University of Technology, Netherlands. Particle image
velocimetry (PIV) was used to measure the overflow velocities.
This method is an optical measurement technique in which the ve-
locity field of an entire region within a flow is simultaneously ob-
served by measuring the displacement of particles assumed to
follow the flow (Atkins 2016). The main advantage of PIV mea-
surements over traditional point-measurement devices is that PIV
is a quantitative flow field mapping technique that can provide in-
sights into the flow behavior of an entire region. PIV is a nonintru-
sive technique that works by illuminating small seeding particles.
Therefore, a PIV system was used in this study to provide more
comprehensive results than a point-measurement device. Another
reason for not using an initial downstream water level is to maintain
a flat-water surface during the PIV measurements of overflow and
allow sufficient and consistent light penetration of water.

The obtained overflow velocity equation on the lee side of river
groins based on a deterministic tool (i.e., physical modeling results)
will help engineers improve the design of such bank protection
structures against damage associated with long-period primary
ship-induced waves. This equation applies to river groins in the
navigational channel of the Lower Elbe Estuary in Germany and
other locations with similar conditions.

The remainder of this paper is organized as follows: Details of
the research methodology and physical modeling experiment are
provided in the second section. The results and discussion are pre-
sented in the third section. The main conclusions, recommenda-
tions, and limitations of the study are presented in the last section.

Methodology

Froude scaling of configuration and flow was applied as well as a
fixed and rough bed (Hughes 1993; Chanson 2004). This section
provides details of the experimental description, dimensional and
dimensionless flow equations, prototype and tested models, PIV
experimental setup, and flow velocity analysis.

© ASCE 04025004-2 J. Waterway, Port, Coastal, Ocean Eng.
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Testing Facility and Experimental Description

A tilted flume, which is 14.3 m in length and 0.4 m in width and
height, is used to test the performance of tested models under dif-
ferent hydraulic conditions (Fig. 1). The flume consisted of an ex-
perimental flume and a return flume. All models were fixed at
7.15 m from the inlet. An inlet valve was used to manually control
the inlet flow using water from the central basin of the laboratory.
The water level inside the flume was controlled manually using a
movable weir at the downstream end of the flume. The water that
flowed over the weir entered the return flume and then returned
to the central basin of the laboratory.

The overflow due to long-period primary ship-induced waves
can be approximated using a quasi-steady approximation, owing
to their long wave period characteristics at shallow water depths.
Although the flow is unsteady throughout the primary wave period,
the variations are insignificant within a short time step. Therefore,
the inertial force within the wave is minimal. As shown by Melling
et al. (2021), the prototype has a flow velocity at the crest of 3 m/s,
a primary ship wave period of 60–120 s, and a groin width of 19 m,
resulting in a Keulegan–Carpenter number (KC) reaching up to 19.
KC values become even larger for nominal rock diameters varying
from 0.17 to 0.23 m and water depths varying from 3 to 4.41 m.
Larger KC values are associated with drag-dominated regimes
(Keulegan and Carpenter 1958). Additionally, fully developed
flow (i.e., uniform steady flow) is commonly observed at KC >7
(van Steijn et al. 2023). Consequently, the flow instantly adjusts
to the upstream and downstream boundary conditions. As a result,
the maximum flow velocities in an overflowing wave are approxi-
mately equivalent to the flow velocities of a constant water level at
the same height as that of a long-period wave. These maximum ve-
locities are expected to cause the most damage; therefore, it is es-
sential to understand them. Moreover, the experiment recreated
the maximum flow velocities via free-flow conditions and a fixed
water level on the wave-facing side, mimicking those of overflow-
ing primary ship-induced waves with the same wave height. No ini-
tial water level at the lee side was present to maintain the flat-water
surface of the overflow. This is necessary for PIV measurements to
allow the light source to penetrate the water. Furthermore, the lack
of an initial water level creates supercritical conditions representing
the most extreme overflow conditions. This condition is a conser-
vative but safer approximation for the stability of the structure.
Seemann et al. (2023) also obtained a good fit for the prototype’s
field data when considering the overflow as quasi-stationary. A
schematic of the wave-structure interaction is presented in Fig. 2,
and a description of the main parameters related to the overflow
of long-period primary ship-induced waves on the lee side of a
groin is provided in the Notation list. The details of the prototype
and tested models, along with the hydraulic conditions, are pro-
vided in Sections “Prototype Dimensions and Hydraulic Condi-
tions” and “Tested Physical Models and Experiment Flow
Conditions,” respectively.

Dimensional and Dimensionless Flow Equations

As noted in the literature review, the flow velocity on the lee side of
the groin is only described analytically via the theoretical maxi-
mum developed flow velocities based on the Manning equation
[Eq. (1)]. This equation can be used for slopes of large lengths;
however, it is not expected that the flow over the groins will
reach a fully developed state (as verified in Section “Developed
Flow Velocity”). Therefore, two equations are derived for the
flow on the lee side of the groin: one based on the Bernoulli equa-
tion (Section ‘Dimensional Flow Equation”) and the other using a

dimensional analysis to obtain a dimensionless flow equation (Sec-
tion “Dimensionless Flow Equation”). Both equations are derived
based on the parameters shown in Fig. 2.

Dimensional Flow Equation

Using the Bernoulli equation, a system in which the energy is as-
sumed to be conserved is set from the toe on the wave-facing
side to the toe on the lee side. Consequently, the Bernoulli equation
is adjusted as follows:

z1 + h1 +
u21
2g

= z2 + h2 +
u22
2g

+ hL (2)

where z1= 0; h1=P+ h; and hL is the head loss (m). This equation
is rewritten as follows assuming the initial flow velocity and head
losses to be expressed by a correction factor α:

u2 = α
��������������������
2g(h1 − (h2 + z2))

√
(3)

Considering the observed prototype’s field conditions and prac-
tical constraints, this equation is simplified by expressing the over-
flow velocity entirely in terms of z2, such that h2 is assumed to be
negligible. Consequently, the overflow velocity can be expressed
as the difference between h1 and z2, which is independent of the
groin height. The overflow velocity increases along the slope
until it reaches the leeward water level. As there was no initial lee-
side water level during the experiment, a notional lee-side water
level was used to extract the flow velocities. This notional water
level corresponds to the position at which the water level would
have been at bed level. The lee-side water level measured from
the crest was expressed as a theoretical freeboard resulting from
the lowering in water level as the wave crest of the primary
ship-induced wave passes. This dynamic, described by Melling
et al. (2021), consists of the following two stages: (1) at first, as
the ship-induced wave propagates toward the riverbank, the
water level at the groin rises until reaching the wave crest height;
and (2) afterward, the water level will withdraw as the wave passes.
The previously described theoretical freeboard can also be consid-
ered the vertical distance between the groin crest and the level on
the groin surface above which the mean velocity is evaluated. Con-
sequently, the dimensional overflow velocity along the lee side of
the groin (u) can be expressed in terms of h and Rc as

u(h, Rc) = α
������������
2g(h + Rc)

√
(4)

Dimensionless Flow Equation

The Buckingham Pi theoremwas used to express the overflow veloc-
ity along the lee side of the groin in a dimensionless form. This math-
ematical theorem relates the dimensionality of a physical system to
the number of dimensionless groups formed from different indepen-
dent variables. Therefore, based on a continuous flow over groins,
the function f can be determined using the following variables:

f (u, h, Rc, g, μ, ρw, σ, dn50,a, θ) (5)

The parameters h, ρw, and g are selected as the dimensional in-
dependent variables because they describe the length, fluid, and
flow characteristics. Consequently, six dimensionless groups
were obtained, which could be further reduced to two independent

© ASCE 04025004-3 J. Waterway, Port, Coastal, Ocean Eng.
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dimensionless groups to express the overflow velocity as

u���
gh

√ = f
Rc

dn50,a
, θ

( )
(6)

Prototype Dimensions and Hydraulic Conditions

During the lifetime of the groin in the Lower Elbe Estuary, it was
renovated several times (Melling et al. 2021). Therefore, the core
material consists of remnants of historical groins that are relatively
impermeable. The most recent renovation, forming the study’s pro-
totype, consisted of a new armor layer of high-density iron silicate
rock (LM5/40) with a nominal rock diameter of dn50,a= 0.11–
0.23 m and a corresponding rock density of ρs= 3,800 kg/m3.
The new renovation also consisted of changing the slope of the
groin from θ= 1:3 to θ= 1:4, groin width ofW= 19 m, slope length
of Ws= 8.5 m, and a crest width of Wc= 2 m. The groin also has a
height of P= 2.33 m with a radius of R= 3.9 m.

The BAW conducted a field study to determine the hydraulic
conditions in the Lower Elbe Estuary by measuring wave data at
the crest of the groin. According to Melling et al. (2021), over
90% of the primary waves were smaller than 0.5 m, and those
greater than 1 m were defined as large waves, representing only
1% of the total 1,850 measured primary waves. The maximum pri-
mary wave height recorded at the crest was 1.4 m. Hence, these
data can be summarized using a dimensionless range of the hydrau-
lic head to groin height as follows:

0 < h/P < 0.6 (7)

The same study also reported flow velocities at the crest, which
were typically <0.5 m/s. Furthermore, approximately 27% of the
flow velocities on the wave-facing side exceeded 1 m/s, and fre-
quently reached 2 m/s.

Tested Physical Models and Experiment Flow Conditions

Tested Physical Models
To have a general flow velocity equation, physical models of dif-
ferent θ and dn50,a are tested. All tested models had a wooden core
covered with a single sheet of aluminum, a single layer of glued
filter layer rock, and two dn50,a thick layers of glued armor.
These layers were glued together to maintain the same dimensions
throughout the experiments. The inclusion of a filter layer in the
physical models was necessary to ensure proper contact between
the armor layer and the aluminum sheet covering the wooden
core. Furthermore, a length scale of Lr= 13 (i.e., the scaling
ratio) was used, which was the largest dimension that could fit
the flume with the desired hydraulic conditions and would fulfill
the scale model criteria. As mentioned in the previous section
(i.e., Section “Prototype Dimensions and Hydraulic Conditions”),
the prototype armor layer was composed of iron silicate. This ma-
terial is relatively rare for the construction of rock structures in the
Netherlands and is hence unavailable for use in building physical
models. A standard rock material such as granite has a density of
ρs= 2,600 kg/m3. An available material with higher density than
standard rock is basalt, which has a density of ρs= 2,800 kg/m3.
Because the armor and filter layers are glued in all models, the
density of the rock is generally unimportant for scaling. Therefore,
the Froude similarity is used to scale the rock sizes of the
armor layers made of granite (i.e., standard rock material with rel-
atively smaller density). Furthermore, for the armor layers made
of basalt (i.e., rock material with a relatively high density), the Iz-
bash stability equation is used for scaling, which includes the den-
sity of the rock and water, rock diameter, and critical flow
velocity. Consequently, the effects of differently scaled rock
sizes on the flow velocity at the lee side of the model could be
assessed.

The following four physical models were therefore built:

Fig. 1. Cross section of the setup in the flume. For structural details please refer to Fig. 2.

Table 1. Dimensions of all tested models with the nominal stone diameters

Parameter Prototype Model 1 Model 2 Model 3 Model 4

P (m) 2.33 0.179 0.179 0.179 0.179
Wc (m) 2 0.154 0.154 0.154 0.154
Ws (m) 8.5 0.654 0.654 0.508 0.508
W (m) 19 1.462 1.462 1.170 1.170
θ (−) 1:4 1:4 1:4 1:3 1:3
Armor material Iron silicate Basalt Granite Basalt Granite
ρs (kg/m

3) 3,800 2,800 2,600 2,800 2,600
dn50,a (m) 0.17 0.019 0.013 0.019 0.013
dn50,f (m) — 0.010 0.010 0.010 0.010
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1. Model 1: Based on the dimensions of the prototype with a slope
of θ= 1:4 and fixed armor and filter layers of dn50,f = 0.019 and
dn50,f = 0.010m, respectively.

2. Model 2: Based on the dimensions of the prototype with a slope
of θ= 1:4 and fixed armor and filter layers of dn50,f = 0.013 and
dn50,f = 0.010m, respectively.

3. Model 3: Based on the height of the prototype but with a steeper
slope of θ= 1:3. It also has fixed armor and filter layers of
dn50,f = 0.019 and dn50,f = 0.010m, respectively.

4. Model 4: Based on the height of the prototype but with a steeper
slope of θ= 1:3. It also has fixed armor and filter layers of
dn50,f = 0.013 and dn50,f = 0.010m, respectively.
The dimensions of all tested models are provided in Table 1.

Experiment Flow Conditions
The wave-facing water depth above the crest level was assumed to
be equivalent to the hydraulic head, with a range of 0 < h/P< 0.6. In
this experiment, the lower limit of h/P ratio was increased to h/P=
0.3, because hydraulic heads (or water levels) that are too low will
not meet the physical modeling requirements described by Hughes
(1993) and Chanson (2004). To provide a more general flow veloc-
ity equation, the upper limit of h/P ratio is increased by 50% to be
h/P= 0.9 and thus the tested range of h/P ratio was 0.3 < h/P < 0.9.
Five different hydraulic heads were tested, and their corresponding
flow velocities on the lee sides of Models 1, 2, 3, and 4 were mea-
sured using a PIV system. The details of the PIV measurement
technique are provided in Section “PIV Experimental Setup.”
Three runs (or repetitions) of 20 s each were performed for each hy-
draulic head to ensure the consistency, accuracy, and reliability of
the measurements. Therefore, in case any discrepancies occurred

between measurements, the data can be analyzed to determine
whether the problem resulted from instrument error, environmental
factors, or other variables. As there were four models, 60 individual
measurements were performed. The first three hydraulic heads
were based on field measurements (prototype), whereas the two ad-
ditional hydraulic heads account for potentially increased wave
heights in the future. A summary of the hydraulic conditions is pre-
sented in Table 2.

PIV Experimental Setup

A planar-PIV setup was used to measure the two-dimensional ve-
locity field on the lee side of the physical models. A typical PIV
setup includes a high-speed camera, a high-power light source,
tracer particles, and an optical arrangement to convert the light out-
put into a light sheet. The light sheet was pointed at the region of
interest. The light source is reflected by the tracer particle with a
diameter dτ and captured by the camera. The corresponding loca-
tions can be assigned to particles per frame. The displacement
and velocity are obtained by taking two consecutive frames (called
a frame pair), recorded at t0 and t0+ increment t. Each frame was
divided into smaller sections, called interrogation windows, with
square dimensions DI. Moreover, each window is compared with
another frame within a frame pair. In each interrogation window
within a frame pair, the displacement and velocity vectors were as-
signed based on the cross-correlation. This procedure yielded an
overall two-dimensional velocity field for each frame pair. An illus-
tration of this procedure and a close-up view of the two frames
within a frame pair are shown in Fig. 3.

In this study, the PIV setup consisted of a complimentary metal-
oxide-semiconductor (CMOS) camera (FLIR Oryx 2,448 ×
2,048 pix2, pixel size dτ = 3.45 μm) positioned perpendicular to
the glass sidewall. The Fujinon TV Lens HF12.5SA-1 was attached
to the camera, which has an aperture of F1.8 and a focal length of
12.5 mm. The distance between the camera chip and the LED light
sheet was 1 m, providing a maximum field of view of approxi-
mately 535 mm×445 mm in width and height, respectively. The
LED light sheet was placed in the center of the flume because, at
this location, the flow interaction with side walls is the least. More-
over, the LED light sheet shone from the top onto the armor layer of
the models, illuminating 600 mm in length and 6 mm in width. This
600 mm illumination length covers 77 mm in front of the crest top
and 523 mm of the lee-side slope of all tested models. The entire
setup is covered to block ambient light. The flow was seeded

Fig. 2. Schematic representation of the overflow of long-period primary ship-induced waves on the lee side of a groin.

Table 2. Summary of the hydraulic conditions used to measure the
overflow at the lee side of the tested models

Item Description

Prototype h/P ratio 0 < h/P< 0.6
Tested h/P ratio based on the
prototype

0.3 < h/P< 0.6

Extended h/P ratio 0.6 < h/P< 0.9
Model h dimension (cm) 5.4, 8.1, 10.8, 13.5, and 16
Equivalent h dimension for the
prototype (cm)

70.2, 105.3, 140.4, 175.5, and 208

Tested models Models 1, 2, 3, and 4
No. of run (repetitions) Three runs of 20 s for each model and

hydraulic head
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with tracer particles Vestosint 1101 (dp= 100 μm and ρp=
1,060 kg/m3). A separate device was designed to inject the tracer
particles into the flowing water and is called the seeding device.
It consists of a container of water with a concentration of 50 g/L
of particles, a mixer, a pump, and an outlet. The device was placed
vertically from the top of the flume into the water and directly at the
toe of the structure. It injects the particles into the same direction as
the flow using 16 horizontal tubes of 19 cm length, 8 mm diameter,
and 2 mm outlet diameter. The elements of the PIV setup are listed
in Table 3, and the experimental setup is shown in Figs. 3 and 4.
The water levels at the wave-facing side were measured by a
point needle at 1 m before the toe of the structure and marked by
M in Fig. 3. Similarly, the water levels at the crest were measured
by a point needle before performing a PIV measurement.

To perform PIV measurements accurately, the PIV settings were
selected according to the procedure introduced by Adrian and
Westerweel (2011). Hence, to ensure suitable image density, a par-
ticle concentration of 50 g/L was selected to have more than 10
tracer particles per interrogation window sized DI= 32 pix
(0.007 m) under all tested hydraulic conditions. The camera and
LED light sheet were triggered at a frequency of 20 Hz. A single
measurement run lasted 20 s, resulting in 400 single frames and,

therefore, 200 frame pairs. These frame pairs were processed
using the MATLAB (Version R2024b) package PIVLab. A mea-
surement duration of 20 s was determined by calculating the nor-
malized average flow velocity of the different tested hydraulic
heads at the crest of the physical model. As shown in Fig. 5 for
Model 2, the measured depth-averaged flow velocity (u) is reaching
the time-averaged flow velocity (uavg) within 20 s. This graph also
shows that the depth- and time-averaged flow velocities are increas-
ing in accuracy as the spread around u/uavg= 1.0 becomes smaller.
Furthermore, the moving average of the flow velocity approached
the average with a deviation of less than 0.5% after 8 s. Hence,
to ensure this level of accuracy, the total measurement duration
was increased to 20 s per run. To reduce the in-plane pair loss,
the time between two frames within a frame pair (i.e., the time be-
tween two light pulses or time delay; Δt) was changed per tested
hydraulic depth because of the larger traveled distance by the par-
ticles at larger hydraulic heads. This distance must be less than 1/4

(a)

(c)

(b)

Fig. 3. Illustration of the PIV setup with a corresponding field of view during the overflow experiments: (a) Side view of the physical model with the
LED light sheet and the seeding system at the toe of the structure; (b) Front view of the flume with the distances between the LED light source and
camera; and (c) Close-up of two frames within a frame pair leading to the velocity field.

Table 3. Elements of the PIV setup used during the overflow experiment

Elements of the PIV
setup Name of the product

Pulsed LED line-light Made in-house (Bakker et al. 2021)
Tracer particles Vestosint 1101: 100 μm
Camera system Oryx ORX-10GS-51SM-C
Lens Fujinon TV Lens HF12.5SA-1 1:1.4/12.5 mm
Data processing MATLAB package PIVLab (Thielicke 2022;

Thielicke and Sonntag 2021)
Fig. 4. Flow on crest and downstream slope illuminated by LED light
during PIV measurements.
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the size of the interrogation window. The illumination time per
frame was set at 100 μs to have sufficient light intensity to observe
the particles. To reduce the out-of-plane pair loss, the traveled dis-
tances of the particles perpendicular to the light sheet must be
smaller than 1/4 the width of the sheet. This light sheet was
6 mm wide, which is approximately the same width as that used
for the interrogation window of 7 mm. Moreover, the main flow
is significantly larger in the parallel direction; therefore, it is pre-
sumed that the out-of-plane pair loss rule is satisfied per Adrian
and Westerweel (2011). Limited spatial gradients are obtained
when the local variation of the image displacement during Δt
(i.e., particle displacement within a frame pair) is smaller than
the image particle size. During all the experiments, the local varia-
tion was equal to or smaller than 2.6 μm, whereas the image particle
size was constant at 2.7 μm. Details on the PIV experimental setup
and the output requirements for all tested hydraulic heads are pro-
vided in Tables 4 and 5.

Notably, as each model was different from the others, a calibra-
tion procedure was performed for each model. This procedure in-
cluded the measurement of a reference point on the model before
and after the PIV measurements to ensure that the model and cam-
era were fixed at the same position. A checkerboard of 10 mm×

10 mm squares was used in the calibration by positioning it at a par-
ticular location on the model at the center of the light sheet and a
filled flume. Consequently, a picture was taken and used to cali-
brate the velocity measurements using PIVLab.

Flow Velocity Analysis

To analyze the flow velocities, five locations along the lee side were
used to extract the flow velocity profiles. The first extraction line
(Lc) was positioned at the crest of the models, whereas the other
four extraction lines were placed perpendicular to the slope of
the lee side (Ls1,2,3,4), as shown in Fig. 6. At each location, the
flow velocity was extracted over the water depth (U ). Conse-
quently, a flow velocity profile was obtained for each position per-
pendicular to the armor layer. The x-coordinates of the extraction
lines and corresponding freeboards are listed in Table 6. The
depth- and time-averaged velocities (Uavg) obtained from these ex-
traction lines were used to determine the overflow velocity equa-
tions [Eqs. (4) and (6)].

The captured frames were processed using the MATLAB PIV-
Lab package. All the models were tested with five different

Table 4. Details of the experimental setup of the flow velocities at the lowest position (maximum velocities) and the crest (minimum velocities)

Camera Properties Parameter h= 8.1 cm
h=

10.8 cm
h=

13.5 cm h= 16 cm

Oryx ORX-10GS-51S5M-C Resolution width (pix) — 2,448 2,448 2,448 2,448
Resolution height (pix) — 2,048 2,048 2,048 2,048
Pixel distance (μm) dr 3.45 3.45 3.45 3.45

Sensor size width (mm) Xs 8.4 8.4 8.4 8.4
Lens Sensor size height (mm) Ys 7.1 7.1 7.1 7.1
Fujinon TV Lens
HF12.5SA-1

Focal length (mm) f 12.5 12.5 12.5 12.5

1:1.4/12.5 mm f# (−) f-number 1.8 1.8 1.8 1.8
Light source Aperture (mm) Da 6.94 6.94 6.94 6.94

LED DrewLear VLX2-500 Light wavelength (nm) λ 530 530 530 530
Illumination time (μs) τill 100 100 100 100

Light sheet thickness (mm) z0 6 6 6 6
Tracer particles Focal length (mm) fled 350 350 350 350

Vestosint 1101 Avg. particle diameter (μm) dp 100 100 100 100
Mass density (kg/m3) ρp 1,060 1,060 1,060 1,060
Particle volume (mm3) Vp 5.24 × 10−4 5.24 × 10−4 5.24 × 10−4 5.24 × 10−4

Added mass particles (g/s) mp 0.75 0.75 0.75 0.75
Stokes number at the lowest position (-) Stpl 9.49 × 10−5 1.01 × 10−4 1.07 × 10−4 1.13 × 10−4

PIV processing Stokes number at the crest (-) St pc 4.33 × 10−5 4.99 × 10−5 5.58 × 10−5 6.06 × 10−5

MATLAB package PIVLab Interrogation window size (pix) Di 32 32 32 32
Overlap (%) D0 50 50 50 50

Trigger frequency (Hz) facq 20 20 20 20

Setup dimensions Time delay (μs) Δt 1,300 1,100 950 800
Object distance (m) z 1 1 1 1

Min. width of field of view (m) — 0.535 0.535 0.535 0.535
Min. height of field of view (m) — 0.445 0.445 0.445 0.445

Fluid properties Volume of complete set up light (m3) Vtot 1.73 × 10−3 2.31 × 10−3 2.78 × 10−3 3.42 × 10−3

Mass density (kg/m3) ρf 998.2 998.2 998.2 998.2

Flow conditions Kinematic viscosity (m2/s) vf 1.05 × 10−6 1.05 × 10−6 1.05 × 10−6 1.05 × 10−6

Integral in-plane velocity scale at the lowest position
(m/s)

u0l 1.6 1.7 1.8 1.9

Integral in-plane velocity scale at the crest (m/s) u0c 0.73 0.84 0.94 1.02
Integral out-of-plane velocity scale (m/s) v0 0.2 0.2 0.2 0.2

Integral length scale (m) l0 0.55 0.55 0.55 0.55
Integral time scale at the lowest position (s) τ0l 0.343 0.323 0.305 0.289

Integral time scale at the crest (s) τ0c 0.753 0.655 0.585 0.539
Reynolds number at the lowest position (−) u0l × l0/vf 8.35 × 105 8.88 × 105 9.40 × 105 9.92 × 105

Reynolds number at the crest (−) u0c × l0/vf 3.81 × 105 4.39 × 105 4.91 × 105 5.33 × 105
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hydraulic heads. Each head was tested in three runs of 20 s each at
a frame rate of 20 Hz, resulting in 400 frames (200 frame pairs).
These frames were imported to PIVLab and preprocessed by
applying contrast-limited adaptive histogram equalization
(CLAHE) and autocontrast filters. The CLAHE filter increases
the readability of the image data. Regions with low or high expo-
sure were independently optimized. The CLAHE filter also im-
proves the probability of detecting valid displacement vectors in
frames by 4.7%± 3.2% (Thielicke and Stamhuis 2014). The auto-
contrast filter automatically calculates the best contrast per frame
to improve particle visibility. The discrete Fourier transform
(DFT) method was used to calculate the correction matrix in the
frequency domain. This method requires 20% of the

computational time of the direct cross-correlation (DCC) method
(Thielicke and Stamhuis 2014). Therefore, the DFT method was
selected in this study because of the large number of experiments
performed and captured frames. A disadvantage of the DFT func-
tion is the potential increase in the background noise because it
uses a fixed interrogation window. To reduce the potential back-
ground noise, two passes were used with interrogation window
sizes of 32 × 32 and 64 × 64 pixels, respectively. Moreover, a
Gaussian 2 × 3 point function was applied to determine the
peaks in the correlation matrix. After the analysis, a certain
amount of noise was still unavoidable; therefore, a standard devi-
ation of 2 and a local median filter of 3 were applied during
postprocessing.

Fig. 5. Normalized average flow velocity of the different tested hydraulic heads at the crest of Model 2.

Table 5. PIV output requirements for the flow velocities at the lowest position (maximum velocities) and the crest (minimum velocities)

Component Parameter Requirement h= 8.1 cm h= 10.8 cm h= 13.5 cm h= 16 cm

Image dimensions — — — — — —
Image distance (mm) Y0 — 12.66 12.66 12.66 12.66
Lateral magnification (-) M0 — 1.27 × 10−2 1.27 × 10−2 1.27 × 10−2 1.27 × 10−2

Field of view width (mm) xs — 667 667 667 667
Field of view height (mm) ys — 558 558 558 558
Field of view depth (mm) Δz — 44 44 44 44
Image particle — — — — — —
Diffraction limited spot diameter at the lowest position (μm) dsl — 2.4 2.4 2.4 2.4
Diffraction limited spot diameter at the crest (μm) dsc — 2.36 2.36 2.36 2.36
Image particle size (μm) dτ — 2.7 2.7 2.7 2.7
Ratio dτ/dr — dτ/dr ≈ 1 0.8 0.8 0.8 0.8
Image particle length at the lowest position (μm) dll — 2 2.2 2.3 2.4
Image particle length at the crest (μm) dlc — 0.9 1.1 1.2 1.3
Image blur parameter at the lowest position (-) βibl βib < 2 1.8 1.8 1.9 1.9
Image blur parameter at the crest (-) βibc βib < 2 1.4 1.4 1.4 1.5
Particle concentration (#/m3) NS — 0.08 0.06 0.05 0.04
Processing — — — — — —
Interrogation window image size (mm) xvec — 8.7 8.7 8.7 8.7
Vector spacing (mm/vector) — — 4.4 4.4 4.4 4.4
PIV design rules — — — — — —
No. of particles per interrogation window at the lowest position NIl NI > 10 36 27 22 18
No. of particles per interrogation window at the crest NIc NI > 10 35 26 22 18
In-plane motion at the lowest position (pix) Xpl Xp < 8 7.6 6.9 6.3 5.6
In-plane motion at the crest (pix) Xpc Xp < 8 3.5 3.4 3.3 3
Out-of-plane motion (mm) Δzmax Δzmax < 6 0.26 0.22 0.19 0.16
Spatial gradient at the lowest position (μm) Δupl Δup < dτ 2.6 2.4 2.2 1.9
Spatial gradient at the crest (μm) Δupc Δup < dτ 1.2 1.2 1.1 1

© ASCE 04025004-8 J. Waterway, Port, Coastal, Ocean Eng.
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Results and Discussion

This section discusses the results of overflow velocity measure-
ments obtained using the previously described PIV setup. Section
“Flow Velocity Fields and Equations” presents the acquired veloc-
ity fields at the crest and lee-side slopes of the groins and the de-
rived dimensional and dimensionless flow velocity equations. In
Section “Developed Flow Velocity,” the measured overflow veloc-
ities are used to verify the applicability of the theoretically devel-
oped flow velocity based on the Manning equation.

Flow Velocity Fields and Equations

The flow over the physical models is expected to behave differently
because of the different slopes and stone sizes of the armor layers.
Fig. 7 shows the sample mean velocity field for 20 s of data for each
tested model at a hydraulic head of 10.8 cm. The figure shows
45 mm in front of the crest and 490 mm on the lee-side slope.
The flow velocity at the crest was approximately 0.7 m/s, and it ac-
celerated along the slope by up to 2.2 m/s. The corresponding mea-
sured water level at the crest of each model was approximately 2/3
of the hydraulic head, which was expected because the flow was in
critical condition. After the crest, the flow accelerated and reached
the supercritical state (Fr> 1). Additionally, it is noted in Fig. 8 that
the flow velocity profiles are more uniform at or near the crest (i.e.,
Lc and Ls1; Fig. 6), while they become more logarithmic down the
slope (i.e., Ls2,3,4; Fig. 6). In general, behaviors similar to those pre-
sented in Figs. 7 and 8 are noted with the other tested hydraulic
heads. These behaviors can be linked to field observations by Mell-
ing et al. (2021) in which the damage mainly occurred at the lee
side of the prototype, where the maximum overflow velocities ex-
isted. Seemann et al. (2023) also found hydraulic heads to strongly
influence the intensity of the supercritical state.

The depth- and time-averaged velocity (Uavg) profiles at Ls1,2,3,4
are calculated per run for each tested water level. These velocities

were used to determine the dimensional flow equations presented in
Eq. (4), where h is the hydraulic head at the crest or wave-facing
water depth above the crest level. The bed-level positions of
Ls1,2,3,4 are assumed to be the lee-side water levels, which are ex-
pressed in freeboard Rc (i.e., Rc,s1,2,3,4; Fig. 6 and Table 6).

Fig. 9 shows the measured depth- and time-averaged flow veloc-
ities for each tested water level per extraction line. Regression anal-
ysis was performed to determine the correction α-factor [Eq. (4)] of
each model configuration. These factors are also shown in Fig. 9.
The α-factors express the influence of different rock diameters
and slopes on the flow velocity. Notably, Models 1–4 have
α-factors of 0.78, 0.86, 0.82, and 0.84, respectively. The increase
of approximately 10% in the α-factors between Models 1 and 2
can be linked to the decrease in the rock size, possibly causing
less friction and turbulence. Conversely, only a slight increase of
2.4% is noted in the α-factors between Models 3 and 4 as the
rock size decreases. This implies that for slopes steeper than 1:4,
the tested rock sizes are less influential on the α-factor than the
slope. However, all the α-factor values are close to each other
and could be represented in a single flow equation, and the results
are shown in Fig. 10

Uavg = 0.81 ×
������������
2g(h + Rc)

√
(8)

Eq. (8) expresses a dimensional flow velocity equation for two
different slopes and rock sizes in the armor layer with an R2 value
of 0.81 and RMS error (RMSE) of 0.14. To determine the velocities
for other slopes and rock sizes, the flow velocities must be
expressed using a dimensionless equation, as shown in Eq. (6). A
dimensionless equation was constructed by plotting the dimension-
less depth- and time-averaged velocity of each measured data point
against the slope, nominal stone diameter, and extraction location
of each model (i.e., assumed freeboard level). This regression is

Table 6. Coordinates of the extraction lines and the corresponding assumed freeboard Rc (m) for each model

Line

Model 1 Model 2 Model 3 Model 4

x-coordinates Rc (m) x-coordinates Rc (m) x-coordinates Rc (m) x-coordinates Rc (m)

Lc 0 0 0 0 0 0 0 0
Ls1 0.076 0.005 0.078 0.006 0.064 0.002 0.066 0.001
Ls2 0.188 0.03 0.172 0.027 0.162 0.020 0.165 0.022
Ls3 0.332 0.075 0.282 0.063 0.274 0.116 0.290 0.067
Ls4 0.477 0.119 0.463 0.112 0.445 0.125 0.433 0.119

Fig. 6. Side view of the PIV experiment with the location of the extraction lines at the crest (Lc) and the lee side (Ls1,2,3,4) of the model and the
corresponding assumed freeboards (Rc,s1,2,3,4).
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shown in Fig. 11 and follows the dimensionless equation:

Uavg/
���
gh

√
= 1.95 − 0.88 × exp (−0.51 × θRc/dn50) (9)

Eq. (9) has an R2 value of 0.89 and an RMSE of 0.08.

Developed Flow Velocity

The measured flow velocities at the crest and lee-side slopes were
used to verify the Manning equation for the developed flow [Eq.
(1)]. The results of the measured flow velocities per tested water
level compared with the theoretically developed flow velocities
are presented in Fig. 12. All flow velocities are expressed in
terms of the corresponding specific discharge (q). The measure-
ment of the flow velocities started at the crest of the structure,
and their values increased as they traveled along the lee-side
slope. However, the theoretically developed flow velocity was
not reached within the measured region of interest, indicating
that the theoretically developed flow velocity was probably too
high along the groin slopes for the parameters represented in the
model. Furthermore, the developed flow velocities were calculated
based on the assumption that no lee-side water level was required to
reach the corresponding developed state. Therefore, in the case of a
lee-side water level, the flow stops accelerating when it interacts
with the lee-side water level, and the flow velocities are thus ex-
pected not to reach the theoretical fully developed velocities.

Fig. 12 also presents two standard deviations (σ) around the
mean specific discharge (�q). A summary of the measured mean spe-
cific discharge, standard deviation, coefficient of variation
(CV = σ/�q), and the theoretical fully developed flow velocity are
presented in Table 7. Notably, CV at h= 5.4 cm was significantly
larger than that under the other four tested conditions. This obser-
vation could be associated with some difficulties and measurement

inaccuracies encountered in the overflow velocities at the lee-side
slope with the h≤ 5.4 cm (i.e., smaller hydraulic heads) owing to
water surface irregularities. The water surface must be flat to
allow the LED light sheet to penetrate the water column and be

Fig. 7. Flow velocity fields of all tested models at a hydraulic head of 10.8 cm.

Fig. 8. Flow velocity profiles of Model 2 (which represents the proto-
type) at a hydraulic head of 10.8 cm along the extraction lines at the
crest (Lc) and the lee side (Ls1,2,3,4) of the model.
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(a) (b)

(c) (d)

Fig. 9. Depth- and time-averaged flow velocities measured at the extraction lines at the lee side (Ls1,2,3,4) for each tested model: (a) Model 1;
(b) Model 2; (c) Model 3; and (d) Model 4.

Fig. 10. Optimized flow velocity equation versus flow velocity equation based on the square root for all measurements and tested models.
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captured by the PIV camera. However, when the water surface is
not flat (e.g., oscillating), even if the tracer particles cover the entire
water depth and the LED light shines through the water, the light
can refract from the camera. The analyzed PIV frames showed
dark and illuminated parts of the overflowing water on the lee-side
slope. This observation was made during all repetitions. Therefore,
the h= 5.4 cm was discarded for all the models in any of the pre-
sented flow equations. Recommendations for overcoming this
problem in future studies are presented in the next section.

As the measured flow velocities along the lee-side slope were
smaller than the theoretical developed flow velocity, the flow ve-
locities of all models were normalized to their positions on the
lee side. This procedure was performed to determine the length re-
quired to reach the developed flow velocity, as shown in Fig. 13.
All flow velocities were measured within 75% of the leeward
slope and reached approximately 80% of the developed flow

velocity. Through extrapolation, the developed flow velocities
were reached when the length of the lee-side slope was twice the
actual length. Therefore, it is concluded that the developed flow
equation overestimates the maximum flow velocity by approxi-
mately 10%. This information is useful when designing this type
of structure.

Conclusions and Recommendations

Main Conclusions of the Study

The aim of this experimental investigation was to develop an equa-
tion to express the depth- and time-averaged overflow velocities on
the lee side of river groins subjected to different hydraulic heads
that can be described by quasi-steady approximation. As a first
step toward a design equation, a PIV setup was used to measure
the flow velocities at the crest and lee side of four physical models
of groins of different slopes (θ= 1:3 and 1:4) and stone sizes (dn50,a
= 0.013 and 0.019 m) in the armor layer under the influence of dif-
ferent hydraulic heads (h= 5.4, 8.1, 10.6, 13.5, and 16 cm). The re-
sults indicate that the depth- and time-averaged overflow velocities
along the lee-side slope accelerated from 0.7 to 2.2 m/s. Conse-
quently, a unified dimensional flow velocity is obtained, as
shown in Eq. (8), as a function of h and Rc with an R2 value of
0.81 and RMSE of 0.14. To make this equation universal and de-
termine the overflow velocities of other slopes and rock sizes, it
must be dimensionless. Therefore, Eq. (9) was derived as a function

Fig. 11. Dimensionless flow velocity equation in supercritical condi-
tions for upstream water levels above crest level h, assumed lee-side
water level Rc, nominal stone diameters dn50, and slopes θ.

Fig. 12. Measured flow velocities (Uavg) at the crest and slope at the lee-side per tested h for Model 2 (which represents the prototype) compared to
the corresponding theoretically developed flow velocity (udev).

Table 7.Measured mean specific discharge, standard deviation, coefficient
of variation, and developed flow velocity

h (cm) �q (m2/s) σ (m2/s) CV = σ/�q (%) udev (m
2/s)

5.4 0.0136 0.0042 30.7 1.49
8.1 0.0421 0.0012 2.9 1.86
10.6 0.0727 0.0009 1.2 2.18
13.5 0.1070 0.0031 2.9 2.43
16 0.1473 0.0042 2.8 2.58
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of h, θ, Rc, and dn50 with an R2 value of 0.89 and RMSE of 0.08.
Both Eqs. (8) and (9) can be used under free-flow conditions and
for waves that can be described by a quasi-steady approximation
in combination with supercritical flow conditions. The theoretically
developed flow velocities [Eq. (1)] were also checked for the-r ap-
plicability to overflows. At the toe of the lee-side slope, the veloc-
ities reached 90% of those of the theoretical developed flow (i.e.,
the developed flow equation overestimated the maximum flow ve-
locities by approximately 10%). Moreover, the lee-side slope of the
structure would need to be twice the overflow velocity to reach a
developed state. Therefore, the developed equation in this study
can be used by engineers in conjunction with the Seemann et al.
(2023) method as a design tool for groins exposed to waves that
can be described by the quasi-steady approximation. However,
the present study provides a better estimate of the overflow velocity
at the lee-side slope as the Seemann et al. (2023) method uses the
Manning equation, which turned out to overestimate the flow ve-
locities. Moreover, the study results are valid for all long duration
primary waves, groins with slope angles of θ= 1:3 to 1:4, nominal
rock diameters of dn50,a= 0.17–0.23 m, and hydraulic heads of
h = 1–2.1 m. They are also applicable to structures that are rela-
tively uniform in shape over their length, and to any downstream
water level lower than the crest (up to that water level) as the
flow is supercritical. In situations where the influence of the struc-
ture’s size is limited, the study results are expected to be valid even
outside these ranges.

Limitations and Recommendations for Future Studies

Based on the knowledge gained from this experimental investiga-
tion, recommendations are provided for further improvement and
future studies. First, the flow velocities were measured without
an initial lee-side water level, resulting in supercritical free-flow
conditions and upper limits of the flow velocities. Although this
is a safe approach when the derived equations are used as a design
tool, the prototype is more likely to be in a subcritical condition be-
cause of a water level at the lee side of the structure. Hence, repeat-
ing this experimental investigation with the initial water level on
the lee side of the test models to represent the more typically occur-
ring subcritical overflow velocities caused by long-period primary
ship-induced waves would be beneficial. However, a different PIV
setup must be adopted because the existence of an initial water level

is expected to cause irregularities in the water surface (i.e., nonflat
water surface conditions) at the lee side. Consequently, the over-
flow velocities could be measured by placing an LED light closer
to the flume wall. This approach may still cause unwanted friction
between the overflow and flume wall, slightly reducing the veloc-
ities. Second, it would be beneficial to repeat the experimental in-
vestigation with more slopes and rock sizes to increase the
application range of the derived equation to express the overflow
velocities on the lee-side slope of river groins. Third, using the pre-
sent PIV setup with a length scale of Lr= 13, which is the largest
possible dimension that could fit the models into the flume, the
overflow velocities with h≤ 5.4 cm could not be measured owing
to water level irregularities. This could be solved either by using
larger physical models in a larger flume or the same-sized models
(Lr= 13) but with placing the LED light closer to the flume wall.
Fourth, tracer particles were injected at the toe of the structure on
the wave-facing side. The seeded water then flowed into the central
laboratory basin. Because the tracer particles have a density close to
that of water, they would settle slowly in the basin and could con-
taminate the water of other experimental flumes in the laboratory.
Therefore, we attempted to minimize the number of tracing parti-
cles used in the experiment by placing the seeding device close
to the structure. This approach led to a smaller spread of the tracing
particles over the width of the flume and, hence, the need for
smaller quantities of particles. However, because of this approach,
once every several seconds, the particles were not fully mixed
throughout the width of the flume, and a group of highly concen-
trated particles occurred. Therefore, the PIV software was unable
to analyze these groups, and the flow velocities were interpolated.
However, these conditions were not expected to influence the
depth- and time-averaged flow velocities significantly. To prevent
this problem, in future studies, the flume could be disconnected
from the central basin, a closed pump system could be created,
and better-mixed particles could be added. All these measures
could result in an even distribution of particles throughout the en-
tire water column. Consequently, the occurrence of grouped parti-
cles is expected to be significantly reduced, leading to more
accurate measurements. Additionally, this study focused on the
depth- and time-averaged overflow velocities along the lee-side
slope, which can be extended in the future to include a detailed
analysis of turbulence and shear stresses near the slope surface.
Further investigation is also needed to study the effects of ship
waves on pore pressures and their influence on slope and armor
stability. Finally, the theoretically based overflow equations of
Seemann et al. (2023) can be validated using the laboratory mea-
surements obtained in the present study, which would contribute
to a broader application of both studies.

Data Availability Statement
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corresponding author upon reasonable request.
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Notation

The following symbols are used in this paper:
dn50,a = nominal rock diameter of armor layer (m);
dn50,f = nominal rock diameter of filter layer (m);

g = gravitational acceleration (m/s2);
h = wave-facing water depth above the crest level (assumed

to be equivalent to the hydraulic head) (m);
h1 = wave-facing water depth; h1=P+ h (m);
h2 = lee-side water depth (m);
P = groin height (m);
Rc = vertical distance between groin crest and level on the

groin surface above which the mean velocity is evaluated
(m);

u1 = initial flow velocity (m/s);
u2 = flow velocity at the lee side; it is determined at the

position where the theoretical lee-side freeboard interacts
with the armor layer (m/s);

zmax = maximum water level above the crest level (m);
z1 = wave-facing bed level; z1= 0 (m);
z2 = lee-side bed level (m);
θ = slope (−);
μ = dynamic viscosity of water (kg/m2/s);
ρw = water density (kg/m3); and
σ = surface tension (N/m2).
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