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Management Summary

The modern power grid is becoming more susceptible to cyber-attacks due to an increase in digital-
ization, leading to a larger attack surface for malicious actors to attack. Such attacks on critical infras-
tructure could lead to partial power outages, minor societal disruption, or in the worst-case scenario,
a rolling black-out in which the entire country has no access to electricity. Electrical utility compa-
nies can decrease the likelihood of a successful cyber-attack on the Cyber Physical Power System
(CPPS) – consisting of the physical power grid, and vulnerable Information Technology (IT) and Opera-
tional Technology (OT)- by implementing cyber security interventions. Investing in these cyber security
mechanisms is not cheap, which is why it is expected to have a certain return on investment. However,
it is hard to quantify the effects of prospective cyber security investments. The main research ques-
tion of this study is: “To what extent can cyber security measures decrease the risk of cyber attacks
on CPPS substations?” This research question is answered by means of an implicitly mixed research
approach that uses computer-assisted attack tree modelling and Monte Carlo simulation. The model is
based on the publicly available technical system information of known suppliers of relevant substation
components and other documentation acquired by means of multiple literature studies and document
analyses. The change in likelihood and subsequent risk has been studied by extensively modelling the
possible attack paths of a digital substation. This has been combined with financial analysis in the form
of a societal cost-benefit analysis. As a result, potential cyber security investments can be evaluated
on their merits in the form of risk reduction and their required costs as expressed in dollars. The con-
tribution of the performed research to science is the elaboration of existing models to more accurately
represent reality, and simultaneously provide the cyber security decision-making process with a tool
that provides guiding Key Performance Indicators (KPIs).

This study has shown that suggested measures from the quantified model are able to increase the
TTCavg needed by malicious actors to reach their intended target, and therefore cause a decrease
in likelihood and subsequent risk of the studied scenarios. An important finding of this study empha-
sizes the need for extensive attack path modelling. This finding was the fact that the application of
some well-intended countermeasure (such as remote-attestation), might have no significant effect on
the likelihood and risk of a certain scenario at all, but only changes the dominant attack path. While the
constructed quantified model, as proposed in this study, is able to provide quantified insights into the
effects of proposed cyber security investments, it is merely a simplified tool that should be expanded
upon to generate more accurate insights.

Besides the aforementioned there have been additional findings from this study. Such as a list of
weaknesses in the current state of digital substation cyber security. This list has been created by an
extensive document analysis of over 40 sources. Also, an overview of 23 different possible cyber se-
curity interventions has been compiled by a systemic literature review of over 16 sources.

According to the quantified model, a reduction (between 21.8% and 93%) in the total risk of certain
attack scenarios against digital substation by malicious actors can be achieved. The costs for these
possible risk reductions range between $28 thousand for a honeypot deception system and $413 thou-
sand for a combination of all the simulated countermeasures. These countermeasures could, in com-
parison to a base case with no protection, potentially reduce the total risk by an amount between $3.7
billion and $15.9 billion. According to the general societal cost-benefit analyses, the best Retun-on-
Investment (ROI)/cost-effectiveness of investment is the investment in a honeypot (scenario 5) which
has an ROI of 247,390, and the least cost-effective is the investment in remote attestation (scenario 4),
which has an ROI of -2,066.

Altogether, this study has shown that there is added value in using a simplified quantified model to
aid in decision-making for digital substation cyber security investments aimed at risk reduction.
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1
Problem introduction

Charging your phone at night before you go to sleep, keeping your laptop powered during lectures, and
monitoring a patient’s heartbeat in a hospital. All these processes are taken as given in first-world coun-
tries, but all rely on a functioning electricity grid. When the power supply is interrupted in a country, the
society in that country seizes to function as is. Therefore, it is not surprising that the energy grid is con-
sidered a critical infrastructure (CI). The European Union has defined CI as follows: “An asset, system
or part thereof located in Member States which is essential for the maintenance of vital societal func-
tions, health, safety, security, economic or social well-being of people, and the disruption or destruction
of which would have a significant impact in a Member State as a result of the failure to maintain those
functions.” [1]. Modern CI is not merely controlled offline, but makes use of smart applications such as
Intelligent Electronic Devices (IEDs) which are controlled by Operational Technology (OT) in order to
supply their critical services [2]. The electricity grid consists of multiple layers: the physical grid, the OT
systems, and the IT systems. Together they form a system-of-systems. OT systems are susceptible to
cyber-attacks by malicious actors which leads to disastrous outcomes. In the winter of 2015, a blackout
occurred in Ukraine as a result of a successful cyber-attack on three electric power plants, leaving 225
thousand people without power for over five hours. This was the first documented power outage as a
consequence of a cyber-attack [3]. According to [4] the impact of cyber-security incidents will reach
over $50 billion by 2023.

Utility companies can decrease the likelihood of a successful cyber-attack by implementing cyber se-
curity interventions such as Multi-Factor Authentication (MFA), firewalls, Intrusion Detection Systems
(IDS), and organizational protocols. Investing in the aforementioned costs large amounts of money,
which is expected to have a certain return on investment. The return can be in either monetary form
or in the form of increased security. But estimating and quantifying the effects of cyber security invest-
ment is hard, as there are many uncertainties, and quantification of qualitative indicators might be hard
to execute. Investing in cyber security for the electricity grid is made even more complex considering
the fact that most utility companies in the European Union are private companies that are (partly) sub-
sidized by their respective states, so under- or overinvestment in cyber security measures by these
companies will lead to costs to be paid by the taxpayer [5]. Current cyber security literature is mostly
focused on either the qualitative or quantitative aspects of the problem. The aim of this study is to
combine both qualitative and quantitative aspects of cyber security (investing) while keeping relevancy
for real-world applications by utility companies.

The fact that this problem crosses the electrical, ICT, cyber security, and energy policy domains,
combined with a complex system-of-systems environment, makes this a suitable CoSEM thesis. The
goal is to quantify the change in risk as a result of investments in policy interventions. This quantification
could help organizations guide and/or justify their possible investments in cyber security interventions.
Timely and adequate investments in the cyber security of the cyber-physical system of the electricity
grid are needed to protect the critical infrastructure from malicious actors.

1



2

In Chapter 2, State-of-the-art, the research question will be constructed from the resulting knowl-
edge gap. Chapters 3 and 4 discuss the research approach and methodology respectively. In chapter
5 the digital substation is examined. Chapter 6 describes the model setup and relevant calculations.
The simulation scenarios are given in Chapter 7, and the results are discussed in Chapter 8. Finally,
the report ends with a conclusion.



2
State-of-the-art

The aim of this chapter is to identify a knowledge gap in academic papers regarding cyber security of
CPPSs. Ensuring that there is a knowledge gap is required in order to guarantee that the research of
the thesis yields a significant contribution to science and that one does not reinvent the wheel. This
knowledge gap is identified by means of a PRISMA literature review. The results of the literature review
are used to construct the main research question.

2.1. Literature review methodology
The literature review has been executed according to the PRISMA methodology. The methodology
itself, the execution, and the results are further discussed in this section.

2.1.1. PRSIMA literature review
The methodology used for the literature review is the Preferred Reporting Items for Systematic reviews
and Meta-Analyses (PRISMA) method. This method for literature reviewing is used internationally and
serves as a framework that permits the readers to determine the legitimacy of the outcome that is
produced by the literature review [6]. The framework contains four steps: Identification, screening,
eligibility, and inclusion. All of these steps are shown in Figure 1, which displays the outcomes of every
previously mentioned step. All potentially pertinent records (i.e. articles, papers, etc.) found through
database searches and/or other means, are gathered and documented during the identification step.
Duplicate records are deleted when encountered. The remaining records will then be examined and, if
deemed irrelevant, are expunged. Subsequently, a full-text eligibility assessment of the remainder of
the records is executed, followed by the rejection of expendable entries.

2.1.2. Execution of PRISMA method
In the first step, identification, 14 papers from two databases (Google Scholar and WorldCat), but three
queries (see Table 2.1) have been identified, based on first impressions of the many generated query
results. One record has been obtained from expert consultation and one duplicate has been deleted
after finding little relevance to the main research question. This resulted in the same number of entries
being screened in the screening step, which led to the emission of one paper due to limited affiliation
with the subject under study. The records that were left – 13 to be precise – have been studied in
detail and prompted the rejection of two papers. In the end, 11 papers have been included in this
meta-analysis via database searches. A graphic overview of the PRISMA framework and the number
of records used is displayed in Figure 2.1. For this literature review, three similar queries have been
used. The queries are shown in Table 2.1.

2.1.3. Search method
Besides these 11 hits through database searches and expert consultation, the snowballing method has
been applied to the paper by [7]. Resulting in an additional three hits. Ultimately this gives 14 records
to be used in the meta-analysis in total.

3
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Table 2.1: Used search queries PRISMA literature review

Query Database First picks
cyber AND attack AND electricity AND grid AND modelling Google Scholar 6

cyber AND attack AND electricity AND grid AND modelling AND ”substation” Google Scholar 3
cyber physical power system AND cyber attack AND substation AND modelling Worldcat TU Delft 5

Figure 2.1: PRISMA steps results and schematic overview

2.2. Results
An overview of the literature review findings is given in Table 2.2. This table shows the relevant sum-
marized (read: key takeaways) findings for this thesis and the corresponding author(s). Now that the
findings of every record are summarized, they can be analyzed in order to distil the knowledge gap(s).

2.2.1. Imperfect models
The literature review exposed an academic knowledge gap in the modelling of CPPSs. In recent liter-
ature, a common conception became apparent: in order to correctly study cyber security of CPPSs an
extensive model is required [8], which should keep up with the growing number and intensity of CPPSs
and the further adoption of the IEC 61850 protocol [9][10]. This model should capture all the complex
interactions and dynamics of the real-life CPPS [11] [12] [13], as the current models, which mostly use
N-1 contingency analysis, are not suitable for this task [7]. Current models lack a detailed description
of assets and their corresponding protective mechanisms [14], complex attacker behaviour, and the
costs of the defensive mechanisms [15] [16].

2.2.2. System-of-system needs
Crafting extensive models requires combining the work of different people who focus on a specific
part of the system-of-systems to eventually reach a model that captures all the needed characteristics.
Substations are an important part of the CPPS system-of-systems, and much work can be done in
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further modelling these subsystems, such as more realistic model assumptions [17], increased attack
graph detail, and metric assessment [18]. Providing these would aid in fulfilling the need for cyber
security formats for CPPS experts [17] [19].

Table 2.2: Findings of the PRISMA literature review

Author: Findings: Deficiencies:

[8] Impact analysis framework focused on model syn-
thesis stage.

Need for large dynamical systems framework
model.

[9] Overview of barriers and policy drivers in CPPS se-
curity.

Simulation and modelling techniques should keep
up with the growing speed of CPS to aid in increas-
ing grid resilience.

[7]

Comprehensive review of state-of-the-art simula-
tion, modelling and analysis methods for CPPS.
Division of modelling techniques into three broad
classes: interaction, interdependent and intercon-
nection modelling.

Need for more financial analysis (at the national
level if possible) and a more interconnected model
analysis for the communication network of gener-
ation, transmission and distribution. N-1 contin-
gency analysis is not suitable enough for CPPS,
focus should be on stochastic contingency analy-
sis.

[7] snow-
balling:[11]

Hybrid systems are used to combine/capture the
behaviour of continuous and discrete variables in
CPPS.

N.A.

[7] snow-
balling:[13]

modelling the physical impact of cyber-
contingencies, so the effect of cyber on the
physical.

Need more large scale model testing.

[7] snow-
balling:[12]

modelling dependency of cyber on physical and
vice-versa (through degree-betweenness) N.A.

[17] Substation topology model of substation defence. Need for a common format for experts, realistic
models and realistic assumptions

[14] Multistate (Markov) model of substation CS with
consequences

limited defence mechanisms (IDS, password mod-
els and firewall)

[15]
Detailed Markov decision Process (MDP) models
of substations are used to obtain optimal action
policies for attackers and defenders.

Costs of defensive measures and complicated eva-
sions of sophisticated attackers are left out

[18]

Methods for modelling CPS cascading failure by
cyber-attacks and modelling attack graphs of dig-
ital substations for security assessment, combined
with Time To Compromise (TTC) calculation algo-
rithm.

Limited detail in attack graph and metrics with re-
gards to cyber security related impact (loss of data
and information theft)

[20]
Detailed description of how TTC is calculated and
the benefits of using TTC for risk reduction estima-
tions.

Limitations in distribution of vulnerabilities and vul-
nerability dependency, due to lack of detail of con-
structed attack graphs.

[10]
Describes the weaknesses of IEC 61850 SV and
GOOSE protocols and how these can be negated
by IDS for substations.

Stresses the commercial unavailability of such de-
tectors/tools and increased attention on cyber se-
curity as IEC 61850 adoption increases.

[19]

Combines steady-state probabilities for switching
(spoof) attacks with potential electricity losses in a
generalized stochastic Petri net for various substa-
tion contingencies.

Need for further research into switching attacks for
e.g. estimating cyber insurance premiums.

[16]

Indicates that parts of current literature propose a
power system security framework. Uses a Petri net
to model protection processes of spoof attacks on
substations.

Only focused on qualitative aspects.

2.2.3. Focus: Substation cyber security
The paper regarding quantitative risk assessment of cyber-attacks on CPPSs using attack graphs by
[18] provides a good model for analyzing the cyber security of digital substations. This model consists
of a novel Time To Compromise (TTC) calculation algorithm that uses attack graphs for its calculations.
The work by [18] contains some room for improvement, which stems from the limitations of the author’s
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study. These limitations, and thus the fillable knowledge gap, are: how and where to apply security
measures such as firewalls, IDS, MFA, organizational, enhancing the impact assessment on the com-
munications layer of the CPPS, and lastly updating the TTC algorithm. In this thesis, the contribution
to science will be the further elaboration on (one of) these academic caveats.

The identified academic literature gap and the studied actual concepts have led to the following
main research question:

  “To what extent can cyber security measures decrease the risk of cyber-attacks on CPPS
substations?”

 



3
Research approach

This chapter describes the structure of the research that is executed during the thesis research pe-
riod. Both the chosen research approach and the sub-questions, which follow from the main research
question, are discussed.

3.1. Main research question and sub-questions
The main research question of this thesis, as constructed in the last paragraph per literature review,
goes as follows: “To what extent can cyber security measures decrease the risk of cyber-attacks on
CPPS substations?”

Answering this main research question is not an easy task. There are many facets and factors that
have to be known and taken into account before an answer could be provided. However, this also
makes the subject of this study a perfect subject for a CoSEM master thesis study. The engineering
aspects of securing a physical power system (with an added communication layer) with cyber secu-
rity measures in an economical manner, require different perspectives to be combined. The human
behaviour of attackers and defenders, as well as the system behaviour, form the socio-technical part,
while the distribution of benefits and liabilities lies in the institutional economics domain. The system
itself is owned by businesses, but they provide an essential public service, creating a tangent plane
where public and private interests intersect. This myriad of elements makes the challenge that faces
this system-of-systems difficult to tackle. In order to make the main research question more manage-
able, it is divided into the following sub-questions:

1. What is the current state of substation cyber security and what are the weaknesses?

(a) How is the (sub)system set up?
(b) What is the level of interconnectedness?
(c) Who are the relevant actors/stakeholders?
(d) What are the most common attack types?

2. What are possible cyber security policies/interventions that can be implemented to decrease the
likelihood of a successful attack on substations?

(a) Looking at technological, organizational and/or hybrid policies

3. How do the identified policies/interventions influence the likelihood of a successful attack on a
substation?

4. What are the (financial) consequences of a successful substation attack on the whole grid?

The first sub-question provides a comprehensive overview of the system-of-systems under study
and its environment, which is required for the analysis of the system. The second sub-question aids in
exploring the possible solution space for the given challenge. Answering the third sub-question yields

7
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Figure 3.1: modelling outline for simulation studies (adapted by [24])

information about the effectiveness of the designed policies and/or interventions on the likelihood of
a successful attack on a substation. Finally, the last sub-question can provide information about the
impact of a successful attack on the whole grid. The sum of the answers to these sub-question gives
an answer to the main research question.

3.2. The (implicitly mixed) research approach
Studying the dynamic behaviour of a complex system such as a real-life operational substation – which
is part of a system-of-systems – would take an enormous amount of resources such as time and money.
Besides that, being able to control the experimental conditions when comparing alternatives and their
outcomes is very important [21]. [22] Argues that besides prediction, demonstrating trade-offs and/or
suggesting efficiencies is another reason to build a model. For these reasons alone, it is necessary
to use modelling within this study to answer the main research question. A simulation study consists
of many different steps or processes and sub-processes. As mentioned by [21] many authors have
written about these key processes but their common denominator is the fact that they outline a certain
set of processes that have to be performed. For this study, the (slightly) modified approach by [23]
is used. This modelling outline (Figure 3.1) consists of four main stages and four processes that al-
low for movement between these stages. The main stages (shown in the boxes) are also important
deliverables.

• The conceptual model: this is a descriptive version of that which is going to be modelled;
• The computer model: the model which is simulated by the computer;
• Solutions and/or understanding: useful results which are derived from the experimentation;
• Improvement for the real world (problem): is acquired by the implementation of the obtained
solutions and/or understanding

Important processes are situated between the stages. These are discussed in the following para-
graphs.

3.2.1. Conceptual modelling
In this process, the nature of the (real world) problem is tried to be understood and a model which is
able to tackle the problem is proposed. It consists of four sub-processes [21]:

• Understanding the problem situation;
• Determining the objective of the model;
• Designing the conceptual model: model content, inputs and outputs;
• Collecting and analyzing the data required to develop the model
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Collecting and analyzing the data for the conceptual modelling, as well as understanding the prob-
lem situation and determining the objective of the model requires qualitative research. So within the
modelling approach, there is an implied qualitative approach.

3.2.2. Model coding
Themodel coding process consists of translating the conceptual model into a computer model bymeans
of some sort of coding.

3.2.3. Experimentation
After the model is complete, simulation experiments are executed to gain insights into real-world solu-
tions and help answer the main research question. Experimentation requires certain experiments to
be set up in advance which can be executed to get these results. In this process, one should consider
that the obtained results are appropriately accurate, the robustness is examined (sensitivity analysis)
and a rigorous exploration of the potential solution space is performed (solution space search). The
experimentation process implies a certain quantitative aspect in the modelling approach[21].

3.2.4. Implementation
Implementing the results is the last process. In a real-life scenario, it would entail the implementation of
the found solutions into practice. However, in this case, the implementation comes in the form of policy
advice which could consist of some helpful framework to be put into practice by professionals[21].

3.2.5. Iterative nature
Throughout all and alongside the different processes, verification and validation activities are performed
to ensure model validity [24]. The modelling and validation processes cannot be separated and could
be seen as a single modelling-validating process [23]. So the study follows a modelling, approach with
an implicit quantitative and qualitative approach.



4
Methodology

Answering the sub-questions, which are discussed in Chapter 3, requires data. This data is gathered
by means of research methods. Choosing the right method is of great importance as wrong research
methods could lead to unusable data for answering the main research question. In this paragraph, the
research methods that have been used during the research are discussed and arguments are given for
why the given research method is suitable for answering the relevant sub-question. First, the type of
information/data that is required for each sub-question is discussed. Subsequently, the information/data
types are matched with a suitable research method. In the end, the research approach, sub-questions,
research methods, and data analysis tools are combined into a single research flow diagram which
shows the relations between the before-mentioned parts. An overview of the datatypes, research
methods, and analysis tools is also given in Appendix A.

4.1. Sub-question 1
The first sub-question of the research goes as follows:

What is the current state of substation cyber security and what are the weaknesses?

4.1.1. Datatype
This sub-question consists of multiple aspects. In order to analyze the current state of substation cyber
security the setup of such a system has to be clear. For this reason, the first sub-question aspect has
to answer the question: “How is the (sub)system set up?”. This requires technical data about what
components are in a substation and what vulnerabilities these components have.

The substation, consisting of its components, is not operating in isolation but is connected to com-
ponents of other subsystems, such as connection to OT and IT. These connections should be mapped,
as these connections are also entry points for malicious actors to gain access through [25]. This is an-
other sub-question aspect that should answer the question: “What is the level of interconnectedness?”.
Acquiring both technical and organizational data is required for answering this aspect. Technical data
is required about the components themselves, but the connection is of a more techno-organizational
nature.

The interconnectedness allows for interaction with other actors – such as the previously mentioned
malicious actors -, but other stakeholders might also influence the system under study. In order to
understand the bigger picture of this complex system, these actors and stakeholders and their drivers
have to be identified. The sub-question layer “Who are the relevant actors/stakeholders?” covers this
aspect. Analyzing this aspect requires organizational data.

In order to model the defence of the substations against certain attacks, the types of cyber attacks
have to be researched and defined. This is covered in the sub-question layer “What are the most
common attack types?”. This layer requires quantitative information about the distribution of attack
types on substations and qualitative information about how such attacks are executed. The answers
to this sub-question serve as input for the conceptual model.

10
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4.1.2. Document analysis, and Mendeley Reference Manager
All of the aspects of this sub-question can be answered by means of desk research. For this sub-
question, just one type of desk research will be used, namely: document analysis. Document analysis
is used to attain understanding, elicit meaning and finally develop empirical knowledge about a certain
subject, through examining and interpreting documents [26]. Technical and organizational data can be
acquired through document analysis of technical documents of component providers or certain white
papers and possible research papers. The data will be analyzed with aid from the Mendeley Reference
Manager which keeps track of all the found documents. This research method is constrained by the
availability of the documents needed for the study. Also, a drawback of this method is that there might
be too many different types of documents. If that is the case a select subsection of the documents
should be analyzed to keep the research method feasible within the given timeframe.

4.2. Sub-question 2
The second sub-question of the research goes as follows:

 What are possible cyber security policies/interventions that can be implemented to decrease the
likelihood of a successful attack on substations?

 

4.2.1. Datatype
Answering this sub-question requires information about the different types of policies that could be
implemented. These policies could be technical, organizational, cultural, or hybrid in nature [27]. Sub-
sequently, the type of information required to answer this sub-question is of similar essence. The
information obtained in this sub-question serves as input for the conceptual model.

4.2.2. Document analysis, literature review, and Mendeley Reference Manager
The second sub-question can also be answered by means of desk research. Two types of desk re-
search will be used, namely: document analysis and a literature review. Document analysis has been
briefly explained in the paragraph regarding the research method of sub-question 1, and the workings
of a literature review are discussed in paragraph 2.1.1. The literature review, in this case, is performed
to gain insight into what kind of cyber security policies/interventions can be used for decreasing the like-
lihood of a successful attack on a substation. Most likely the literature review will focus on published
research papers, as these discuss the latest developments in cyber security, but usually also contain
detailed information on how these policies/interventions could be modelled. The data is analyzed with
aid from the Mendeley Reference Manager which keeps track of all the found documents and the find-
ings of the literature review will be represented in a clear table. This research method deals with the
same constraints and drawbacks as the research method of sub-question 1.

4.3. Sub-question 3
The third sub-question of the research goes as follows:

How do the identified policies/interventions influence the likelihood of a successful attack on a
substation?

4.3.1. Datatype
Assessing the influence of identified policies/interventions on the likelihood of a cyber-attack requires
building attack graphs and applying probabilistic theory to said graphs. These attack graphs are partly
based on the information which is acquired in the previous sub-questions. The data which has to be
acquired in this sub-question is data, consisting of theory-based formulas and system characteristics,
to put in the attack graph model.
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4.3.2. Modeling (attack graph method), and Python analysis
Sub-question 3 is a clear modeling sub-question. The goal is to discover how different policies/interven-
tions affect the likelihood of a successful attack on a substation. For this reason, a modeling research
method is used. In this study, the attack graph method is chosen, because the authors [28], upon
whose work this study is going to elaborate, also used this method. In order to ensure a good fit, a
similar method must be used. Besides the aforementioned reason, the attack graph method is suitable
because it can visually represent dependencies (illustrated as edges) between components (illustrated
as nodes). These graphs show possible attack paths that a malicious actor could use [29]. The data
of the model is analyzed by means of a Python model with NetworkX and other libraries, as will be
further discussed in the data analysis section of the last sub-question. A constraint of this method is
that the attack graph could become too large to configure manually within the given time frame. The
drawbacks of this method are that it might require such a high level of expertise, that it is not realistic
that the author could model what was intended to be modeled. In both cases, simplifications could offer
some alleviation.

4.4. Sub-question 4
The last sub-question of the research goes as follows:

What are the (financial) consequences of a successful substation attack on the grid?

4.4.1. Datatype
The required data for this research question consists of simulation results. These results are generated
by running multiple model scenarios in a simulation. These quantitative results have to be analyzed.

4.4.2. Lost load analysis and (financial) impact calculation
The last sub-question will be answered by simulation of certain constructed scenarios. First, a com-
bination of attack graph scenarios (defence policy-attacker scenarios) of the modelled system in two
Python models will provide the needed likelihood values, this will be complemented by the DIgSILENT
Powerfactory and Mininet Software results that have been generated in the work of [18], and is used in
this work as well. The work by [18] provides the needed impact figures (measured in lost load). These
software packages, implicitly serve as the data analysis tool, and allow an analysis of the consequences
of a successful attack on the grid via a substation attack path. Ultimately, the financial consequences
can be estimated by calculating the results of the loss of load after a successful cyber attack. [28]
Has shown that this research method is feasible and yields verifiable results. This research method
would deal with the same drawback as the research method of sub-question 3. However, this drawback
is overcome by not using the DIgSILENT Powerfactory and Mininet Software directly, but only using
published results which are obtained through this software.
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4.5. Research flow diagram
In Figure 4.1 the sequential research steps are shown (design, theoretical framework, data collection,
analysis and results, conclusion and recommendations) and their corresponding activities. Some of the
activities are also deliverables. The main research question and the sub-questions are also coupled
with these activities and deliverables. On the right side, a time frame (white-blueish) is visible which
shows the timeline of the study and next to that, four circles can be seen. These are milestone points
that are important for the research. These milestones are: Start, Kick-Off Meeting, GreenLight meeting,
and defence. A Gantt chart which is based on Figure 4.1 can be found in Appendix A (this chart is better
readable in print as A3).

Figure 4.1: Research Flow Diagram



5
Digital substation structure, threats

and defenses

This chapter discusses the structure of a digital substation, what threats the substation faces, and how
the substation can be protected against these threats. First, the physical and communication layer of
the substation is laid out, together with the relevant stakeholders and actors in the environment of the
system. This is followed by a description of the different possible threat vectors that can be targeted by
malicious actors to compromise the system. Once the threat vectors are clear, the types of attacks that
can be launched on those vectors are discussed, followed by a description of the most common attack
types in the utility sector. Ultimately, this chapter ends with an overview of current possible counter-
measures against cyber attacks on digital substations, as found per the literature review.

A substation is a site within the electricity network wherein distribution feeders and transmission ca-
bles are linked together by means of switches through busbars and transformers or by circuit breakers.
Substations enable the power flows in the network to be controlled and allow operations to be switched
for the purpose of system maintenance [30].

5.1. Physical layer
Traditional substation hardware consists of a bay cubicle that is connected to the Gas Insulated Switch-
gear (GIS), distribution protection, and control systems via copper cables. These conventional substa-
tions were controlled locally and had an in-house Supervisory Control and Data Acquisition (SCADA)
system and control room. More recent substations, called digital substations, are controlled from a
central remote control point and use an optical communication network (optical fibre) to communicate
and control the substation. Older substations are often partly retrofitted to be more compatible with
modern systems, but some legacy components can still be found within these substations [31]. Within
the bay cubicle, IEDs are used to control the power-switching devices. The GIS in the digital substation
is now also equipped with sensors and actuators [32][33]. The connection between the sensors/actua-
tors and the IEDs in the bay cubicle is called the process bus. In the digital substation, there are two
more important components, namely the Human Machine Interface (HMI) and the gateway. The HMI
is a graphical interface that can be used by an on-site human operator to communicate and interact
with the system. The gateway is a network component that enables the flow of data from the substation
network to e.g. the central control system of the grid. The connection between the IEDs and the HMI
and gateway is called the station bus [34].

5.2. Communication layer
The communication between the IEDs and the TSO control center server (via the gateway) is made
possible by a Remote Terminal Unit (RTU), which couples objects in the physical world to the digital
SCADA system [35]. Both buses (station and process) and the IEDs in between, are governed by a
communication protocol called IEC 61850, which enables data to be transferred as TCP/IP packets
[36]. Substations thus make use of communication based on TCP/IP to allow the main control center
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(and external users such as suppliers) to supervise and maintain the equipment. In order to isolate the
private communication from external traffic, firewalls and routers are used which enable connections
between the substation and off-site users [36]. The use of TCP/IP has a downside and an upside. It
allows for effortless data collection and controlling of IEDs, but it exposes IEDs to the dangers of the
internet (WAN) via the gateway. This connection to theWAN is needed to communicate with the SCADA
system of the TSO and subsequently with the corporate network of the TSO. ICT and OT networks are
clearly separated by firewalls to increase cyber security [25].

Figure 5.1: Overview of substation cyber and physical environment (adaptation of [37])

5.3. Stakeholders and actors
Stakeholders are internal and external organizations or people with an interest in the target system data
and functions [38]. Actors are stakeholders who actively influence the specific (sub)system and the pro-
cesses under study. According to the integrated Annual Report of a large TSO, their stakeholders are:
Employees, NGOs, Governments and policy-makers, customers, suppliers, regulators, shareholders,
and energy market participants [39]. Because substations are owned by, and thus part of the TSO, it
is assumed that these stakeholders are equal for substations. This stakeholder list excludes malicious
actors, which in this case should be added to the list of stakeholders. These aforementioned stakehold-
ers are relevant for obvious reasons, nevertheless, a couple of these stakeholders will be examined
further due, to their crucial role in the cyber security of substations. An extensive list of the different
stakeholders and actors is given in Appendix C.

As mentioned by [40] there is a strong need to define the collective responsibilities which span
across all interdependent organizations connected to the substation. According to [41] this concept is
called Supply Chain and External Dependencies Management (SCEDM) and has the following purpose:
To develop and maintain cyber security controls that are proportionate to the risk to critical infrastructure
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and organizational goals for assets and services that are dependent on external parties.

5.4. Possible threat vectors
A digital substation contains a large array of different possible threat vectors. Threat vectors are certain
points in a system where an attack can be manifested [42]. The different attack vectors can be grouped
into four categories, namely: Software related, firmware related, hardware related, and communication
related threat vector [36].

5.4.1. Software related threat vectors
Software related threat vectors are threat vectors that depend on vulnerabilities in the software which
is used by components in the substation.

Ransomware attack A ransomware attack works by infecting devices with malware that thoroughly
encrypts the data located on the device. The device can only be encrypted by paying an enclosed
amount of money to the culprit. If the demanded ransom is not paid, the data on the device is erased.
According to [43] ransomware attacks on Programmable Logic Controllers (PLC) in industrial control
systems have already occurred. PLCs are similar to IEDs, so this threat vector should be taken into
consideration [36].

HMI attack IEDs are often connected to HMIs. These HMIs usually consist of physical operation
panels or online client-based or internet-based entry points. The software of such HMIs is a source of
vulnerabilities such as willfully designed back-doors to alleviate debugging workload or plain mistakes
in programming which can be exploited by a malicious actor [44]. These exploits can range from
interruption of communication to complete shutdown of the devices [36].

Payload attack A PLC, being a much less advanced and capable IED, consists of two main software
components, namely: Firmware and control logic. The latter can be considered as the application layer
of the PLC and controls the behaviour of the PLC, while the former acts as the operating system (OS)
which allows the control logic to read and write lines of code [45]. If the control logic is compromised
by a malicious actor, it has full control over all the devices that fall under the PLC. The control logic is
also called the payload [46]. Attacks on these payloads (payload attacks) can be hard to detect and
are able to linger within a device for a long period of time [47]. The danger of the payload attack is that
compromised IEDs can prevent outputs from being sent, which might lead to a failure in the system,
or it can divert data to the malicious actor for use in a later attack. It has also been reported that this
type of attack has the ability to spread itself to other IEDs in the SCADA network of the compromised
component [48][36].

5.4.2. Firmware related threat vectors
Firmware related threat vectors are threat vectors that depend on vulnerabilities in the firmware which
is used by components in the substation. Firmware and software are related, but the difference lies in
the fact that firmware is created to serve as an intermediary between hardware and software, but can
also be used to operate an embedded system with a sole purpose (e.g. a printer) [49]. Firmware is
thus a specific form of software.

Pin control attack The input/output (I/O) interfaces of IEDs are commonly governed by means of a
System on Chip (SoC). Usually, these SoCs utilize a large number of pins that connect them to the
electric circuit [36]. A pin controller manages these SoC pins, allowing the controller to configure pin
multiplexing (programming a pin in such a way that it has multiple functionalities [50]) or configure the
I/O mode of the pins by adjusting the data in a set of registers. Malicious actors could change or stop
the IED from performing a certain action without the operating system being aware of the fact that the
IED is malfunctioning. This makes a pin control attack very hard to detect and could have a big impact
on the physical system which is controlled by the compromised pin controller of the IED [51].
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Firmware update modification Component vendors regularly circulate updates of their firmware
from their respective websites. By means of reverse engineering, it is possible for malicious actors to
force manipulated firmware updates upon devices [52]. These manipulated updates lead to compro-
mised devices which may have altered inputs and outputs or can be completely stopped from function-
ing by causing a reload death spiral (forcing a device to keep updating endlessly, rendering it useless)
[53][36].

Boot process hijack Boot process hijacking takes advantage of the fact that sophisticated cyber
security procedures are not able to execute while the IED is in the boot process [54]. The boot process
is a start-up process that is triggered when a device, such as an IED, is started up. In this process,
the IED loads a sequence of trusted programs which is stored locally within the IED. The boot process
hijack aims to interrupt the regular booting order and install manipulated payload or firmware to the IED
[55]. Once the device is compromised it can be forced to malfunction [36].

5.4.3. Hardware related threat vectors
Hardware related threat vectors are threat vectors that depend on vulnerabilities in the hardware which
is part of the components in the substation.

Electromagentic field interference Under normal circumstances it is unavoidable for IEDs to be
unaffected by some level of natural or artificial electromagnetic interference (EI) fields. The IEDs can
be affected through the joined connection of signal, ground, and power or more directly from radiative
sources themselves [56]. Besides these operational non-disrupting EI there is also Intentional Elec-
tromagnetical Interference (IEMI). These IEMIs aim to intentionally disrupt the standard operation of
IEDS [57]. Malicious actors could use IEMI to corrupt analogue or digital signals at the substation
process level to feed the IED with corrupted data or corrupt stored data in the register of the IED.[58].
Computers within substations and IEDs often communicate via wireless communication (e.g. ZIgBee
and Wi-Fi). These wireless communication methods are even more vulnerable to IE than their wired
counterparts [59][36].

Physical tampering Physically tampering with IEDs is the most straightforward and impactful danger
to IEDs within a substation. While most of the IEDs are placed within secured substation buildings, it is
still possible for people with the right clearance to enter these sites [60]. A malicious actor could make
use of social-engineering or other hacking tools (e.g. keyloggers or keyboard emulators) to obtain
credentials and take control of IEDs [61]. Once the IED is compromised it is possible for the malicious
actor to make changes in the device or feed the IED false data to trigger actuators, causing the system
to operate irregularly [62]. Physical tampering largely takes place in the physical world and thus is
harder to detect for traditional IDS [36].

Jamming and GPS spoofing Jamming and GPS spoofing are threats that specifically target IEDs.
In digital substation communication, it is common to use GPS for unique time-stamping for separate
IEDs. This is used for waveform data and internal logic event time-stamping. IEDs also often have
phasor measurement capabilities embedded in their system that depend on the correct reference of
time to support the functioning of protection, monitoring, and control across the grid [36]. Spoofing of
GPS data aims to mislead GPS receivers through the transmission of fabricated GPS signals or via
repetition of legitimate signals which were collected at a different time and location [63]. Closely related
to GPS spoofing is GPS jamming. This method broadcasts signals with high power to disrupt an IED
from receiving the real GPS signals. If this is done successfully the time synchronization of the IED will
be scrambled and unreliable [64] [36].

Cyptography key theft Communication of data is often encrypted via cryptographic keys. These
keys are mostly stored in the flash memory of IEDs. The storage of the kets in this flash memory has
long been deemed secure, but recent research has shown the opposite [65]. Once the key has been
compromised the malicious actor can access all data which is encrypted with that key. Cryptographic
key theft can be done even easier when malicious actors get a hold of scrapped IEDs that still have the
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keys in their chips. This valuable information is often neglected to be cleared from the device before
disposing of it[36].

5.4.4. Communication related threat vectors
Communication related threat vectors are threat vectors that depend on vulnerabilities in the internal
and external communication within the substation.

Communication media sabotage A large part of IEDs allow the use of remote access through pri-
vate WAN. Because communication media is subject to a large geographical distribution it is prone to
sabotage (e.g. line cutting or installation of tapping devices) [36]. The integrity of the lines and the
data that flows through them is critical for IEDs. This stems from the fact that IEDs require timely and
reliable communication for the execution of pilot differential protection (comparing the current entering
at one end of a line with the current leaving the other end of the line [66]).

Grey and black holes Grey and black holes are nodes within a network that have been compro-
mised. In a SCADA-based network that runs the DNP3 protocol (Distributed Network Protocol: set
of communication protocols for interaction between components in process automation systems [67])
unrequested messages are disclosed to system control as an anomaly. When such a network has
grey or black holes then a part or all of the packets that travel through the network will be lost. The
dropping of data by these holes is hard to detect for a central controller and a well-coordinated effort
could completely isolate parts of the network from central control [68].

Vulnerable communication protocols The vulnerabilities in nonproprietary smart grid protocols of
SCADA networks with IEDs such as: IEC 61850, IEC 61400-25, IEC 60807-5, and DNP3 are a threat
to grid integrity [36]. The source of these vulnerabilities comes from the dearth of encryption, integrity,
authentication, confidentiality, authorization, and availability [69].

Rogue nodes These are congruent devices that have been placed by malicious actors to pose as
genuine nodes. These rogue nodes are able to send instructions to actuators and read all traffic that
passes through the compromised node [36]. An example of such a rogue node is the installation of a
wireless device on a SCADA network to flood the communication channels with junk packets to prevent
other devices to communicate legitimate messages to the command centre [70].

5.5. Cyber attack categories
The previous section discussed the different vectors that could be used by malicious actors to enter
the substation system. Once control (of a part of the system) is established there are different types of
attacks that can be launched. In this section, the types of attacks are shortly described.

Direct actuator control attack Once a malicious actor has access to the substation specifications
the plainest option is to disguise themselves as a legitimate system operator and transmit instructions
to IED actuators (e.g. circuit breakers) [36]. As shown in section 5.3, there are plenty of options to
initiate this type of attack. Once actuators are taken over, the malicious actor can induce a power
outage which could lead to a cascading failure, which is when a line failure (due to exceedance of a
certain threshold) makes that line unusable and subsequently leads to a change in network topology,
that further strengthens this effect and ultimately causes a system blackout due to a negative feedback
loop [71]. This happens when post-fault mechanisms are not effective enough. The Ukrainian blackout
is an example of this type of attack [3].

Manipulation of measurements attack The safe and reliable operation of the energy grid is assured
by certain control processes such as automatic voltage regulation, transient stability assessment, au-
tomatic generation control and maintaining optimal power flow. All these processes depend on timely
and accurate measurements which are collected by IEDs and sent to the central command for mon-
itoring and control purposes. If undesired control actions are taken as a result of manipulated IED
measurements, then the power supply of the system becomes jeopardized [37][72][73]. Two types
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Figure 5.2: Overview of substation components and potential cyber attacks per component (adaptation of [34])

of measurement manipulation attacks are common, namely replay attack [74] and false data injec-
tion attack (FDIA) [62]. FDIAs mostly focus on disturbing Weighted-least-square-based (WLS-based)
state estimation. This state estimation uses a set of non-linear equations concerning measurements
and power system states (i.e. phase angle and bus voltage level) to fine-tune the power system by
minimizing the sum of square residuals [75]. If malicious actors compromise strategically chosen mea-
surements, then these actors are able to circumvent faulty data detection in order to inject bad data
into the estimates [36].

A replay attack presumes that the malicious actor is able to seize control over sensors and copy
their readings during a certain period and then replay this recording afterwards. By sending normal
measurements during abnormal events the human operator is not aware and thus unable to act if a
fault is occurring in the system. This could have large impacts on the grid stability [36].

Depletion of resources and delay of response attack It is also possible for a malicious actor to
focus their attacks on the IEDs’ computational resources and communication. This is done by trans-
mitting floods of junk packets to the IEDs, this way the malicious actor does not only overcrowd the
communication channel but also drains the computing power of affected devices [76]. Preventing legit-
imate packets from arriving at the recipient is called a Denial of Service (DoS) attack. Power systems
are often susceptible to latency (delayed arrival of packets). This is due to the fact that Remedial Ac-
tion Schemes (RASs), which automatically perform a corrective measure such as generation or load
shedding when a threshold is exceeded, is time sensitive. For example, fast protection protocols have
to be executed within 4 ms for 60 HZ networks [77]. Therefore, when the data conveyance is delayed
it could severely influence the safety and stability of the grid.

Time Sync attack As discussed before in this chapter, a large number of processes in the power
system are dependent on accurate and timely information such as event localization, fault detection,
and voltage stability monitoring [36]. Through the use of GPS across the grid, different IEDs are able
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to work together. If malicious actors compromise the time-stamp the previously described processes
will not be able to function properly anymore [64].

5.6. Most common attack types
Finding a quantification of the number of cyber attack types or the total number of cyber attacks is not
an easy task. There is little to no publicly available data on the number of cyber attacks, and even less
data regarding critical infrastructure. The absence of a historical cyber attack database appears to be
caused by the aversion to cyber incident disclosure due to fear of reputation loss, liability, and negative
effects on their competitive advantage [78] [79]. However, despite the previously mentioned, some
sources have been found which provide a glimpse of the attack type distribution. Even the sources
acknowledge that the cited figures are but a fraction of the presumed real figures of cyber attacks. Ac-
cording to [80] over 60% of the cyber attacks in the Mining, Quarrying, and Oil & Gas Extraction Utility
industry are phishing-based attacks (which can act as a prelude to an HMI attack or attack via SCADA).
The distribution of other attacks is as follows: approximately 13% stolen credentials (for physical tam-
pering or prelude for other attacks), 10% ransomware (ransomware attack), 8% command and control
(vulnerable communication protocols and rogue nodes), 5% exploit vulnerability (firmware update mod-
ification, boot process hijack, or attack on HMI firmware vulnerabilities) and the remaining percentages
are classified as other. Another source [79] gives the following figures: 38% unknown (organization
declared a compromise, but forensics could not find the method used due to lack of detection and
monitoring capabilities), 9% weak authentication (used for HMI attack), network scanning/probing 22%
(misusing vulnerable communication protocols), removable media 2%, brute force intrusion 1% (phys-
ical tampering), abuse of access authority 4% (social engineering), phishing 17% (which can act as
a prelude to an HMI attack or attack via SCADA), SQL injection 2%, and 9% miscellaneous. These
figures are summed over all industries. According to [79] 32% of the reported incidents originate from
the energy industry. These figures are far from exact, but give an overall view of the types of cyber
attacks that have happened (and have been reported).

5.7. Main security objectives
It is the goal of each system design to ensure security. This entails that the three main security objec-
tives will have to be satisfied. These main security objectives are confidentiality, integrity, and avail-
ability (CIA), also known as the CIA-triad [81] [82]. With confidentiality, the unauthorized release of
information is meant. This occurs when an unauthorized entity is able to read and exploits information
that is stored in a computer (system). Observing the patterns of information use, called traffic analysis,
also falls under confidentiality. Integrity refers to information that is not modified by unauthorized enti-
ties. Whenever information is stored it should only be modified by authorized personnel or actors. The
availability objective aims to ensure that unauthorized denial of the use of information does not occur
[82].
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5.8. Digital substation cyber security interventions
There are many different policies and interventions that combat the threat of cyber security attacks.
Many of the novel, and now traditional interventions, can be thoroughly found in published papers. To
ensure that the search for these papers is done systematically, the PRISMA-method will be applied
once again for the execution of a literature review. For more information about this methodology revisit
paragraph 2.1.1.

For this literature review, three queries have been used. The queries are shown in Table 5.1.

Table 5.1: Used search queries second PRISMA literature review

Query Database First picks
substation AND cyber security AND technical AND policy AND de-
fence AND countermeasures

Google Scholar 8

substation AND cyber security AND organizational AND policy AND
defence AND countermeasures

Google Scholar 10

substation AND cyber security AND hybrid AND policy AND defence
AND countermeasures

Google Scholar 10

An overview of the outcomes per step is placed in Appendix D to improve the readability of the
text. The findings of this literature review are shown in table 5.2 below. During the search for hybrid
defensive policies, there were no explicitly hybrid countermeasures found. Instead, there were papers
that advocated for both technical and organizational policies. So, the found policies were added to their
respective stand-alone category in table 5.2.

Table 5.2: Findings of the second PRISMA literature review

Findings: Author:
Technical

IDS (signature- and anomaly based) [83] [84] [85] [15] [36]
Remote attestation (software, hardware
hardening and verification) [83] [86] [85] [36] [81]

Deception technology [83] [36]
Secure communication protocols [83] [86] [87] [88]
Firewalls [84] [86] [15] [36]
Router configuration blocking illegitimate
traffic [84] [86] [87]

Bad data detection [84] [36]
Unobservability prevention [84] [36]
VPN [84]
Antivirus [84] [85] [36]
Redundant design [86] [85]
Smart tokens for authentication [85] [87] [36] [81]

Organizational
Zoning [83] [86]
Incident response [83]
Cyber forensics [84] [83]
Network identity and authentication [84] [83]
Situational cyber awareness training [84] [89] [90] [91] [92]
Access management (user rights, role seg-
regation) [86] [85] [87] [89] [91]

Whitelisting [86] [89]
Backup and restore [86] [89] [91]
cyber security management (patch- and
security event logging, audits NERC CIP,
NIST(IR), ISO, BP1-SPNI)

[86] [85] [87] [36] [89] [90] [93] [94] [91] [88] [92]
[95] [83]

Strict password policies (and other personal
authentication methods) [85] [89] [91] [81]

Vendor security requirements [36] [89] [91] [81]



6
Model setup and calculations

As discussed in the chapters research approach, and methodology, the main research question will be
answered by means of an (implicitly mixed) research approach that makes use of modelling. In this
chapter, the calculations that are used within the model are discussed, as well as the overall setup
for the model and the (financial) calculations that are done with the model results. Firstly the base
case testbed is described, which serves as a baseline model, whereupon later additions will be built
to see the change in risk per added countermeasure. Afterwards, the main calculation theory, Time-
to-Compromise, is elaborated, followed by the methodology for (total) risk assessment, a description
of the Value of Lost Load (VoLL) measure as well as other measures describing the physical impact,
and also a description of the simulated countermeasures within the model is given. This chapter also
covers the Societal Cost-Benefit Analysis (SCBA).

6.1. Python-based models
As of May 2022 Forseeti, the company that owns the SecuriCAD software, has been acquired by
Google. The result of this takeover is that SecuriCAD is no longer free to use for researchers. Since the
modelling part of the research was heavily based on the use of SecuriCAD, an alternative free-to-use
software package had to be found. Most alternatives such as IriusRisk and CAIRIS are predominantly
qualitative in nature. The qualitative essence of these packages doesn’t align with the quantification
goals of this research. Therefore, the choice has been made to continue the research with a self-made
model. This model will be built in Python and makes use of, among others, the NetworkX library.

6.1.1. Base case testbed
The core of the model is the graph structure, which is based upon NetworkX, that represents the possi-
ble attack paths, consisting of attack steps, that the malicious actor can take to compromise its intended
target. The graph structure is shown in Figure 6.1. The nodes represent the individual attack steps and
the edges (lines) represent the connection between the attack steps, which together form an attack
path. In Appendix E a combined graphic of Figure 6.1 and 5.2 can be found. Within the edges, the
TTC of the following attack step is stored.

6.1.2. Component-oriented Python model
The nodes are given certain attributes such as an id and color. The edges carry the attribute which
defines the node that it connects to, such as the TTC of the subsequent node. The TTC is calculated
according to equation 6.8. The calculation of the TTC distribution per edge is done in the first part of
the model. The TTC is computed by running a ten thousand-sample Monte-Carlo simulation of the TTC
formula, Equation 6.8. The results of the Monte-Carlo simulation are plotted in a histogram and the
distribution of the TTC is fitted, so it can be used in the Graph-oriented Python model, which calculates
the average TTC of the attack paths. This component-oriented Python model consists of a large part
of code written by [18] who used this code to check in a white box manner what SecuriCAD calculated
in a black box way. The code for this Python model can be found in Appendix H.
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Figure 6.1: Graph representation of substation attack paths within Python (NetworkX)

6.1.3. Graph-oriented Python model
In order to calculate the total TTC of the attack path for reaching the goal node (which is reached after
the circuit breaker, indicated in red, is opened) in the substation, the Dijkstra’s Single-Source shortest
path algorithm was initially used [96]. This algorithm finds the shortest path from one node to all nodes
in a graph. However, due to limitations of the algorithm in the ability to take into account updated
TTC values, the algorithm was substituted by the Depth-First-Search algorithm. This algorithm is a
graph traversal algorithm that searches all branches of a given graph G [97]. The algorithm has been
adjusted so that it starts at a given source node ”entry_point” and searches for the quickest path to
the target node ”goal_node”. This adjusted Depth-First-Search algorithm provided more convenience
and flexibility in terms of calculating and adjusting the shortest path during runs in the Monte-Carlo
simulation. The weight of the distance in this case is equal to the calculated TTC of the first part of the
model. The code for this Python model can be found in Appendix I.

The shortest route (read: attack path) to the goal node (marked red in Figure 6.1) is calculated
from the entry-point node (marked yellow in Figure 6.1) in the base case testbed to get a baseline
measurement of a standard configuration. For performing the (base) attack simulation the Monte-Carlo
method will be used. Thus, this second model also performs a Monte Carlo simulation, but this time
with fifteen thousand samples in total. Per sample, the TTC for all edges in the graph is calculated,
based on the given distribution, and the shortest path to all other nodes in the graph is computed. This
shortest path represents the minimum time that a malicious actor spends in the substation, beginning
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Figure 6.2: Connection between component- and graph-oriented Python models

from a set point of entry and advancing through the substations nodes via attack steps (the edges).
Due to the probabilistic nature of the TTC distribution that governs the attack steps, the outcome of
each different attempt leads to some extent to a varied outcome. Ultimately, the target of the malicious
actors is compromised with success within diverse stretches of time, which are characterized by the
distribution of the probability of the target assets and their connections. Figure 6.2 gives an overview
of how the two Python model parts are connected.

6.1.4. Components base case
The base case consists of five components: Gateway/RTU, HMI, Station bus, IED, and the server con-
troller. For each component, the most popular vendor on Google, that supplied the technical document
sheet, has been chosen. For each chosen component the amount of Common Vulnerabilities and Ex-
posures (CVE) in the National Vulnerability Database (NVD) has been documented in order to be used
in the TTC calculation. Table 6.1 shows the amounts of CVEs per component.

Table 6.1: CVEs per component of base case testbed

Component Vendor(s) + type Vulnerabilities
IED (relay) Siemens SIPROTEC-4 18
Station bus Cisco IE9300 16

HMI Starter Kit WinCC V16 SIMATIC HMI 2
Server controller Siemens SICAM PAS 7

Gateway Kalkitech SYNC3000 1

6.2. Time-To-Compromise
In order to quantify and compare the risk reduction of different systems a unified metric has to be used.
In this thesis, the methodology and subsequent metric of [20] has been used, because the predecessor
on whom this research is based has also used this metric, but also due to the fact that this metric is easy
to explain and understand for a layman. [20] Coined the term Time-To-Compromise and defined it as
follows: ”the time needed for an attacker to gain some level of privilege p on some system component
i”. This metric is similar to the Time to exploit (TTE) metric by [98] which has been defined as the time
needed for a malicious actor to exploit a given vulnerability. The latter has been less substantiated than
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Figure 6.3: Flowchart outlining Time to Compromise subprocess 1 (adaptation of [20])

the former, so with quantifiability as a goal of this research the former metric will be maintained.

6.2.1. TTC model processes
The TTC (Tcomp) is dependent on two variables: the characteristics of a certain vulnerability (Vc) and
the skill level of the attacker (As). The estimation of the TTC has been modelled as a random process
and consists of three subprocesses of the attacker [20]:

• 1st process is applicable when there is a minimum of one vulnerability of component i known,
that leads to a gained level of privilege, p, and the malicious actor also has a minimum of one
exploit ready which can be successfully deployed versus (one of) the known vulnerability.

• 2nd process happens whenever there is a minimum of one vulnerability on component i familiar
that leads to a gained level of privilege, p, however, there is not a readily available exploit for the
malicious actor which could be deployed versus (one of) the known vulnerability

• 3rd process consists of the discovery of novel vulnerabilities and exploits. The third process runs
parallel to processes 1 and 2, and runs continuously in the background. The malicious actor
could only utilize the results of the third process, but may also be an active party in this process.
In other words, the malicious actor could stand by until a novel exploit/vulnerability is identified
and shared, or personally probe for a novel one.

Every single one of the aforementioned processes has its own distinct failure probability distribution.
While the first and second processes are mutually exclusive, the third process continues in parallel to
the other processes.

6.2.2. Subprocess 1
The model of subprocess 1 is depicted in Figure 6.3 as a flow chart. This process always ends in
completion. The model consists of two parts: Firstly, the estimation probability that the malicious actor
has a readily available exploit that can be deployed versus the vulnerability of the component. This
corresponds to the probability that a malicious actor is in fact in process 1. Secondly, the estimated
time of process 1.

Probability estimation of subprocess 1 Calculating the probability that the malicious actor is in fact
in process 1, is done via the search theory which operates in a manner comparable to the physical secu-
rity systems by [99]. The equation below employs the assumption that available exploits are distributed
uniformly over all the vulnerabilities:

P1 = 1− exp

(
−VM

Vtot

)
(6.1)

where P1 is the probability that there is a readily available exploit in possession of the malicious actor
that compromises the component, V is the amount of vulnerabilities of the targeted component, M is
the amount of exploits that are readily available to the malicious actor, and Vtot is equal to the total
amount of vulnerabilities. In this study, the value of Vtot is 7,000 and is designated as the total amount
of vulnerabilities, which is an assumption proposed by [29]. However, due to limitations in the first
Python model, this value had to be downscaled to 6,100 to ensure usable results.

The value of variable M is the function of the skill level of the malicious actor. The skill level has
been divided into the following four levels: novice, beginner, intermediate, and expert. These skill level
categories correspond to the values 50, 150, 250, and 450, respectively. The skill level of a novice
malicious actor is equal to 50, because according to the website Metasploit, there are 50 trivial-to-use
exploits. The superior skill levels have been based on a postulated exponential growth in exploits that
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are readily available as a function of the skill level [20]. These figures (and the method) have also been
used by [29] for calculating power system reliability.

Time estimation of subprocess 1 In accordance with the findings of [20] the mean time to perform
a successful attack, assuming that the malicious actor is in fact in process 1, is presumed to be t1 = 1
day

6.2.3. Subprocess 2
The model of subprocess 2 is depicted in figure 6.4 as a flow chart.

Figure 6.4: Flowchart outlining Time to Compromise subprocess 2 (adaptation of [20])

Probability estimation of subprocess 2 As mentioned before, processes 1 and 2 are mutually ex-
clusive. This means that when V > 0, then the probability that the malicious actor is in the second
process is equal to the complement of the first process. This leads to:

P2 = exp

(
−VM

Vtot

)
= 1− P1 (6.2)

where P2 is equal to the probability that the malicious actor is not in possession of a readily available
exploit that would lead to the compromise of the component under study.

Time estimation of subprocess 2 As previously discussed, in process 2 the malicious actor must
develop an exploit on their own account to capitalize on the known vulnerability under study. Accord-
ing to results obtained by [20] the average time that is required per try is presumed to be 5.8 days.
Subsequently, the mean time of the second process is computed by the following equation

t2 = 5.8 ∗ ET (6.3)

where t2 is defined as the mean time for completing the second process and ET is equal to the amount
of expected tries that are needed for the malicious actor to realize an exploit. The amount of expected
tries (ET) is calculated by

ET =

(
AM

V

)
∗

(
1 +

V−AM+1∑
tries=2

[
tries ∗

tries∏
i=2

(
NM − i+ 2

V − i+ 1

)])
(6.4)

where AM is defined as the average amount of vulnerabilities for which an exploit can be developed
or discovered by the malicious actor taking into account their respective skill level. NM is described as
the amount of vulnerabilities that the skill level of the malicious actor is not able to deploy, and V is still
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the amount of vulnerabilities of the component under study. The ratio of known vulnerabilities that can
be targeted by the malicious actor is

AM = int(fc ∗ V ) (6.5)

where fc is proportional to the malicious actor’s skill level. The given values for fc are based on the
values calculated by [20] and are as follows: expert (1.0), intermediate (.55), beginner (.30), and novice
(.15).

6.2.4. Subprocess 3
The model of subprocess 3 is depicted in figure 6.5 as a flow chart.

Figure 6.5: Flowchart outlining Time to Compromise subprocess 3 (adaptation of [20])

Time estimation of process 3 Lastly, the third process considers that the tempo of new vulnerability
development becomes a constant over time, while the implementation of the skill level of the malicious
actor is applied conform the study by [100]. In order to compute this, the probability variable u has to
be known, which specifies whether or not the second process is unsuccessful:

u = (1− k)V (6.6)

where k is still equal to the skill level of the malicious actor. Following [20] this skill level is used in the
discrete domain, so for each skill class, a constant value is given (i.e. a value of 1 for experts and .30
for beginners. From this, we conclude that the mean time to go through the third process is calculated
by

t3 =

((
1

Vtot

)
−
(
1

2

))
∗ 30.42 + 5.8 (6.7)

where the number 30.42 is presumed to be the mean time between the discovery of novel vulnerabilities
in days. The exact value of this number can be adjusted according to expert validation. In the end, the
overall TTC for a given component can be calculated by:

TTC = t1 ∗ P1 + t2 ∗ P2 ∗ (1− u) + t3 ∗ u ∗ P2 (6.8)

6.2.5. Continuous TTC calculation
This subsection discusses how the discrete TTC can be transformed into a continuous variable. The
work of [20] differentiates four separate discrete classes of skill level for the malicious actors that corre-
spond to a certain numerical value. A major shortcoming in this approach is the fact that it contemplates
these actors’ skill as being located on an integer number line [18]. In other words, a malicious actor
is for example either an intermediate or an expert, but could not be quantified as a highly experienced
intermediate. Therefore, the malicious actor’s skill level should be defined as a probability distribution
instead of a discrete variable. This drawback was also mentioned by [100].

The primary underlying assumption for this adjustment comes down to the fact that a substation may
be attacked by a malicious actor whose attack-efficiency is dependent on their respective skill level.
According to [101] there are certain syndicates that are extraordinarily skilled in cyber attacks. The
MITRE ATTCK for industrial control systems database describes such syndicates. Nevertheless, such
groups are more the exception than the rule. Organizations may consider such advanced adversaries
as a worst-case scenario instead of the expert-level standard [18].

This work follows the numerical adjustments made by [18] which consist predominantly of a revision
of the skill level mapping of the malicious actors, and the subsequent parameters that will be affected



6.3. Methodology for risk assessment 28

by this change. It is assumed that the skill level is defined by a normal distribution which is based
on their skill class. Instead of four skill classes, only three are considered. The distributions of said
parameters are shown in Table 6.2.

attacker skill level value normal distribution (mean - variance)
beginner 100 (0,8 - 0,04)

intermediate 250 (0,55 - 0,07)
beginner 360 (0,2 - 0,05)

Table 6.2: Skill level

The procedural adjustment starts with giving skill level k a value which is derived from the probability
distribution of table 6.2. Furthermore, the amount of readily available exploits that the malicious actors
could use taking into account their respective skill level is calculated as follows:

m = M ∗ Vtot (6.9)

whereM is defined as the total number of readily available exploits which could be used by themalicious
actor. This means that a malicious actor with a 0.2 skill level and 100 available exploits could only use
20 of these exploits.

An additional adjustment has been made to the amount of vulnerabilities that a malicious actor could
target, based on the skill level of the malicious actor. This gives the following equation:

AM = K ∗ Vtot (6.10)

This adjustment is linked to the description of the second subprocess of the TTC model.

6.3. Methodology for risk assessment
As mentioned before, the goal of this study is to quantify the change in risk of cyber attacks on CPPS
substations by applying countermeasures based on the quantified model. In order to quantify this risk,
an overall risk equation has been proposed by [28] which is adopted and elaborated in this work. This
methodology incorporates both the attack graph’s probabilistic analysis and the dynamic CPS model’s
quantitative impact analysis. The simplified risk equation can be calculated by:

Risk(j) = Likelihood(j) ∗ Iph(j) ∗ Ifin(j) (6.11)

In this equation Risk(j) is defined as the risk which is computed for a given scenario j, Likelihood(j)
is the success likelihood of the scenario, denominated in (1/year), while Iph expresses the quantified
impact assessment of the scenario on the physical power system in a dimensionless unit. The term
Ifin expresses the financial impact of a successful cyber attack in $.

However, Equation 6.11 does not contain a temporal dimension. To calculate the yearly risk over time,
in this case, infinity, Equation 6.11 has to be adjusted.

Riski(j) =
Likelihood(j) ∗ Iph(j) ∗ Ifin(j)

(1 + r)i
(6.12)

Where, r is defined as the discount rate that is equal to 2%, and i is the amount of years. Since the
likelihood is expressed in (1/year), Iph in a dimensionless unit, and Ifin is denominated in $, it makes
that the annual risk is given in $/year. From the previous equation, we can also compile the Total Risk
(TR), which is given below:

TR(j) =

∞∑
i=1

Ri(j) =
Likelihood(j) ∗ Iph(j) ∗ Ifin(j)

r
(6.13)

The TR over an infinite period of time is equal to (Likelihood ∗ Impact)/r, assuming that there is
no time dependency in either the Likelihood, Impact, or discount rate. This results in a TR in $, which
will ultimately be compared against the cost of potential investments, which are also expressed in $.
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In Paragraph 6.6.1. and Chapter 7, the calculation for Ifin is described. Therein, it can be seen that
Ifin is based on two elements. Namely, the VoLL (expressed in $/MWh) and the load that has been
lost due to a successful cyber attack (expressed in MWh). The latter element is calculated based on
an adjusted Sigmoid function and Iload (and thus also on Iph). By multiplying these two elements, Ifin
functions as total impact measure Itotal, which implicitly takes into account the physical impact Iph, but
is expressed in $. This makes it possible to simplify the TR equation to the following form:

TR(j) =

∞∑
i=1

Ri(j) =
Likelihood(j) ∗ Itotal(j)

r
(6.14)

This work is mainly focused on the likelihood (reduction) segment of the risk equations, however,
the other parts of this equation are also relevant to eventually calculate the TR. In the original equation
by [18] there are additional variables that describe among others, the impact on the cyber layer and
the difficulty of restoring certain generators. This has been omitted in this version of the equation, as
the focus will be mainly on the physical consequences of a successful cyber attack. The underlying
models of the other segments are taken as given, so as to keep the scope of the study manageable.
To see the entire equation with an explanation of all the variables, see: [18]. The remaining individual
components are further described in the subsequent paragraphs.

6.3.1. Attack scenario likelihood
In this study there is a primary underlying assumption regarding attack scenarios. This assumption is
that the risk has a direct relation to the time which a malicious actor requires to compromise its target
[20]. Furthermore, the Mean-Time-To-Detect (MTTD) metric is considered. This is a Key Performance
Indicator (KPI) that represents the time span between problem emergence and detection by the Blue
Team (a team that performs system analysis to ensure cyber security) or the designated process. This
KPI is commonly used by experts in the cyber security field [102]. In this study, it is assumed that the
base value of the MTTDmetric is defined and set by the CPPS cyber security experts, and is a constant
which can be employed for the assessment of the likelihood. These assumptions and definitions follow
the work of [28], but in this work, the MTTD is expanded upon by adjusting the base value of the MTTD
with a multiplier that takes into account the maturity of the organization’s cyber security policies. The
multiplier is called the maturity factor m and can take a value between 0.25 and 2.5. These values are
based on the timeliness of incident detection categorization by [103] which is performed by the MITRE
Corporation and the U.S. Space Force. The adjusted MTTD is called the Relative MTTD (RMTTD) and
is defined as follows:

RMTTD = m ∗MTTD, let m = {0.25, 0.5, 0.75, 1, 2.5} (6.15)

Ultimately, likelihood is formulated as:

Likelihood(j) =
RMTTD

TTCavg(j) +RMTTD
(6.16)

In this equation TTCavg(j) is defined as the average TTC as calculated by the attack graph security
assessment, and RMTTD is equal to the previously defined variable which represents the (relative)
detection capabilities of the defenders. This equation produces a result in the [0,1] range. When
TTCavg(j) « RMTTD, then Likelihood(j) approaches 1, and if the component is strongly guarded and
is impenetrable by the malicious actor, then:

lim
TTCavg→∞

RMTTD

TTCavg(j) +RMTTD
= 0 (6.17)

The exact calculation of the MTTD is beyond the scope of this study and follows [28] in the assump-
tion that it is equal to 14 days and is defined by an industry expert.

6.3.2. Assessment of power system impact
The power system has a wide variety of protection and control schemes to ensure static (whether or
not a system settles at a newer post-disturbance operating level that satisfies the physical constraints)
and dynamic security (if the system survives pre-fault to post-fault transition) [104] [105]. The impact
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of cyber attacks on this system can be researched. In order to do this, two states are compared. The
pre-fault (or pre-attack) state and the post-attack (equilibrium is restored) state. This analysis has a
prime assumption, which is that there are no other remedial actions taken, besides those executed by
the considered automation and protection systems that are implemented. In this study the physical
impact is calculated by a shortened version of the impact calculation by [18] and only considers the
impact on the load. It is defined as follows:

Iph(j) = wL ∗ Iload (6.18)
The variable wL is a weight factor whereas ILoad is a function that considers the impact related to

the change in frequency, and load. Because in this adapted version of the equation we only consider
the impact on the load, the weight factor wL is equal to 1. The deviation of the loss of load indicator is
calculated as follows:

ILoad(j) =

NLoads∑
i=1

∆PLoad,i(j)

Pinitial,i(j)
(6.19)

in which PLoad,i is defined as the discrepancy between the set initial Pinitial,i and the definitive
active power of every load. The range for ILoad(j) is [0, NLoads]. These equations are based upon the
equations by [35].

Another element that is taken into consideration in other works is the possible formation of fragments
within the overall system. This fragmentation causes the grid as a whole to be separated into one
or multiple smaller remote areas (also called islands), due to a cascading failure. In this work that
phenomenon is neglected to decrease the complexity of the study.

6.4. Simulated countermeasures
During the second literature review, which surveyed possible cyber attack countermeasures, many
possible defensive policies have been identified. From 22 different papers 23 distinct countermeasure
categories are presented, which belong to either the technical or organizational countermeasures group.
An overview of these countermeasures is shown in Table 5.2 which can be found in chapter 5. Modelling
all these 23 countermeasures would be ideal, but given the time limitation, only four countermeasures
are considered andmodelled in this study. These are: Intrusion Detection Systems, Zoning, Honeypots,
and Remote attestation (vendor security requirements). These options have been chosen due to their
frequent occurrence in the analyzed papers and the required time to model. In the coming paragraphs,
the method of modelling for each of the countermeasures is described. The Python code of both the
first and second model can be found in Appendix H, and Appendix I, respectively.

6.4.1. IDS
An intrusion detection system (IDS) uses network sensors to detect suspicious behaviour in a system
that could be caused by a malicious actor [106]. IDSs can come in three categories; anomaly, signature,
and specification based. These different types detect possible malicious actors based on a defined
attack pattern, abnormal component behaviour, and predetermined rule deviation, respectively [107]
[108] [109]. According to [107] specification based IDSs are the most common in digital substations.
The specification based IDS (or rule-based IDS) uses a subset of specifications (or rules) that describe
the permitted behaviour of certain systems, which correspond to normal operating behaviour. The rules
are used to flag suspicious behaviour which triggers an appropriate incident response by an automatic
system or by a human cyber security specialist. Not all flagged suspicious behaviour is, in fact, caused
by a malicious actor. An IDS can produce false positives and false negatives. The probability for these
false positives and negatives, given a certain condition (whether or not there is, in fact, an intrusion),
can be calculated by using Bayes’ theorem [109].

Model implementation In the Python model, IDS is coded by selecting certain nodes that function
as the network sensors. Whenever a calculated shortest path contains both network sensor nodes,
then the TTC for that attack path is doubled. This should change the dominant attack path of the
malicious actor, as the penalty makes that the previously shortest path is now longer, and becomes
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much less attractive. Another option to code the IDS was to continuously change the TTC based on
the probability to be caught in either of the two sensor nodes and decrease the TTC by a set amount
based on the probability. However, this approach was not feasible given the limitations of the used
algorithm, combined with the Monte Carlo simulation and the envisioned outcome.

6.4.2. Zoning
Another countermeasure against cyber attacks is the use of communication zoning. This countermea-
sure divides a system, in this case, the digital substation, into separate compartments (communication
zones) with distinct access control levels. Critical components within the substation can be protected
through zoning by limiting access to these components. The different communication zones can be
protected by data diodes or firewalls. Data diodes are far more secure than firewalls but have limited
flexibility. This is because data diodes allow communication traffic to flow only one way. When using
IEDs and MUs this is not desirable as these components have to both receive data and perform actions
(e.g. send data or trigger circuit breaker) [83]. For this reason, firewalls are used in the digital substa-
tion under study. An example of communication zoning (also known as network segmentation) is given
by [86] which illustrates how the substation can be divided into three zones with three firewalls. Zone
1 contains the station and process bus, IEDs, and MU. Zone 2 encompasses the HMI and gateway,
and Zone 3 is a Demilitarized Zone (DMZ) which contains only the gateway to the enterprise network.
The firewalls are placed between zone 1 and 2, between zone 2 and 3, and a firewall after zone 3. An
example zoning configuration is shown in Figure 6.6. Zoning makes it harder for malicious actors to
reach components that are further in the substation and are in a different zone than the component
from where the attack step is launched.

Figure 6.6: Example zoning configuration

Model implementation In the Python model, zoning is coded by dividing three subsets of nodes into
groups. Whenever the shortest path from one node to another end node contains an attack step that
crosses zone boundaries, then the TTC is increased by a certain value.

6.4.3. Remote attestation
Protecting the digital substation can also be done through remote attestation. This is a cyber attack
countermeasure that enables devices to verify whether the software (or firmware) that is installed, is
in fact legitimate or a compromised version installed by a malicious actor. This measure counters re-
mote malware injections or physical attacks on the substation network [83]. Remote attestation can
be applied in two ways: hardware based attestation and software based attestation. The former em-
ploys a trusted platform module (a co-processor that protects crypto keys and records the computing
platform’s software state [110]) which executes a challenge-response authentication protocol to verify
the software integrity of a component. This protocol makes use of a public key encryption scheme.
The general remote attestation procedure is shown in Figure 6.7. Hardware based attestation is most
suited for more advanced computing systems (e.g. servers and computers), while software based at-
testation is more commonly used for lower-end embedded systems [111] [83][112]. A cyber attack on
hardware based attestation devices are deemed infeasible because the core components used in this
type of attestation are considered as secured hardware [113]. Hardware based remote attestation also
has some other limitations. Generating the attestation key, which is a testament to the validity of the
system’s soft- and firmware, requires a large amount of computations, and thus time. Whenever this
has to be done for an extensive computing system such as a personal computer, then the key should
include hash values for all the software, such as: the operating system, firmware, run-able applications,
and the bootloader [110]. Therefore, the application of hardware based remote attestation should only
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be done for system components (nodes) that can suffer such a delay. Besides attestation per compo-
nent, there is also swam attestation, which is the attestation of an entire network of computing devices
[113]. In this study, swarm attestation is not considered as this would be too extensive to model within
the given time.

Figure 6.7: General attestation procedure adapted from [112]

Model implementation In the Python model, remote attestation is coded in the first part of the model,
which calculates the TTC for individual components. This is because remote attestation is a nearly
impenetrable countermeasure, but only against attacks that compromise the hardware and/or soft/firm-
ware of a component. So, for components (nodes) that have been determined suitable for hardware
based remote attestation, the number of vulnerabilities in their TTC calculation has been decreased by
the number of vulnerabilities that depend on hardware and/or soft/firm-ware being compromised.

6.4.4. Deception: Honeypots
The last countermeasure to be covered in this study is the use of honeypots. Honeypots are decoy
components in a system whose sole purpose is to be attacked by a malicious actor. Honeypots come
in a myriad of shapes and sizes. [114] Differentiates between two different types of honeypots based
on their level of interaction. On one hand, there are low-interaction honeypots, which simulate just
one or few services and functions that the malicious actor can attack. On the other hand, there are
high-interaction honeypots, which emulate a large array of functions and services and can hardly be dis-
tinguished from a genuine system component. Both types have advantages and disadvantages [115].
Low interaction honeypots get fewer hits compared to high interaction honeypots [116], but are easier
to set up and maintain. Conversely, high-interaction honeypots have a higher risk of being broken out
of by the malicious actor, due to the realism and allowed functionalities of the decoy system component
[114]. It has been reported that honeypots were able to predict an eventual exploit up to three days
before the first connection to the honeypot [114]. Honeypots are not only standalone countermeasures
but work together well with IDS to act as network sensors, which increase the accuracy of IDSs [117].

Model implementation The use of honeypots has been implemented within the Graph-oriented
Python model. To emulate the workings of a honeypot, an additional node and edge can be con-
nected to another node in the testbed system. Whenever a malicious actor’s attack path contains that
node in its shortest path, it incurs a TTC penalty of 270. The exact value of the penalty cannot be
completely underwritten by scientific literature, as there is not enough exact data regarding the time
spent in high-interaction honeypots that delay a malicious actor. Therefore, a number is chosen that
leads to an extreme overall increase in average TTC, because the triggering of a honeypot trap alerts
the defenders of an ongoing cyber attack. This causes the defenders to take defensive actions to oust
the malicious actor, severely hindering that attack.

6.5. Physical and cyber system
In order to study the effects of a cyber attack on the physical and cyber part of the CPPS environment,
the results of a study by [18] is used. Those results are obtained during his study with DIgSILENT
PowerFactory and Mininet, which can assess the impact on the physical and cyber sections of the
CPPS, respectively. Such results have been used in other similar studies before [118][119].
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6.6. Financial calculation
In order to show the added value of using a quantifiedmodel for cyber security investment decisions, the
business case for such a model has to be made. Within the setting under study, the case comes down
to the following: companies invest money (and time) in applying countermeasures to cyber attacks of
malicious actors. This constitutes one part of the cost-benefit balance. The other part is the damage
(measured in $) incurred when a successful attack causes a measurable disruption for society in the
power system. When the made cyber security investments lead to a decrease in the incurred costs after
a successful attack, then this is seen as a benefit. So, the business case for such a quantified model
is to maximize the decrease in incurred damages, while minimizing the costs needed for realizing the
decrease in incurred damages. The incurred damage per scenario is equal to the TR as calculated in
Equation 6.14. The costs of the countermeasures are estimated based on the available papers and
documentation. The financial calculations are further elaborated upon both in this sub-chapter as well
as in the following chapters.

6.6.1. Cost-benefit analysis
The countermeasures suggested in this study to obtain the benefit of risk reduction in digital substa-
tions, obviously cannot be implemented for free. Fundamentally, the utility company has to pay for
these investments. In the Netherlands, due to the vital nature of electrical critical infrastructure, this
is done by the state-owned ’private’ company TenneT [120][121]. Investing large quantities of money
into public infrastructure projects has to be based on the expected return - i.e. added benefit - of the
project. Notice that the return here is ’expected’, this implies that there is an inherent uncertainty in
the investment, as is reasonable. In order to better deal with these uncertainties, governments, and
government-owned enterprises should perform a SCBA [122].

Such an SCBA is part of a much larger decision-making process for public infrastructure projects
and usually consists of 10 main elements such as: project, and non-project alternatives, scenarios,
market and competition analysis, external effects quantifiable in money, and those not quantifiable in
money, a business analysis, partial and general cost-benefit analysis, indirect and national economic
effect analysis, and finally the decision [123].

Given the relatively limited scope of the suggested investments, in comparison to the large infras-
tructural projects that SCBAs are usually associated with, only a select part of the SCBA will be applied
in this case. Figure 6.8 gives an overview of how the different SCBA elements work together, and what
parts are included (green) and excluded (red) from this work.

Project alternatives and zero-alternative The project alternatives in this case could be different
types of countermeasures, as discussed in Table 5.2. However, given the limited time of the study,
the focus will be kept on the suggested countermeasures and combinations thereof. Also, the zero-
alternative is taken into consideration. A zero-alternative is not equal to doing nothing, but means
using a different investment to deal with the ’challenge’ faced [123]. Since this study already compares
multiple investment options the zero-alternative has been taken into account. Eventually, of all the
different possible options, the most feasible according to the SCBA should be chosen by the decision
maker.

Scenario formulation As said before, the expected benefits of (ICT infrastructural) projects are often
uncertain. Especially when these benefits are expected to occur in the (far away) future. In the case
of substation countermeasures, this uncertainty is even greater as the expected benefits are based on
the occurrence (or better: avoidance) of a successful cyber attack. This risk should be acknowledged
with scenario- and sensitivity analyses [123].

To deal with the risk and uncertainty in this case, different scenarios are made for the attacker types
and suggested countermeasures. Just as in regular investment analyses, cyber security investment
analyses also make use of a sensitivity analysis to determine the effects of changing parameters on
the business case [124].

Transport effects/competition analysis Since this concerns an investment in a public good which
has no national competitors (regulated monopoly [125]), a competition analysis would be of limited use.
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Figure 6.8: Included main elements of an infrastructural SCBA project (adjusted from: [123])

Indirect effects (national-economic analysis) It might seem self-evident that investing in the cyber
security of the national power grid brings positive indirect effects. Nevertheless, this should still be
substantiated as best as possible. According to [126] there are three additional added benefits of
investing in cyber security that are generally neglected in traditional CBAs. These benefits are:

1. Synergetic effects which are achieved by new and increased public-private partnerships. Public
examples are: leveraging relationships with private actors to gain new insights in the cyber secu-
rity field, and increasing the momentum of cyber security progress as private actors are able to
advance and perfect cyber security practices in their processes, which inspire others. A private
example is: gains in credibility and resources by partnering with government agencies.

2. Indirect impact which can be obtained through the long-term operation of cyber security. Exam-
ples of public benefits are: raising the (likelihood) of an increase or maintenance of the cyber
security budget. Examples of private benefits are: marketing effects (reputation gains and en-
gagement of community), Sustainability/durability through stabilization of operating environment
and processes, and meeting the moral obligation as a company.

3. Shared values which come in the form of the ability to influence participating actors and commu-
nities. Public examples are: knowledge sharing and the improvement of supplier quality and the
quality of life of the people in the community. Private examples are: job creation, and providing
appropriate training and infrastructure.

A quantitative study by [127] has shown that there is a positive relation between cyber commitment
(among others: telecommunication infrastructure quality and access to ICT) by government agencies
and Macro-economic growth (albeit mediated by the increase in the use of ICT in business practices).
It should be mentioned here that this concerns correlation and not causation. Therefore, one should
take into account that other factors contribute to macroeconomic growth besides cyber commitment.
Nevertheless, this is a quantified effect of the investment in cyber security that should be weighed into
the SCBA.
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Another indirect (national-economic) beneficial effect is the mitigation of economic damage due to
power outages. The consequences of a cyber attack can vary greatly, from a minor disruption all the
way to a complete blackout. Quantifying the monetary impact of such consequences is done through
an economic indicator called the Value of Lost Load (VoLL). The value of lost load gives a monetary
evaluation of the disruption (damage) of electrical supply for society [128]. The VoLL can be measured
in a direct and indirect way. The direct approach looks at among others: willingness to pay and/or
costs directly incurred by the unavailability of electricity. The indirect technique looks at factors such
as macroeconomic impact and revealed preference (mitigation costs that users are willing to take).
Besides the indirect and direct measurement techniques, the VoLL also has a structure that takes into
account a differentiation between affected parties (private or commercial) and damage and mitigation
costs. The VoLL is dependent on the location of impact. In this study, the Dutch VoLL will be considered
which, according to the ACM, is equal to 68.887 €/MWh [129] or 73.802,22 $/MWh (as per the exchange
rates of June 3rd). The results of the scenarios in the first and second Python models will be combined
with the results of [18] to extract the amount of lost load of a test bus system to eventually calculate the
monetary damage of the cyber attack. By calculating the change in TR through countermeasures, the
potential (national-economic) indirect effect can be computed.

The lost load values are extracted from a data set generated during a study of [18]. In the data
set, ILoad is given for different types of substations and different combinations of sequences in which
the circuit breakers are opened. ILoad Has a range of [0, 19], as there are 19 loads connected to the
substation in total. The value of ILoad indicates howmany of the 19 loads are disconnected. In equation
6.18 the value of ILoad is a float. Therefore, the rounded-up integer of that value should be considered,
as a load is either connected or disconnected. From the rounded-up ILoad value, the amount of lost
load in MW can be estimated. In this estimation, the fraction of disconnected loads is multiplied by the
total value of all the loads. Which is 6.097,1 MW. However, because the VoLL is given in €/MWh, the
MW values have to be multiplied by the number of hours that the load is lost (blackout duration). In
order to realistically mimic how the load in a power system is restored, an inverse logistic function (or
Sigmoid function) is used. This function emulates a fast restoration of a large amount of load in the first
phase of a blackout, and a slower restoration near the end of the blackout. This function has been fitted
based on percentage recovery quantities over time of the 2003 Italian blackout [130]. This fit is taken
as the generalized recovery function for all calculated outages. The equation used goes as follows:

y =
L

1 + e−5.99(Dx−0.43)
(6.20)

Where, y is equal to the lost load, x is equal to the elapsed time, L is defined as the share of lost
load relative to nominal operation (in MW) of the substation, and D is the duration of the blackout. The
integral of this function from 0 to x hours is then calculated in order to get the lost load in MWh. Because
L is dependant on the value of ILoad, and the total amount of load during normal operations T, L can
be rewritten as follows:

L =
⌈ILoad⌉

ILoadTotal
∗ T (6.21)

Where, ILoadTotal is equal to the sum of the loads. When these equations are combined, the follow-
ing equation is created:

y =

(
⌈ILoad⌉

ILoadTotal
∗ T
)

1 + e−5.99(Dx−0.43)
(6.22)

For the sake of simplicity, three blackout duration categories (based on historical blackout data) are
considered to calculate the VoLL in MWh:

1. small blackout, where a maximum of 15% of the physical grid is down, and has a duration of 2
hours [131]
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2. medium blackout, where a maximum of 75% of the physical grid is down, and has a duration of
19 hours [130]

3. large blackout, where a minimum of 75% of the physical grid is down, and has a duration 72 hours
[132]

Based on the aforementioned categorizations a suited subset of data from the data set is chosen.
This subset is substation 2, and the circuit breaker opening sequences are 2-1-3, 3-2-1, and 3-1-2. The
first sequence causes an ILoad of 0.52 which corresponds with a physical system failure of 8.14%. This
classifies it as a small blackout. The second sequence causes an ILoad of 7.46 which corresponds
to a physical system failure of 30.33%. This would be classified as a medium blackout. The last
sequence causes an ILoad of 18.16 which corresponds with a physical system failure of 91.63%. This
is considered a large blackout according to the categorization. The large blackout duration category
happens to be based on the US-Canada power outage, consisting of a large part of the New England
power system, which is the same power system that is used by [18] whom provides the physical grid
properties of a successful cyber attack. In Chapter 7: Simulation scenarios, the calculations for the lost
load in MWh and in monetary value will be provided. Together the lost load in MWh, which is based on
Iload, and the VoLL in ($/MWh) can be multiplied to obtain the total impact in $, calculated in an implicit
manner. The provided figures and assumptions in this paragraph are heavily reliant on assumptions
and generalizations of blackout types. It is taken into consideration that in reality there is far more
variety than the three described categories.

External effects The external effects, according to [123], should include effects on environment and
safety. In the case of substation cyber security, the effects on the environment are negligible. How-
ever, the effects on safety are rather important. Increased cyber security of substations should lead
to a decrease in risk of cyber attacks on the national power grid. This does not only increase the na-
tional safety of the country against foreign malicious (state) actors, but also prevents accidents from
happening due to power outages, and protects people who are dependent on power for vital functions,
such as hospitals and care centres (if an uninterruptible power source is absent or depleted). Besides
these benefits, there are also possible negative side effects of increased cyber security. According to
[133] there are also unintended harms of cyber security countermeasures, and identified seven differ-
ent types. Of these seven only three are taken into consideration in this study. These external effects
according to [133] are:

1. Displacement: The displacement of cyber crime refers to a possible change in location, method
or period, as a result of cyber countermeasures [134]. This displacement results in the need for
(additional) countermeasure investments in other, possibly related, systems of critical infrastruc-
ture.

2. Additional costs: Besides the monetary cost of countermeasures there are also other (possibly
overseen) costs that can occur in the form of resource depletion. For this reason, a cost-benefit
analysis for cyber security countermeasures is advised [135]. In the current case, the possible
known additional costs could be a disruption of operations due to false negatives in detection
systems, or a slowdown in response time to accidents due to the implementation of additional
countermeasures.

3. Misuse: The implementation of novel countermeasures with the aim of stopping or disrupting
malicious actors, could backfire and cause additional attack vectors through misuse. A well-
known example of this is the danger that high-interaction honeypots could be broken out of and
used as a springboard for attacks on the rest of the system [114].

Partial CBA: direct effects Given the relatively limited size of the investment and the low amount of
direct benefits, a partial CBA would have limited added value in this case.

Business analysis The business analysis maps out the total financial effects of the prospective
project for the operator. This is a limited analysis that focuses solely on the financial cost-effectiveness
of the project. The investment costs for the operator are calculated in Appendix F.
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Non-monetary expressed effects Close to all non-monetary expressable effects are covered in the
indirect effects and external effects elements, therefore adding the non-monetary expressed effects is
superfluous.

General cost-benefit analysis The table below shows the composition of the general societal cost-
benefit analysis:

Figure 6.9: General Societal Cost Benefit Analysis

The general SCBA shown above is that of scenario 6. In this analysis, it is assumed that the
average mitigated TR is equal to the benefit of the countermeasures implemented in that scenario. This
general SCBA template is based on the template by [123], and distinguishes between priced effects
and unpriced effects. These effects are then divided into direct and indirect effects in The Netherlands
and abroad. In Appendix J the general SCBA for each non-base case scenario can be found. The
values for the false negative costs have been calculated with Bayes’ theorem

Decision The eventual decision on whether or not to perform the suggested investments is up to the
respective decision-makers. This is deemed out of the scope of this research. Therefore this element
is excluded from this work.

6.7. Model validation and verification
This section is dedicated to the validation and verification of the built and adjusted model(s).

6.7.1. Validation
The act of validation is defined as the procedure of auditing to what extent the built model serves as a
genuine portrayal of its real-world counterpart seen from the perspective of the model’s intended use
[136]. Checking the validity of a model is not always easy to do, this is even more true in this case,
as reliable figures for TTC of successful cyber attacks are all but abundant. However, the model can
attain its validity from, among other things, the fact that the attack steps have been based on real vul-
nerabilities from the National Vulnerability Data by NIST. But, also several papers have been consulted
that describe possible attack paths within digital substations.

A sensitivity analysis of both models has also been performed to assess the validity of the created
models. In the performed sensitivity analysis one parameter in the model is changed at a time to see
what the result is on the model outcome. In tables 6.3 and 6.4 below, the tested parameters and their
respective values are given. For model part 1, the output of the variables total time to compromise for
the expert level (Tot_TTC_e) and the TTC distribution for the expert level was evaluated. For the sec-
ond model, the output (including the paths) of the variables shortest total TTC path, average shortest
total TTC path, and the highest total TTC was evaluated. The results of the sensitivity analysis consist
of seven different Excel sheets filled with model outcomes. This is because the sensitivity analysis had
to be done ”by hand”, since the current version of the models doesn’t support automated sensitivity
analysis. In order to keep the size of the report at a minimum, these pages are not taken up in the
report. Only outcomes which are worth mentioning are taken up in the appendix.

The sensitivity analysis has not shown irregularities in the outcome, which are not explainable by
the intention behind the code. Besides the aforementioned, validation of the generated TTC values
has also been performed by comparing the results of this study with the study performed by [18] to see
whether or not these values were similar. After comparison, this seemed to be the case. Consequently,
as far as it is possible, the results of the model have been verified. However, as will be discussed in
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Table 6.3: Sensitivity analysis: parameter values for model part 1

parameter ’normal’ value test range
number of vulnerabilities (V) 3 [8, 10, 12, 14]

total vulnerabilities (K) 6100 [400, 5000, 7000, 8000]
skill level expert (M_e) 360 [180, 270, 450, 540]

time to exploit process 1 (tte1) 1 [0, 0.5, 1.5, 2]
time to exploit process 2 (tte2) 5.8 [2.9, 4.35, 7.25, 8,7]
time to exploit process 3 (tte3) 30.42 [15.21, 22.82, 38.03, 45.63]

number of runs 10000 [2500, 5000, 20000, 40000]

Table 6.4: Sensitivity analysis: parameter values for model part 2

parameter ’normal’ value test range
Penalty_IDS 80 [40, 60, 100, 120]

Penalty_HoneyPot 270 [135, 203, 338, 406]
zoning_penalty 15 [7.5, 11.25, 18.75, 22.5]
number of runs 15000 [5000, 10000, 40000, 80000]

Chapter 9, there are limitations and conditions to these results of the model and the metrics that have
been created therefrom.

6.7.2. Verification
Verification of a model is defined as the process of examining if the implementation (coding) of a model
is an accurate representation of the conceptual depiction of the developer’s model and its solution [136].
The concept of the model was that it would mimic the possible paths that a malicious actor could take to
disrupt the power supply. These attack paths, and therewith the TTC of the corresponding paths, would
then be altered by means of the application of countermeasures. In chapters 7, 8, and 9 the results,
limitations, and capabilities of the model are fully described. In brief, the model is able to present the
desired metrics. So, it can be concluded that the conceptual model has been successfully implemented
in the model code.

6.8. Model flow
In order to ultimately calculate the change in risk, two variables should be known. These are the
likelihood that an event (in this case successful cyber attack) happens, and the impact that such an
event has. In this study, the likelihood is calculated via the two Python models that supply the TTC
per component and ultimately the overall attack path TTC for a substation with (or without) certain
countermeasures. This TTC is then converted into likelihood by means of equation 6.16. The impact
is calculated by using the study results of [18], which supply the lost load in the power system due to a
successful cyber attack. Together with other variables the Impact is calculated according to equation
6.18. Once both the impact and likelihood are known, the risk can be calculated according to equation
6.11. In figure 6.10 an overview of the model flow is given.

Since there are a lot of assumptions made in this chapter that have an effect on the model outcome,
all the assumptions have been placed in an overview below:



6.8. Model flow 39

Figure 6.10: Flow of used models and data set

Chapter 6 assumptions:

• the malicious actor always takes the path with the shortest TTC (also called the dominant attack
path);

• only the modelled attack steps and respective components are considered;
• all known CVEs are in the database and none have been patched yet;
• the malicious actor is always in one of the three TTC processes;
• the total number of vulnerabilities Vtot is set at 6100;
• the time needed to successfully execute a readily available exploit for a given vulnerability t1 is
equal to 1 day;

• the average time needed per try for a malicious actor to develop an exploit for a given vulnerability
is equal to 5.8 days;

• tempo of new vulnerability development becomes a constant over time;
• the mean time between the discovery of novel vulnerabilities is equal to 30.42 days;
• skill level of malicious actors is defined by a normal distribution with set base values, mean, and
variance;

• attack efficiency is dependent on the respective skill level;
• only physical (and financial) impact are explicitly studied in this work;
• risk has a direct relation to the time which a malicious actor requires to compromise its intended
target;

• base value of the MTTD is defined and set by CPPS cyber security experts, but in this work is
equal to 14 days;

• IDS functions as an attack path deterrent, forcing malicious actors to choose a path without net-
work sensors;

• zone trespassers always receive a TTC penalty of 15 days;
• Remote Attestation renders all firmware based attacks useless;
• modelled honeypot cannot be broken out of.



7
Simulation scenarios

This chapter is dedicated to outlining the different scenarios that have been run in the models. A total
of six scenarios are chosen and executed. Each subchapter deals with one specific scenario. Per
subchapter, the proposed countermeasures, the topology, the shortest attack path, change in TTC and
risk, and lastly, the SCBA is discussed. The chapter ends with an overview of the different scenarios.

7.1. Malicious actor scenario setting
In order to study the impact of different countermeasures on the testbed, the fixed settings of the
scenario must be defined. These fixed settings are the malicious actor’s goal and their entry point.

7.1.1. Attacker goal
In this work, only one attack goal scenario is considered. This scenario refers to the malicious actor’s
ultimate goal (or final attack step). The considered scenario is the opening of the circuit breakers which
are connected to the physical grid. The reason for choosing only this scenario is two-fold. Firstly, this is
one of the only scenarios in which the final attack step immediately andmeasurably impacts the physical
part of the CPPS. Secondly, calculating the benefits of a protective measure aimed at preventing this
scenario is easier, due to the more direct relationship between the opening of circuit breakers and the
loss of load in the physical part of the system [137][18]. This, compared against DoS scenarios which
indirectly (and over a longer period) impact the physical system through the cyber layer [138].

7.1.2. Entry point
For all the scenarios that are run, the same entry point is chosen. This keeps the number of combi-
nations between countermeasures and scenario settings at a manageable level. That is, due to the
limited amount of time to complete this study. The entry point for the executed scenarios is the Gate-
way/RTU via the WAN. This is in accordance with the preceding study by [18], and this entry point is
also mentioned by [139][140][34] and [141].

7.2. Defender detection time
In paragraph 6.3.1, the MTTD and RMTTD have been discussed. The multiplication factor, represent-
ing the capabilities of the defender to detect the malicious actor within a certain time, is assumed to be
1 for all scenarios.

Chapter 7 assumptions:

• the malicious actor has only one end-goal, which is opening the circuit breaker(s);
• for all the scenarios the same entry point is considered, namely the gateway, so the malicious
actor already has a foothold in the system;

• the previous steps in the kill-chain are neglected;
• the multiplication factor of the RMTTD is equal to 1,

40
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7.3. Scenario 1: Base case
The first scenario that will be run is the base case scenario. In this scenario, only the bare minimum
of cyber security is applied. This bare minimum consists of a firewall that (partly) protects the Gate-
way/RTU from receiving unwanted and possibly malicious traffic. However, as mentioned in Paragraph
7.1.2. the Gateway/RTU is assumed to be a compromised entry point. Besides the firewall, there is also
compartmentalization on CPPS system-wide level. This divides the entire CPPS system into different
separate sectors, as can be seen in Figure 5.1, but this compartmentalization does not affect the TTC
if the malicious actor is already in the substation system, as is the case in the constructed scenarios.
This scenario will be used as the baseline measurement for comparison to the other countermeasure
scenarios.

7.3.1. Dominant attack path
The dominant attack path in the first scenario can be seen in Figure 7.1. This attack path makes use of
the man-in-the-middle vulnerability of the server controller, allowing the malicious actor to transfer the
command of the server controller, and abuse this command to open the circuit breaker by modifying
the parameters of the IED. This shortest path has an average minimum shortest path of 8.24 days.

Figure 7.1: Dominant attack path scenario 1

7.3.2. TTC
As mentioned in paragraph 7.2.1, the TTCavg of the shortest path is approximately 8.24 days. The
average TTC of all the unique shortest attack paths is circa 20.92 days and the longest attack path
takes around 33.06 days.

7.3.3. Likelihood & Risk
Calculating the risk for this scenario, in accordance with equation 6.11 requires the likelihood and the
impact. Firstly, the likelihood for this scenario is calculated with equation 6.16. For the calculation of
the likelihood the TTCavg of the shortest (dominant) attack path is used, as this is the path of least
resistance for the malicious actor and is the path that has the highest chance to be chosen as the
definite attack path. Choosing the attack path with the shortest TTCavg also ensures that the worst-
case scenario is assumed.

Likelihood(scen1) =
14

8.24 + 14
= 0.629 (7.1)

The impact on the load is dependent on the sequence in which the compromised circuit breakers
are opened. In keeping with the categorization, as discussed in Chapter 6, the impact is given for the
three levels of severity of the subsequent blackout.

By multiplying the likelihood with the total impact, and then dividing that by the discount rate, the
TR per scenario type can be calculated:

TR(scen 1small) =
0.629 ∗ $21, 910, 711

0.02
= $689, 091, 861

TR(scen 1medium) =
0.629 ∗ $3, 352, 740, 038

0.02
= $105, 443, 674, 200

TR(scen 1large) =
0.629 ∗ $30, 966, 169, 273

0.02
= $973, 886, 023, 600
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blackout severity ILoad total lost load Itotal Total Risk
small 0.52 296.89 MWh $21,910,711 $689,091,861

medium 7.46 45428 MWh $3,352,740,038 $105,443,674,200
large 18.16 419538 MWh $30,966,169,273 $973,886,023,600

Table 7.1: Blackout outcomes scenario 1

7.3.4. SCBA
Scenario 1 is the base case scenario in which no investments in countermeasures are made. Due to
this fact, it is not of added value to perform and describe the SCBA of this scenario. However, because
this is the base case scenario against which the other scenarios are compared, the total risk expressed
in monetary value and the Itotal should be considered. The Itotal is calculated by multiplying the total
lost load of that sub-scenario (expressed in MWh) with the VoLL (in $/MWh) The results are shown in
Table 7.1.

The TR for the first scenario varies between $689,091,861 for a small blackout up to $973,886,023,600
for a large blackout. The average TR of the three severity sub-scenarios is $360,006,263,220.

The total value of lost load is equal for all scenarios, as the sub-scenario categorizations (levels
of blackout severity) have identical ILoad values and duration per category. So, the differences per
scenario (and thus sub-scenarios) lie in the change in likelihood.

7.4. Scenario 2: IDS
In the second scenario the base case model is expanded by the implementation of an Intrusion Detec-
tion System (IDS). This IDS should be able to detect a certain portion of malicious actors, through the
use of network sensors, and increase their TTC for that attack. A more elaborate description of the
workings of an IDS is given in section 6.4.1.

7.4.1. Dominant attack path
The dominant attack path in the second scenario is shown in Figure 7.2. It has a TTCavg of 14.48 days.
This attack path makes use of a vulnerability in the firmware of the station switch to eventually use the
same type of firmware vulnerability on the HMI. Once the HMI is compromised the IED parameters are
changed and the circuit breakers are opened as a consequence.

Figure 7.2: Dominant attack path scenario 2

7.4.2. TTC
As mentioned in paragraph 7.3.1, the TTCavg of the shortest path is approximately 14.48 days. The
average TTC of all the unique shortest attack paths is circa 27.03 days and the longest attack path
takes around 88.48 days.

7.4.3. Likelihood & Risk
The likelihood for scenario 2, while once again presuming the shortest path will be executed by the
malicious actor, is calculated below:

Likelihood(scen2) =
14

14.48 + 14
= 0.492 (7.2)
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7.4.4. SCBA
The cost part of the Societal Cost Benefit Analysis consists of direct costs which in turn, are made up
of investment, maintenance, and exploitation costs [123]. The initial investment costs for deploying
an IDS are estimated to be around $107.000. According to [142] the yearly maintenance costs of an
IDS are equal to 15% of the initial investment costs. Which in this case is equal to $ 16.050. The
exploitation costs are 4.8 hours per policy. The hourly rate for tuning such systems was estimated to
be 75 $/hr in 2014 [143]. Adjusting this figure for an average increase in rates of 3% brings the hourly
rate to $98 in 2023. Since there is only one IDS policy in this scenario the exploitation costs per year is
approximately $5645. This brings the total direct costs to nearly $130.000. The entire calculation can
be found in appendix F.

The TR for the second scenario varies between $539,003,491 for a small blackout up to $761,767,764,100
for a large blackout. The average TR of the three severity sub-scenarios is $281,594,724,174. The TR
for each subscenario of scenario 2 can be found in Table 7.2

blackout severity Total Risk
small $539,003,491

medium $82,477,404,930
large $761,767,764,100

Table 7.2: Total Risk per blackout subscenario of scenario 2

7.5. Scenario 3: Zoning
As a third scenario the application of zoning in within the digital substation has been chosen. In essence,
zoning comes down to dividing the digital substation into different ’zones’ that are separated from each
other and force the network traffic through certain entry points that are monitored and protected. A
more elaborate description of the workings of zoning is given in section 6.4.2.

7.5.1. Dominant attack path
When zoning is applied as a countermeasure against malicious actors a dominant attack path becomes
apparent. This attack path is shown in Figure 7.3 and has a TTCavg of 23.04 days. In this figure, it is
shown that the attack path utilizes the man-in-the-middle approach to compromise the server controller
and send commands to the IED to modify parameters which leads to the opening of the circuit breaker
and thus, the eventual goal of the malicious actor.

Figure 7.3: Dominant attack path scenario 3

7.5.2. TTC
Asmentioned in paragraph 7.4.1, the TTCavg of the dominant attack path of scenario 3 is approximately
23.04 days. The average TTC of all the unique shortest attack paths is circa 34.21 days and the longest
attack path takes around 49.91 days.

7.5.3. Likelihood & Risk
The likelihood for scenario 3, while once again presuming the shortest path will be executed by the
malicious actor, is calculated below:

Likelihood(scen3) =
14

23.04 + 14
= 0.378 (7.3)
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7.5.4. SCBA
The initial costs for implementing zoning (or network segmentation) vary greatly, but an average of
$50.000 is used in a business case by [144]. This same business case approximates the mainte-
nance/exploitation costs to be between $40.000 and $100.000. In this study, the average of this given
estimate is taken, which is $70.000. This brings the total direct costs to $120.000

The TR for the third scenario varies between $414,112,438 for a small blackout up to $585,260,599,300
for a large blackout. The average TR of the three severity sub-scenarios is $216,347,166,152. The TR
for each subscenario of scenario 3 can be found in Table 7.3

blackout severity Total Risk
small $414,112,438

medium $63,366,786,720
large $585,260,599,300

Table 7.3: Total Risk per blackout subscenario of scenario 3

7.6. Scenario 4: Remote attestation
The fourth scenario is the implementation of remote attestation to a certain set of components. Remote
attestation protects the firm/soft-ware from certain types of attack steps. Thus, making it harder for a
malicious actor to perform the entire kill chain and ultimately launch an attack at its intended target. A
more elaborate description of the workings of remote attestation is given in section 6.4.3.

7.6.1. Dominant attack path
Application of remote attestation on the eligible components has brought forth the dominant attack path
can be seen in Figure 7.4. This dominant path has a TTCavg of 8.01 days. In this path, the malicious
actor would exploit a vulnerability in the server controller through a man-in-the-middle attack which
allows the malicious actor to gain command of the server controller and modify the IED parameters.
Ultimately this would lead to the opening of the circuit breakers and thus the end goal of the malicious
actor.

Figure 7.4: Dominant attack path scenario 4

7.6.2. TTC
As previously discussed in paragraph 7.5.1, the TTCavg of the dominant attack path of scenario 4 is
approximately 8.01 days. The average TTC of all the unique shortest attack paths is circa 40.11 days
and the longest attack path takes around 63.21 days.

7.6.3. Likelihood & Risk
The likelihood for scenario 4, which still assumes that the shortest path will be executed by themalicious
actor, is calculated below:

Likelihood(scen4) =
14

8.01 + 14
= 0.636 (7.4)

7.6.4. SCBA
As (advanced) remote attestation only gained popularity in the last decade and commercial usages in
digital substations are slim, not much financial information can be found on this subject [113]. According
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to [145] a Trusted Platform Module (TPM), the AtmelAT97SC3203S to be precise, has a price of around
$5. This is relatively cheap compared to the other countermeasures. However, this is only the price
of the materials. To calculate the entire direct costs one has to take into account not only hardware
costs, but also software costs for managing all the remote attestation hardware, integration costs for
implementing these modules in the existing infrastructure, but also training and auditing costs. In total
the direct costs for implementing remote attestation are approximately $46.000. The entire calculation
can be found in appendix F.

The TR for the fourth scenario varies between $696,760,610 for a small blackout up to $984,724,182,900
for a large blackout. The average TR of the three severity sub-scenarios is $364,012,692,237. The TR
for each subscenario of scenario 4 can be found in Table 7.4

blackout severity Total Risk
small $696,760,610

medium $106,617,133,200
large $984,724,182,900

Table 7.4: Total Risk per blackout subscenario of scenario 4

7.7. Scenario 5: Deception
The last distinct countermeasure is the use of deception technology in digital substations to lure and
delay a malicious actor. This is done through the use of honeypots in the system. Honeypots - as
the name implies - attract malicious actors by acting as an alluring target, which in reality is a custom-
made trap for the malicious actor to spend time in and be detected. A more elaborate description of
the workings of an IDS is given in section 6.4.4.

7.7.1. Dominant attack path
The use of a honeypot countermeasure generates not one, but two dominant attack paths. The first
attack path has a TTCavg of 276.14 days and is shown in Figure 7.5. In this path the malicious actor

Figure 7.5: Dominant attack path scenario 5a

compromises the gateway and goes straight for the honeypot which is (from the malicious actor’s
perspective) a relatively easy target (TTC = 1 day), and which leads directly to IED access. Because
this honeypot is a trap that is only accessed by actors with bad intent, the defenders know with certainty
that an attack is occurring and can take protective measures to fend off the malicious actor. This
causes the TTCavg to increase substantially and the attack path stops at the honeypot. This causes
the formation of another attack path that does not include the honeypot steps. The alternative attack
path without the honeypot is shown in Figure 7.6 and has a TTCavg 278.78 days.

7.7.2. TTC
The primary dominant attack path has a TTCavg of approximately 276.14 days. The average TTC of all
the unique shortest attack paths is circa 293.73 days and the longest attack path takes around 314.01
days.
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Figure 7.6: Dominant attack path scenario 5b

7.7.3. Likelihood & Risk
The likelihood for scenario 5, assuming that the shortest path will be executed by the malicious actor,
is calculated below:

Likelihood(scen5) =
14

278.78 + 14
= 0.048 (7.5)

7.7.4. SCBA
The direct costs for the deployment of a honeypot as deception technology consists of licensing costs
for the software, setup costs for configuring the software, monthly policy maintenance, and integration
costs. The total costs are approximately $31.000, and the detailed calculation for this can be found in
Appendix F.

The TR for the fifth scenario varies between $52,585,706 for a small blackout up to $74,318,806,260
for a large blackout. The average TR of the three severity sub-scenarios is $27,472,656,019. The TR
for each subscenario of scenario 5 can be found in Table 7.5

blackout severity Total Risk
small $52,585,706

medium $8,046,576,091
large $74,318,806,260

Table 7.5: Total Risk per blackout subscenario of scenario 5

7.8. Scenario 6: All-in
The sixth scenario is the last scenario and consists of a combination of all the aforementioned counter-
measures. Every countermeasure is active at the same time.

7.8.1. Dominant attack path
When all the countermeasures of the previously described scenarios are combined into a single sce-
nario, a dominant attack path (which excludes the honeypot) becomes clear which can be seen in
7.7. This path has a TTCavg of around 304.47 days. The malicious actor takes advantage of the au-
thentication breach vulnerability in the station switch to gain transfer the command of the HMI via a
man-in-the-middle attack. This ultimately enables the malicious actor to modify the parameters of the
IED which triggers the opening of the circuit breaker connected to said IED. Once the circuit breaker is
opened, a failure in the grid is imminent and thus the goal of the malicious actor is reached.

Figure 7.7: Dominant attack path scenario 6
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7.8.2. TTC
The dominant feasible attack path has a TTCavg of circa 304.47 days. The average TTC of all the
unique shortest attack paths is circa 332.15 days and the longest attack path takes around 377.57
days.

7.8.3. Likelihood & Risk
The likelihood for scenario 6, presuming that the shortest path will be executed by the malicious actor,
is calculated below:

Likelihood(scen6) =
14

304.47 + 14
= 0.044 (7.6)

7.8.4. SCBA
The direct cost of deploying all of the countermeasures at once is equal to the sum of the individual
direct costs, plus additional costs for implementation and integration of all the individual countermea-
sures into a coherent cyber security system. The summed cost of the individual countermeasures is
$322.800. If the financial worst-case scenario is taken, a supplementary amount of around $90.000
could be needed to stitch the patchwork of individual countermeasures into a single unified cyber secu-
rity blanket. This includes change management, implementation, integration costs, operations, and IT
service management [144]. This would bring the total direct costs to $412.800. The entire calculation
can be found in Appendix F.

The TR for the last scenario varies between $48,203,564 for a small blackout up to $68,125,572,400
for a large blackout. The average TR of the three severity sub-scenarios is $25,183,268,016. The TR
for each subscenario of scenario 6 can be found in Table 7.6

blackout severity Total Risk
small $48,203,564

medium $7,376,028,084
large $68,125,572,400

Table 7.6: Total Risk per blackout subscenario of scenario 6

7.9. Overview
This section of chapter 7 will provide an overview of the results of all the scenarios that have been
carried out. This overview will be provided in Table 7.7 below:

scenario dominant
path

TTCavg

average
TTCavg

of
unique
shortest
paths

TTCavg

longest
unique
path

likelihood Average Total Risk costs

1: base case 8.24 20.92 30.06 0.629 $360,006,263,220 $0
2:IDS 14.48 27.03 88.48 0.492 $281,594,724,174 $129,000

3: zoning 23.04 34.21 49.91 0.378 $216,347,166,152 $120,000
4: RA 8.01 40.11 63.21 0.636 $364,012,692,237 $46,000

5: honeypot 276.14 293.73 314.01 0.048 $27,472,656,019 $27,800
6: all-in 304.47 332.15 377.57 0.044 $25,183,268,016 $412,800

Table 7.7: Overview scenario results
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Discussion

In this chapter the results of the scenarios, as described in Chapter 7, are discussed. The scenarios
are addressed one by one and the most interesting findings will be highlighted. The analyses of these
scenarios are used as input for the next chapter, Chapter 9: Conclusions, where the sub-questions,
and ultimately the main research question, will be answered.

8.1. Results 1: Base case
The first scenario, concerns a digital substation that consists of solely the components without any
substation-level cyber attack countermeasures in place. This scenario will be used as a zero-measurement
against which the other scenarios are compared to see the added value of their respective countermea-
sure(s).

8.1.1. (dominant) attack path TTC
The dominant attack path of the base case scenario has a TTCavg of 8.24 days and the average TTCavg

of all the unique shortest paths is 20.92. The dominant attack path first goes through the Gateway as-
set, as in this study setup, it is the only point through which to proceed to subsequent attack steps. The
Gateway is in all cases compromised by the access_LAN attack step, as this step has a significantly
lower TTC distribution. Afterwards, the server controller is compromised through a man-in-the-middle
attack. The choice for this specific attack step becomes clear when the entire attack steps graph is
analyzed. Once the Gateway is compromised the malicious actor can proceed to connect to the LAN
for zero TTC. From that point, there are three options of which the man-in-the-middle option has the
lowest TTC distribution mean. This should not guarantee that this step is always the quickest option, as
the distributions of the other two steps (firmware compromise and authentication breach of the station
switch) have TTCs that are close to that of the man-in-the-middle step. Due to the combination of the
random distribution of these steps and the Monte Carlo simulation, it becomes possible for the other
two steps to become the shortest step to take within a simulation run. However, because all the attack
steps that succeed the man-in-the-middle server controller step have a TTC of 0, taking that step will
pay off in the end as this yields the lowest overall TTC for that attack path.

When the average TTCavg 20.92 of all the unique shortest paths is also taken into consideration, it
is clear that this dominant attack path with an average TTCavg of 8.24 is quite favourable when com-
pared to the other paths.

8.1.2. Likelihood, risk, and financial aspects
Ultimately, the likelihood and average TR that has been calculated in this scenario are 0.629 and
$360,006,263,220 respectively. This likelihood, and therefore automatically the risk, are higher than
empirical observations. According to one observation of a study by [146] the likelihood of a certain cy-
ber attack can lie in the range of [0.029, 0.271]. An explanation for this discrepancy between practice
and theory can be found in the malicious actor scenario setting, as discussed in Paragraph 7.1. In the
constructed scenarios and the underlying assumptions of the malicious actor scenario setting, only the

48
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end part of the kill chain is taken into account and modelled. All the previous steps which had to be
executed are taken as given. A result of this assumption is that the likelihood of the studied scenarios is
relatively high, compared to empirical observations. In order to incorporate the difficulty for a malicious
actor to reach the starting point of the scenarios in the current study, the likelihoods of all scenarios are
multiplied by a scaling factor. This scaling factor will take into account the select boundary demarca-
tion of the kill chain in the studied scenarios. This multiplication factor is called the Kill chain Scoping
Factor (KSF). The height of the KSF is based on the number of presumably executed steps needed
by the malicious actors in the 2015 Ukraine cyber attack on the power grid. According to [137], there
were two stages in the 2015 Ukraine cyber attack. The first stage was the intrusion stage, in which the
malicious actor gained entry into the industrial control system of the CPPS. This first stage is assumed
to be equal to all the steps that have been performed before the malicious actor is at the starting point
of the studied scenarios. The second stage of the kill chain is the attacking stage, which is assumed
to be equal to the attack steps in the scenarios of this work. According to [137], the first stage consists
of eight steps, and the second stage consists of five steps. So, of the presumed 13 total steps, only
5 are considered in this study. So if we want the likelihood of the studied scenarios to be ‘normalized’
the KSF should be equal to (5/13), which is 0.38. This would change the likelihood of the first scenario
to 0.242, which is within the range of the empirical observations by [146].

The adjusted TR calculation would then yield the following results:

TR(scen 1small) =
0.629 ∗ $21, 910, 711

0.02
∗ 0.38 = $261, 854, 490

TR(scen 1medium) =
0.629 ∗ $3, 352, 740, 038

0.02
∗ 0.38 = $40, 068, 596, 196

TR(scen 1large) =
0.629 ∗ $30, 966, 169, 273

0.02
∗ 0.38 = $370, 076, 688, 968

The KSF has been placed next to the division so it is more clearly visible in the calculation. Since
this limitation is present in all scenarios, the KSF factor will also be applied in all scenarios to see the
normalized results.

Furthermore, the average TR of the base case scenario is $136,802,379,900. This amount might
seem high but is close to the expected sum range. For example, similar sums ($4.8 billion - $10 billion)
are estimated in the U.S. - Canada power outage [132], which is a medium-sized outage, according to
the classification of this study. However, the TR in this study is calculated with the VoLL of 2023, which
is equal to €68,887/MWh, while the U.S. - Canada power outage occurred in 2003, when the VoLL in
Europe was just equal to €8600/MWh [147]. Thus, the VoLL of 2023 is 8.01 times higher than the VoLL
of 2003. Note that the European VoLLs (expressed in €) are used as these are the only VoLL values
that can be found for both years. So, in order to better compare the TR amount of the current study
with the amount of damage in the study by [132], the TR has to be divided by a factor of 8.01. This
makes the average TR of the base scenario equal to $17,078,948,882, which deviates only 70% of the
ceiling value of the U.S. - Canada range. For the small, medium, and large subscenarios the VoLL ad-
justed TR values are: $32,690,947, $5,002,321,622, and $46,201,833,830 respectively. Nevertheless,
this monetary value that is allocated is not an absolute sum that is received if the countermeasure is
implemented, but is merely an indicator of the relative potential added value that this countermeasure
might produce in a certain scenario under the given assumptions and generalizations.
Now that the highlights of the base case have been addressed it is time to discuss how an Intrusion
Detection System would alter the outcome as has been generated by the base case scenario.

8.2. Results 2: IDS
In the second scenario an Intrusion Detection System is added as a countermeasure against malicious
actors. The network sensors of this intrusion detection system are placed in two places in the attack
path graph. The choice has been made to only use two network sensors since applying many sensors
has diminishing returns and increases the costs and the manual effort that is required for monitoring
the potential intrusions which are flagged by the sensors [148]. The two sensors have been placed
at the Gateway component and in the server controller component. The choice for these two specific
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locations has been made on the knowledge that in the base case the server controller was the weakest
link in the attack chain.

8.2.1. (dominant) attack path TTC
The placement of the IDS sensors in these locations has had the desired effect. The dominant attack
path for this simulation has been altered. This attack path has deviated from the server controller
man-in-the-middle vulnerability and has instead moved to compromise the station switch and then
used automated collection on the station controller. This does not require the server controller to be
compromised but only collects log files to see which devices are connected to the station controller.
Once the malicious actor has seen all the connected devices the focus is put on the IED which is
compromised by taking advantage of a vulnerability in the IED firmware. Once the IED is compromised
the circuit breaker is opened and the goal of the malicious actor is reached. This dominant attack path
has a TTCavg of 14.48 days. Compared to a TTCavg of 8.24 days for the dominant attack path from the
base case scenario, the application of an Intrusion Detection System has led to an increase in TTC of
75.7%. The average TTCavg of the unique shortest paths in the second scenario has increased by 29%
and the TTCavg of the longest unique path has increased by 194.3%. This large disparity between the
increase in TTCavg of the longest unique path and the average TTCavg of the unique shortest paths
can be explained by the fact that the IDS heavily penalizes the unique shortest path that goes through
both sensor nodes ”gateway_LAN_compromised” and ”server_controller_compromised” by adding 80
TTC to that path.

8.2.2. Likelihood, risk, and financial aspects
The adjusted TR calculation for the second scenario would yield the following results:

TR(scen 2small) =
0.492 ∗ $21, 910, 711

0.02
∗ 0.38 = $204, 821, 327

TR(scen 2medium) =
0.492 ∗ $3, 352, 740, 038

0.02
∗ 0.38 = $31, 341, 413, 870

TR(scen 2large) =
0.492 ∗ $30, 966, 169, 273

0.02
∗ 0.38 = $289, 471, 750, 400

The likelihood and average TR that has been calculated in scenario 2 are 0.492 (times 0.38 KSF,
makes 0.187) and $107,005,995,200 respectively. If the VoLL comparison factor (of 8.01) is applied,
then the average TR is equal to $13,359,050,590. Both the likelihood and TR of scenario 2 have de-
creased by 21.8% compared to the base case scenario.
This change in dominant attack path and increase in TTCavg of 75.7% of that same attack path, com-
bined with a likelihood and total risk reduction of 21.8% comes at a price of approximately $129.000.
However, the average TR would decrease from $17,078,948,800 to $13,359,050,590, meaning that
this countermeasure could achieve a $3,719,898,215 reduction.

These are the KPIs that are leading in this study, as these are required for answering the sub-
questions of the main research question.

8.3. Results 3: Zoning
The third scenario to be discussed is the deployment of zoning in digital substations as countermea-
sures against malicious actors. Deploying the zoning countermeasure has led to an interesting result;
the dominant attack path of scenario 3 is the same as the dominant attack path of the base case sce-
nario (scenario 1). There seems to be a logical explanation for this outcome which, once again, can be
found in the application of the penalty in the Python code. The zoning countermeasure has effectively
cut the digital substation into two separate parts. For the sake of convenience, these zones are called
Zone 1 and Zone 2. The first zone consists of all the components (and related attack steps) up and
including the station switch, the server controller, and the HMI. The remainder of the components and
their corresponding attack steps are part of the second zone. Whenever a malicious actor takes an
attack step that crosses the boundary of Zone 1 into Zone 2, then a penalty of 15 TTC is applied to that
corresponding attack path.
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8.3.1. (dominant) attack path TTC
Because all of the attack paths need to cross this boundary, all of these attack paths will receive the
same penalty. Therefore the original dominant attack path of the first scenario is once again the dom-
inant attack path in this scenario, but this time with a higher TTCavg. The TTCavg of the dominant
attack path of scenario 3 is 23.04 days, which is 179.6% higher than the TTCavg of the dominant at-
tack path from scenario 1. The average TTCavg of the unique shortest paths in the third scenario has
increased by 63.5% and the TTCavg of the longest unique path has increased by 66%. In this scenario,
the TTCavg of the dominant attack path is much higher than its base case counterpart, while the other
TTCavg metrics are in a similar range as those in scenario 1. The explanation of the large discrepancy
between the dominant attack path metrics of these two scenarios can be attributed to how the shortest
path algorithm responds to the application of the zoning penalty. As previously described, the zoning
penalty of plus 15 TTC is applied when an attack path crosses over into another zone, which always
happens given the possibility of attack steps. As every possible path gains this additional 15 TTC the
dominant attack path will also gain this penalty. This is completely different from how the Intrusion De-
tection System operated, which penalized a specific part of the solution space. That way the algorithm
looks for the shortest path from the source node ”entry_point” to the ”goal_node” forces it to look for the
shortest path including the zoning penalty. That is why even the shortest path (dominant attack path)
has a relatively higher TTCavg and the other metrics are similar to that of the base case scenario.

From the results, it can be concluded that applying a form of zoning in a digital substation is an even
(or spread out) method that increases the TTC across the board. This is in stark contrast to the Intru-
sion Detection System countermeasure of scenario 1, which penalized just a certain subset of possible
paths.

8.3.2. Likelihood, risk, and financial aspects
The adjusted TR calculation for the third scenario would yield the following results:

TR(scen 3small) =
0.378 ∗ $21, 910, 711

0.02
∗ 0.38 = $157, 362, 726

TR(scen 3medium) =
0.378 ∗ $3, 352, 740, 038

0.02
∗ 0.38 = $24, 079, 378, 950

TR(scen 3large) =
0.378 ∗ $30, 966, 169, 273

0.02
∗ 0.38 = $222, 399, 027, 700

The likelihood and average TR that has been calculated in the third scenario are 0.378 (times 0.38
KSF, makes 0.144) and $82,211,923,140 respectively. If the VoLL comparison factor (of 8.01) is ap-
plied, then the average TR is equal to $10,263,660,820. This amount of total average risk nearly falls
within in the range that has been reported in the U.S. - Canada power outage. Both the likelihood and
TR of scenario 3 have been decreased by 39.9% compared to the base case scenario.

This preservation of the dominant attack path, but an increase in TTCavg of 179.6% of that same
attack path, combined with a likelihood and total risk reduction of 39.9%, comes at a cost of approxi-
mately $120.000. Though, the average TR would decrease from $17,078,948,800 to $10,263,660,820,
meaning that this countermeasure could achieve a $6,815,287,984 reduction.

8.4. Results 4: Remote attestation
As a fourth scenario, the remote attestation of certain components within the digital substation has been
chosen as a countermeasure against cyber attacks from malicious actors. As described in paragraph
6.4.3. the use of (hardware based) remote attestation makes it nigh impossible to compromise the
firmware of those components.

8.4.1. (dominant) attack path TTC
The application of remote attestation has had a similar result as what happened in the third scenario.
Namely, the dominant attack path has stayed the same as it has been in the base case scenario. Once
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again the server controller based attack path has come out as the shortest route to the goal node of the
malicious actor. The explanation for this result can be found in the specifics of the remote attestation
countermeasure. Due to the fact that remote attestation only ’patches’ vulnerabilities that are related
to the compromise of the firmware of components, it leaves other attack steps that don’t depend on
those vulnerabilities, unaffected. On the grounds that the server controller can be compromised without
abusing a firmware compromise vulnerability, the dominant attack path stays unchanged compared to
the base case scenario. As a matter of fact, the TTCavg of the dominant attack path of scenario 4, is
actually lower than that of the base case scenario. Scenario 4 has a TTCavg of 8.01 days compared to
a TTCavg of 8.01 in the first scenario. This discrepancy can be explained by the random distributions
of all relevant attack steps in the dominant attack path. During every run, the values of the TTC of
the relevant attack steps are randomly chosen according to their given distribution. This causes devi-
ations in the total TTC of attack paths. In this case, the randomness has caused the overall TTC of
the dominant attack path to have been 2.8% lower than that of the dominant attack path run in the first
scenario. However, the average TTCavg of the unique shortest paths in scenario 4 has increased by
92.7% and the TTCavg of the longest unique path has increased by 110.3%. This difference between
this scenario and the base case in average TTCavg of the unique shortest paths and the TTCavg of
the longest unique path, finds its origin in the same reasoning as the difference in the TTCavg of the
dominant attack path between the aforementioned scenarios.

It is clearly visible that remote attestation, as could be expected, is a specific countermeasure that
makes firmware compromise based attack paths very unattractive for malicious actors.

8.4.2. Likelihood, risk, and financial aspects
The adjusted TR calculation for the fourth scenario would yield the following results:

TR(scen 4small) =
0.636 ∗ $21, 910, 711

0.02
∗ 0.38 = $264, 769, 032

TR(scen 4medium) =
0.636 ∗ $3, 352, 740, 038

0.02
∗ 0.38 = $40, 514, 510, 620

TR(scen 4large) =
0.636 ∗ $30, 966, 169, 273

0.02
∗ 0.38 = $374, 195, 189, 500

The likelihood and average TR that has been calculated in the third scenario are 0.636 (times 0.38 KSF,
makes 0.242) and $138,324,823,100 respectively. If the VoLL comparison factor (of 8.01) is applied,
then the average TR is equal to $17,269,016,610. The likelihood, as well as the risk calculated in this
fourth scenario, have been increased by 1.1% compared to the base case scenario.

The conservation of the dominant attack path and a decrease in TTCavg of 2.8% of that same attack
path, combined with a likelihood and risk increase of 1.1%, comes at a price of approximately $46.000
and increases the average TR by $190,067,811. These ”negative” values, as previously mentioned,
are caused by the randomness of the TTC distributions combined with the Monte Carlo simulation, and
should not be taken at face value. Instead, these numbers that show a very low deviation from the base
case, should be regarded as a non-significant change in outcome. That is if such a countermeasure is
implemented in isolation, under similar assumptions as the given scenario.

8.5. Results 5: Deception
The fifth scenario is the last scenario that introduces a singular cyber security countermeasure against
attacks by malicious actors. This last countermeasure uses deception to trick the malicious actor into
a trap by use of a honeypot.

8.5.1. (dominant) attack path TTC
In this fifth scenario the most anomalies occur. Initially, the dominant attack path goes through the
added honeypot attack steps, as these steps give access to the IED (and thus the circuit breaker) while
taking the shortest amount of TTC. This attack path has a TTCavg of 276.14 days. However, this attack
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path is not feasible for the attacker as the honeypot is merely a trap, and (as assumed in this study)
cannot be broken out of in order to continue to the IED and successive attack steps. Be that as it
may, it is still possible for the attacker to return a couple of steps and try again through another attack
path. This attack path is the unique shortest attack path with the second lowest overall TTC, which
in this case is equivalent to a TTCavg of 278.78 days. As the attacker has been inside the honeypot,
the cyber security specialists of the TSO are alerted to the presence of the attacker and know that a
cyber attack is imminent. Because of this precognition, the defenders can take adequate measures to
make it harder for the malicious actor to reach its target node. This has been modelled in the model
as a substantial penalty of an additional 270 TTC. Therefore, making it extraordinary for the attacker to
continue the attack after being caught red-handed. This high penalty for being caught in the honeypot
has led to an exorbitant increase in TTCavg of 3226.9% for the dominant attack path, compared to the
base case scenario. This large surge in TTCavg for the dominant attack path is caused by the penalty
which is triggered when the malicious actor falls for the honeypot trap. This exact same cause also ex-
plains the large increase in both the average TTCavg of the unique shortest path which has increased
by 1304.1% and the TTCavg of the longest unique path which has grown by 944.6%.

A big assumption in this scenario and the way the dominant path is chosen and calculated, is that
the malicious actor is presumed to always fall into the honeypot trap first and then looking for an al-
ternative route while being heavily penalized. This excludes the possibility that this expert-level (as
assumed in this study) malicious actor has prior knowledge of the possibility of the presence of such
a honeypot. If a malicious actor has fallen into such traps before, then that actor might recognize its
patterns and tactics, and decide to skip the attractive easy route that includes the honeypot. Instead,
it will go for the second shortest path which will then be executed without receiving a penalty. This
scenario is therefore subject to the condition that the attacker indeed goes for the honeypot first.

8.5.2. Likelihood, risk, and financial aspects
The adjusted TR calculation for the fifth scenario would yield the following results:

TR(scen 5small) =
0.048 ∗ $21, 910, 711

0.02
∗ 0.38 = $19, 982, 568

TR(scen 5medium) =
0.048 ∗ $3, 352, 740, 038

0.02
∗ 0.38 = $3, 057, 698, 915

TR(scen 5large) =
0.048 ∗ $30, 966, 169, 273

0.02
∗ 0.38 = $28, 241, 146, 380

The likelihood and average TR that has been calculated in the third scenario are 0.048 (times 0.38
KSF, makes 0.02) and $10,439,609,290 respectively. If the VoLL comparison factor (of 8.01) is applied,
then the average TR is equal to $1,303,322,009. Both the likelihood and risk as calculated in the fifth
scenario have been decreased by 92.4% compared to the base case scenario.

The eventual conservation of the dominant attack path and an increase in TTCavg of 4336.9% of that
same attack path, combined with a likelihood and average TR reduction of 92.4%, comes at a price of
approximately $27.800. So, the average TR would decrease from $17,078,948,800 to $1,303,322,009,
meaning that this countermeasure could achieve a $13,359,050,590 reduction.

8.6. Results 6: All-in
The sixth and final scenario to be discussed is the all-in scenario. In this scenario, all the aforemen-
tioned countermeasures are deployed simultaneously.

8.6.1. (dominant) attack path TTC
The concurrent application of all the countermeasures has led to the emergence of a novel dominant
attack path which has not been seen as a dominant path before in the preceding scenarios. This attack
path makes consists of (among others) the compromising of the station switch by means of an authen-
tication breach, followed by taking over the control of the HMI via a man-in-the-middle attack. This
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gives the malicious actor the possibility to manually adjust the parameters of the IED which leads to the
opening of the circuit breaker and thus the goal of the malicious actor. This dominant attack path has
a TTCavg of 304.47 days and, similar to scenario 5, is the shortest attack path without the honey pot
nodes. Which is an increase of 3595% compared to the base case scenario. Compared to the base
case scenario the average TTCavg of the unique shortest paths in this last scenario has increased by
1487.7% and the TTCavg of the longest unique path has increased by 1156.1%.

In this scenario the same big assumption applies here, as the one that was made in scenario 5. Making
this scenario also conditional.

8.6.2. Likelihood, risk, and financial aspects
The adjusted TR calculation for the final scenario would yield the following results:

TR(scen 6small) =
0.044 ∗ $21, 910, 711

0.02
∗ 0.38 = $18, 317, 354

TR(scen 6medium) =
0.044 ∗ $3, 352, 740, 038

0.02
∗ 0.38 = $2, 802, 890, 672

TR(scen 6large) =
0.044 ∗ $30, 966, 169, 273

0.02
∗ 0.38 = $25, 887, 717, 510

The likelihood and average TR that has been calculated in the third scenario are 0.044 (times 0.38
KSF, makes 0.02) and $9,569,641,846 respectively. If the VoLL comparison factor (of 8.01) is applied,
then the average TR is equal to $1,194,711,841. The likelihood and average TR as calculated in sce-
nario 6 have both been decreased by 93% compared to the base case scenario.

This change in dominant attack path and the increase in TTCavg of 3595% of that same attack path,
combined with a likelihood and risk decrease of 93%, comes at a price of approximately $412.800,
and could in theory, decrease the average TR from $17,078,948,800 to $1,194,711,841. This would
constitute a reduction in the average TR of $15,884,236,960.

8.7. Adjusted overview
In this section of the discussion chapter an overview of the adjusted scenarios, as discussed in the
previous sections, is presented in the table below:

scenario likelihood adjusted average TR ∆ adjusted average TR costs
1: base case 0.242 $17,078,948,800, N.A. $0

2:IDS 0.187 $13,359,050,590. -$3,719,898,215 $129,000
3: zoning 0.144 $10,263,660,820 -$6,815,287,984 $120,000
4: RA 0.242 $17,269,016,610 $190,067,811 $46,000

5: honeypot 0.02 $1,303,322,009 -$13,359,050,590 $27,800
6: all-in 0.02 $1,194,711,841 -$15,884,236,960 $412,800

Table 8.1: Overview of the adjusted results per scenario

The adjusted values as shown in Table 8.1. are used for calculating the general SCBA for each
non-base case scenario. The results of this can be found in Appendix J. According to these general
SCBAs, the best Return-on-Investment (ROI)/cost-effectiveness of investment is the investment in a
honeypot (scenario 5) which has an ROI of 247,390, and the worst is the investment in RA (scenario
4), which has an ROI of -2,066.



9
Conclusions

This final chapter contains the conclusions of the performed study. It begins with providing answers to
the individual sub-questions. The collective answers to these sub-questions are used to answer the
main research question in the subsequent paragraph. Once the main research question is answered,
the research difficulties and recommendations will also be discussed in separate paragraphs. This
chapter, and the report as a whole, will come to an end after the final paragraph which outlines possible
future research.

9.1. Sub-question answers
To keep this section as orderly as possible the sub-questions will be repeated once again and the
answers to these sub-questions are given directly after each respective sub-question.

9.1.1. Sub-question 1
The first sub-question of the research went as follows:

What is the current state of substation cyber security and what are the weaknesses?

This sub-question has been answered by extensive document analysis. In this document analy-
sis over 40 different sources have been consulted. These sources have unveiled a large number of
weaknesses in the cyber security of substations. The weaknesses are listed as follows in no particular
order:

1. lack of communication/coordination in the cyber security supply chain;
2. legacy infrastructure;
3. communication networks (and corresponding communication policies);
4. remote access points;
5. vulnerable soft- and firmware;
6. physical security;
7. lack of incident reporting

This list is a mere collection of the weaknesses that have been found during this study and were
deemed important enough to report. The actual entirety of weaknesses of substation cyber security
is near impossible to encapsulate in a study that takes less than 21 weeks and is performed by one
researcher.

The lack of communication/coordination in the cyber security supply chain is the first weakness. If
the digital substation receives components that are not cyber secure then these components make it
easier for an attacker to infiltrate the system and carry out attacks.

Due to the fact that some older substations can still contain legacy infrastructure after being retrofitted,
causes the coexistence of legacy infrastructure with more modern technology. This blend of different

55



9.1. Sub-question answers 56

technologies increases the possible attack surface for malicious actors.

The centralized command and control of digital substations makes them (the digital substations) reliant
on TCP/IP-based protocols (such as IEC 61850). These protocols provide efficiency in the monitoring
and controlling of the energy system but also instigate possible cyber security risks. Vulnerabilities in
these communication protocols can be exploited by malicious actors.

Considering the fact that it is expensive to physically send an engineer to the digital substation site
to fix a certain malfunction or perform regular maintenance, the provision of remote access to engi-
neers has been introduced to perform these tasks at a distance. However, these remote access points
through which components such as the HMI can be accessed, can also be abused by malicious actors
to gain entry into the digital substation and perform attacks from inside.

Components within digital substations, such as IEDs, are heavily reliant upon soft- and firmware. The
soft- and firmware often contains vulnerabilities that can be exploited by a malicious actor if access to
the IEDs is obtained.

Besides cyber attacks that come through connections that go to and from the substation, it is also pos-
sible that a malicious actor (or a proxy) can gain physical access to the digital substation and tamper
with the system to cause damage or perform an attack step in a larger kill chain. If security measures
are not sufficiently taken then this is a weakness that can be misused by actors with bad intent.

When cyber attacks have occurred, often these attacks are not extensively reported and shared. This
is done for a variety of reasons, but the result stays the same, a lack of insight, knowledge, and aware-
ness about such events. Therefore, it is harder for utility companies and other relevant organizations
to prepare for cyber attacks. There are many known unknowns and unknown unknowns which are
unusable at this moment.

9.1.2. Sub-question 2
The second sub-question of the research went as follows:

 What are possible cyber security policies/interventions that can be implemented to decrease the
likelihood of a successful attack on substations?

 

This sub-question has been analyzed by a combination of document analysis and literature review
which contained over 16 sources. This resulted in the identification of 23 possible countermeasures
that could be implemented at digital substations to decrease the likelihood of a successful attack on
substations. These countermeasures are shown in Table 2.2, which can be found in Chapter 5. Once
again, this list is not exhaustive and is merely the result of the performed research during this study.
There are most likely cyber security countermeasures which are not mentioned in this table, but might
still be relevant.

9.1.3. Sub-question 3
The third sub-question of the research goes as follows:

How do the identified policies/interventions influence the likelihood of a successful attack on a
substation?

This sub-question has been answered by modeling attack graphs in Python and using shortest path
algorithms to find the shortest paths to the node which would correspond to a successful cyber attack.
The shortest paths, expressed in TTC (days), are converted into likelihood by equation 6.16.

The resulting change in likelihood per scenario, relative to the base case scenario, is repeated below
for the sake of readability:
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scenario ∆ likelihood
scenario 2: Intrusion Detection System -21.8%

scenario 3: zoning -39.9%
scenario 4: Remote Attestation +1.1%

scenario 5: honeypot -92.4%
scenario 6: all-in -93%

Table 9.1: Change in likelihood per scenario

9.1.4. Sub-question 4
The last sub-question of the research went as follows:

What are the (financial) consequences of a successful substation attack on the grid?

To find the answer to this sub-question, the results of the first executed scenario will be used, as
this scenario does not include any of the suggested countermeasures. According to this scenario and
its underlying sub-scenarios (levels of blackout following the opening of certain circuit breakers), the
consequences affect the amount of load in the grid and cause economic damage to the corresponding
region of that substation. The consequence for the grid load, for simplicity’s sake, has been categorized
into three possible classes, and using the DIgSILENT and Mininet based physical grid figures provided
by [18], the following has been estimated:

The consequences can range between a small blackout (maximum of 15% grid failure and duration
of up to 2 hours [131]), a medium blackout (maximum of 75% grid failure and duration of up to 19
hours [130]) and a large blackout (minimum of 75% grid failure and duration of approximately 72 hours
[132]). The total risk of these subscenarios varies between $32,690,947 and $46,201,833,830, caused
by a respective loss of load between 296.89 MWh (8.14% grid failure) and 41,9538 MWh (91.63% grid
failure). According to the general SCBAs (located in Appendix J), the best ROI/cost-effectiveness of
investment, is the investment in a honeypot (scenario 5) which has an ROI of 247,390, and the worst
is the investment in RA (scenario 4), which has an ROI of -2,066.

9.2. Main research questions answer
The main research question of this study was formulated as follows:

“To what extent can cyber security measures decrease the risk of cyber-attacks on CPPS
substations?”

Answering this research question required the completion of all the underlying sub-question. Now
that these sub-questions have been answered, the main research question can be answered.

The quantified model for cyber security in digital substations has proven to provide some relevant
cyber security metrics. Such metrics as the TTCavg of the dominant attack path, the average TTCavg

of all unique paths, ∆ likelihood and ∆ risk. While the generated values that result from the model
are most likely not the exact values that would be observed in practice, these values are still usable
as indicators and guidelines for creating and evaluating cyber security countermeasures. The model
should not be seen as the ultimate truth, but as a supporting tool to aid in running thought experiments
and quantify ideas and proposals for investments in the cyber security of digital substations, as this is
badly needed. The addition of financial figures to the model further enables and supports the invest-
ment decision-making process.

The suggested measures in the current iteration of the quantified model have limited application. Due
to the conditionality of the attack scenario setting and the finite combinations of countermeasures, the
results of the scenarios are only partly applicable in situations that are similar to the set constraints and
limitations of the constructed scenarios and setting.

Nevertheless, the quantified model has shown to produce results which indicate a reduction (between
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21.8% and 93%) in the total risk of certain scenarios of attacks against digital substations by malicious
actors.

9.3. Research difficulties
This section of the chapter is dedicated to the description of difficulties that have been while conducting
this study.

9.3.1. Lack of digital substation incident reports
As already touched upon in section 9.1.1., there is a limited amount of information available about
successful (or even thwarted) cyber attacks on digital substations. The reluctance of organizations to
disclose this valuable information has made it rather difficult to find many different attack steps. This
information was needed to formulate various attack steps that a malicious actor could take to eventually
reach its intended target, which in this case was the opening of the circuit breakers.

9.3.2. Unavailability of SecuriCAD software
At the beginning of the study, it became apparent that the intended quantitative threat modelling tool,
SecuriCAD, had been bought by Google’s parent company Alphabet Inc. Once acquired by Alphabet,
the software was only sold as an enterprise business to business product, and is no longer free to use
for researchers or academics. This complicated this study a lot since this software was planned to be an
integral part of the modelling research. In order to get similar results as would have been produced via
SecuriCAD, two separate Python models had to be built. However, the author had very limited Python
experience. This made the modelling process substantially more difficult than it was first envisioned
to be. Fortunately, the author of the work upon which this study continues, Ioannis Semertzis, had a
Python code available which eventually served as the foundation of the first part of the Python model.
Nevertheless, this change in the modelling approach has caused some delays in the progression of the
research. However, besides the negative consequences, there was a positive externality. Namely, the
added flexibility and transparency that a Python model provides, compared to the black-box approach
of the SecuriCAD software.

9.3.3. Algorithm limitations
During the finalisation of the second Python model, a constraint of the previously used Dijkstra’s Single
Source Shortest Path Algorithm was stumbled upon. This constraint was that it is very difficult or im-
possible to force the algorithm to recalculate the shortest path, while within the Monte Carlo simulation
if a certain condition of the shortest path was met. This functionality was needed to apply the penalty
of a modelled countermeasure and extract the shortest unique paths between the source node and
the target node. This required that the entire core of the second Python model had to change from a
Dijkstra’s Algorithm to a Depth-First-Search algorithm, which provided the needed flexibility in penalty
application modelling. Due to the late realization, this constraint had to be fixed quickly and caused
some minor delays in the progress of the research.

9.3.4. Cyber security SCBA documentation
In order to analyze the business case for the use of the proposed quantified model to aid in invest-
ment decision-making, a limited societal cost-benefit analysis of the suggested countermeasures has
been performed. A format for this SCBA was sought in order to lend credence to the execution of the
SCBA. However, there were no examples or formats to be found for critical infrastructure cyber secu-
rity SCBAs. This was peculiar, as such cyber security investments into critical infrastructure should be
more common in 2023, especially given the current and outlined cyber security trends. However, not
being able to find a proper format, an older SCBA for critical infrastructure format has been adjusted
accordingly, and used to serve as a guideline.

9.3.5. 'Manual' sensitivity analysis
Due to the fact that both models have been built in Python and don’t have built-in sensitivity analysis
options, the sensitivity analyses of these models had to be performed ’by hand’. This means that for all
the parameters that have been changed within a certain range, the adjustment had to be inserted and
run one by one. As a result, the sensitivity analysis has taken a lot of time to perform, in order to execute
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them for every scenario and parameter adjustment. In order to keep the time spent on the sensitivity
analysis at a manageable level, only one parameter had been changed at a time, while leaving the
remaining parameters at their ’normal’ level. This resulted in a sensitivity analysis that consists of
single parameter adjustments, and not combinations of different parameters. Running combinations of
adjusted parameters might have resulted in interesting behaviour which is now unknown.

9.4. Limitations
In this part of the conclusion the limitations of the performed study are outlined.

9.4.1. Attack scenarios
Within the constructed scenarios only a single attack setup is considered. Namely, the combination of
entry at the set Gateway entry point, and a single goal of the malicious actor, which was the opening of
the circuit breaker. In reality, there are other entry points from which the malicious actor could start its
attack path. However, given the limited time to complete the study, only this single entry point was con-
sidered. The same goes for the goal of the malicious actor. There are other goals that a malicious actor
could have to (eventually) affect the power system, such as a DoS attack against the Gateway/RTU in
order to prevent the SCADA system to communicate with the targeted substation.

Because this study only focused on the assumed attack scenario setting, the results of this research
can only be applied to cases where one is only interested in that specific attack setting.

9.4.2. Attack path possibilities
Given the limited knowledge available of possible attack steps within the digital substation, the con-
structed attack paths consist of a small and finite subset of the potential attack paths that could be
taken by a malicious actor in practice. In order to increase the usability of the quantified model(s) a
pen-testing team, specialized in digital substations could provide amore extensive list of possible attack
steps.

9.4.3. Separate sensitivity analyses
As mentioned in paragraph 9.3.5, the long duration of the sensitivity analysis has led to the choice
to limit some parts of the sensitivity analysis. One important limitation of the sensitivity analysis is
that the evaluated output values of the first model, have not been used as input for the second model.
Since these models are coupled, the potential behaviour of the model-pair has not been examined.
The coupling of the individual sensitivity analyses might have resulted in interesting behaviour which
remains unobserved at this point.

9.4.4. TTC calculation constants
In equations 6.2 and 6.7, two constants have been assumed, that were in line with previous authors.
The same goes for the time estimation of subprocess 1, where t1 = 1 day. However, in hindsight, these
constants should have been converted to, for example, normal distributions, to emulate the uncertainty
in these assumptions and better reflect the broader range of possible values that could be encountered
in reality. This has not been noted before the study was completed. Therefore, it was not possible to
implement this improvement post hoc, to see the results. It might have been possible that the change
from constants to distributions could have led to significantly different outcomes, but this could not be
studied in time. Therefore, this is a limitation of this work.

9.5. Future work
In the final part of this study, possible directions for future work are given. These directions can be
pursued by another researcher who wants to continue the research in this field.

9.5.1. Additional attack and defense scenarios
In this work, as previously described in this chapter and the previous chapter, either only one coun-
termeasure is simulated at a time, or all the countermeasures at once. This leaves a lot of other
combinations in the solution space which are not researched. This is also true for the entry point and
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goal of the malicious actor. Performing further research into this unexplored solution space might yield
interesting results in terms of defensive efforts and change in likelihood and risk.

This future work suggestion is part of a larger recommendation that is done after performing this study,
namely, the creation of a more professionalized combined quantitative model which consists of more
extended attack paths based on input from cyber experts and field operators. This model should be
user-friendly and have a built-in sensitivity analysis to ensure practicability and ease of use. This way
the quantitative model would be more accurate and of greater added value to decision-makers.

9.5.2. Experimentation with different cyber security maturity
In this work an addition to the likelihood calculation has been proposed. This addition adjusts the
Mean-Time-To-Detect, based on the maturity factor of the organization’s cyber security policies and
capabilities. In this study the maturity factor m was assumed to be equal to 1, to keep the complexity
of the study to a manageable degree. However, the calculation and effects of m on the change in
likelihood and risk might be interesting to research further.

9.5.3. Increased cyber security (supply chain) cooperation
Another common theme that was encountered throughout this research was the lack of, and potential
gains in, increased cyber security collaboration. Not only do some of the biggest vulnerabilities lie in
the lack of cooperation in the cyber security supply chain, but also possible solutions to these (and
larger) ”challenges” can be found in forms of increased cooperation, such as self-governance of critical
infrastructure. Tighter collaboration makes it easier to appoint the least-cost avoider(s), and might even
decrease the necessary cyber security investment costs or the potentially incurred monetary damage.
This topic has only been slightly addressed in this study by means of a very limited use of the IAD
framework to apply theories such as the least-cost avoider. However, the superficiality of this study
with regard to that topic can be elaborated upon. Further research could be done to see what the exact
benefits of increased cyber security (supply chain) cooperation are, and how this could influence the
(financial) consequences of a successful cyber attack on a digital substation.
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C
Stakeholders

Table C.1: Description of the stakeholders-actors

Name: Role: Description:

Employees Actor Employees directly influence the cybersecurity and functioning of
the substation. Every day the employees interact with the system

NGOs Stakeholder NGOs try to influence the (cyber security) direction of the TSO in
an indirect way through actions such as e.g. reports and protests

Governments
and policy-
makers

Actor
Governments (national and intergovernmental) directly influence
the operations and direction of TSOs through binding regulation
and oversight, including cyber security practices.

Customers Stakeholder

Customers, despite being essential to deliver the service, are not
able to actively influence the substations of the TSO as it is a
natural monopoly. They don’t influence the cybersecurity of sub-
stations

Regulators Stakeholder

Regulators (such as ENTSO-E) indirectly influence the cyberse-
curity of substations. This association of TSOs advises the na-
tional and intergovernmental policy makers on proposed electric-
ity related policies

Suppliers Actors

Suppliers are essential actors in the (cybersecurity) supply chain.
Without the components and services supplied by the suppliers
the process cannot function. Substations consist of many compo-
nents of suppliers. If these components are not cyber secure the
whole system is not cyber secure. Security related actions of the
suppliers thus directly influence the security of substations

Shareholders Stakeholder
Shareholders can only influence big business decisions such as
take-overs and fusions. They don’t directly influence the cyber
security of substations

Energy
market partic-
ipants

Stakeholder
Energy market participants are required for supplying energy to
the consumers, but do not directly influence the cybersecurity of
substations

Hackers Actor Hackers are malicious actors that actively try to disrupt the func-
tioning of the substation or try to temper with it’s data(structure)
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F
TTC distributions per component

Figure F.1: Component vulnerabilities and TTC distributions
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G
Financial calculations

countermeasures

Figure G.1: Estimated cost composition IDS countermeasure

Figure G.2: Estimated cost composition Zoning countermeasure
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Figure G.3: Estimated cost composition Remote Attestation countermeasure

Figure G.4: Estimated cost composition Honeypot countermeasure

Figure G.5: Estimated cost composition All-in countermeasures



H
Python code Model 1

H.1. Python code
1 import scipy.stats
2 import pandas as pd
3 import numpy as np
4 import numpy.random as random
5 import matplotlib.pyplot as plt
6 import math
7

8 from scipy.stats import norm
9 from scipy.stats import truncnorm
10 from scipy.stats import gamma
11 from scipy.stats import expon
12 from scipy.stats import lognorm
13 from scipy.stats import pareto
14

15

16 #time that malicious actor needs to exploit the target asset if the actor can
access a certain vulnerability

17 tte1 = 1
18

19 #time that malicious actor needs to develop novel exploit for a known
vulnerability

20 tte2 = 5.8
21

22 #time that malicious actor needs to exploit zero-day vulnerability
23 tte3 = 30.42
24

25 #amount of unique vulnerabilities of an asset which are know to malicious actor
26 #decrease this number by the amount of hardware and/or soft/firm-ware based

vulnerabilities when remote attestation is on
27 RA = 0
28 V = 0 - RA
29

30 #amount of total vulnerabilities according to Zhang(2015) but adjusted from 7k to
6.1k due to Monte Carlo fitting limitations

31 K = 6100
32

33 #number of Monte-Carlo samples
34 samples = 10000
35

36 #initial matrice results
37 rows = samples
38 TTC_results_e = [0 for i in range(rows)]

80
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39 TTC_results_i = [0 for i in range(rows)]
40 TTC_results_b = [0 for i in range(rows)]
41 p1_results_e = [0 for i in range(rows)]
42 p1_results_i = [0 for i in range(rows)]
43 p1_results_b = [0 for i in range(rows)]
44

45 Attacker1='expert'
46 Attacker2='intermediate'
47 Attacker3='beginner'
48

49 for s in range(0,samples ,1):
50

51 if Attacker1 == 'expert':
52 k_expert=np.random.normal(0.8, 0.04,size=None)
53

54 fc_e = k_expert
55

56 M_e = 360*k_expert
57

58 if Attacker2 == 'intermediate':
59 k_intermediate=np.random.normal(0.55, 0.07,size=None)
60

61 fc_i = k_intermediate
62

63 M_i = 250*k_intermediate
64

65 if Attacker3 == 'beginner':
66 k_beginner = np.random.normal(0.2, 0.05,size=None)
67

68 fc_b = k_beginner
69

70 M_b = 100*k_beginner
71

72 #process 1 - Probability of exploiting known vulnerability with a known
exploit. success probability

73 #per malicious actor level (K = V_tot!!)
74 p1_e= 1-math.exp(-(V*M_e)/K)
75 p1_i= 1-math.exp(-(V*M_i)/K)
76 p1_b= 1-math.exp(-(V*M_b)/K)
77

78 #Time to compromise for process 1
79 TTCp1_e = tte1*p1_e
80 TTCp1_i = tte1*p1_i
81 TTCp1_b = tte1*p1_b
82

83 #process 2 Probability time needed to create an exploit for a known
vulnerability. success probability

84 #per malicious actor level
85 p2_e = 1-p1_e
86 p2_i = 1-p1_i
87 p2_b = 1-p1_b
88

89 #vulnerabilities that can be targeted by malicious actor (AM) and those which
the malicious actor cannot target(NM)

90 AM_e = int(fc_e*V)
91 AM_i = int(fc_i*V)
92 AM_b = int(fc_b*V)
93

94 NM_e = V - AM_e
95 NM_i = V - AM_i
96 NM_b = V - AM_b
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97

98 #initialization
99 SumProbability_e = 1
100 SumProbability_i = 1
101 SumProbability_b = 1
102 Probability_e = 1
103 Probability_i = 1
104 Probability_b = 1
105

106 #Number of tries to create exploit for known vulnerability
107 for i in range(2, V-AM_e+1,1):
108 for j in range(2,i,1):
109 Probability_e = Probability_e*((NM_e-j+2)/(V-j+1))
110 SumProbability_e = SumProbability_e + i*Probability_e
111

112 for i in range(2, V-AM_i+1,1):
113 for j in range(2,i,1):
114 Probability_i = Probability_i*((NM_i-j+2)/(V-j+1))
115 SumProbability_i = SumProbability_i + i*Probability_i
116

117 for i in range(2, V-AM_b+1,1):
118 for j in range(2,i,1):
119 Probability_b = Probability_b*((NM_i-j+2)/(V-j+1))
120 SumProbability_b = SumProbability_b + i*Probability_b
121

122 #estimation of number of tried needed by malicious actor
123 ET_e = k_expert*(SumProbability_e)
124 u3_e = (1-k_expert)**V
125

126 ET_i = k_intermediate*(SumProbability_i)
127 u3_i = (1-k_intermediate)**V
128

129 ET_b = k_beginner*(SumProbability_b)
130 u3_b = (1-k_beginner)**V
131

132 u2_e = 1-u3_e
133 u2_i = 1-u3_i
134 u2_b = 1-u3_b
135

136 #Time to compromise for process 2
137 TTCp2_e = tte2*p2_e*ET_e*u2_e
138 TTCp2_i = tte2*p2_i*ET_i*u2_i
139 TTCp2_b = tte2*p2_b*ET_b*u2_b
140

141 #process 3 needed time for novel zero day exploit
142 TTCp3_e = (((1/k_expert)-0.5)*tte3+tte2)*p2_e*u3_e
143 TTCp3_i = (((1/k_intermediate)-0.5)*tte3+tte2)*p2_i*u3_i
144 TTCp3_b = (((1/k_beginner)-0.5)*tte3+tte2)*p2_b*u3_b
145

146

147 #total TTC calculation
148 Tot_TTC_e = TTCp1_e + TTCp2_e + TTCp3_e
149 Tot_TTC_i = TTCp1_i + TTCp2_i + TTCp3_i
150 Tot_TTC_b = TTCp1_b + TTCp2_b + TTCp3_b
151

152

153 TTC_results_e[s]=Tot_TTC_e
154 p1_results_e[s]=TTCp1_e
155

156 TTC_results_i[s]=Tot_TTC_i
157 p1_results_i[s]=TTCp1_i
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158

159 TTC_results_b[s]=Tot_TTC_b
160 p1_results_b[s]=TTCp1_b
161

162 print(Tot_TTC_e)
163

164 #distributions
165

166 shape1, loc1, scale1 = scipy.stats.distributions.gamma.fit(TTC_results_e)
167 shape2, loc2, scale2 = scipy.stats.distributions.gamma.fit(TTC_results_i)
168 shape3, loc3, scale3 = scipy.stats.distributions.gamma.fit(TTC_results_b)
169 #shape1, loc1, scale1 = scipy.stats.distributions.gamma.fit(TTC_results_e , floc=3)
170

171 mean1, var1 = scipy.stats.distributions.norm.fit(TTC_results_e)
172 print("\n Normal distribution for expert level attacker: mean =",mean1, "and

variance=",var1)
173

174 mean2, var2, loc2, s2 = scipy.stats.distributions.truncnorm.fit(TTC_results_e)
175

176 print("\n Truncated Normal for expert level attackers -> mean:", mean2, ",variance
:",var2, ",location:", loc2)

177

178 a, b = scipy.stats.distributions.expon.fit(TTC_results_e)
179

180 print("\n Exponential for expert level attackers ->",a ,"and ",b)
181

182 print ("\n Gamma Distribution Fitting for all level of attackers")
183 print("\n shape =",shape1, "loc =",loc1,"and scale=",scale1)
184 print("\n shape =",shape2, "loc =",loc2,"and scale=",scale2)
185 print("\n shape =",shape3, "loc =",loc3,"and scale=",scale3)
186

187 "Manually set the plotting space"
188 if Attacker1 == 'expert':
189 x1 = np.linspace(3,5,100)
190 range_A = [3,5]
191

192 if Attacker2 == 'intermediate':
193 x2 = np.linspace(2.5,20,100)
194 range_B = [2.5,20]
195

196 if Attacker3 == 'beginner':
197 x3 = np.linspace(0,300,100)
198 range_C = [0,300]
199

200 y_e = gamma.pdf(x1, shape1, loc1, scale1)
201 y_i = gamma.pdf(x2, shape2, loc2, scale2)
202 y_b = gamma.pdf(x3, shape3, loc3, scale3)
203

204 n_e = norm.pdf(x1, mean1, var1)
205 tn_e = truncnorm.pdf(x1, mean2, var2, loc2, s2)
206 p_e = expon.pdf(x1, a, b)
207

208 "Plotting the histograms of TTC per attacker category"
209 fig1 = plt.figure(1)
210 fig1, axs = plt.subplots(3, 1, figsize=(16,9))
211 fig1.tight_layout(pad=1.0)
212

213 axs[0].hist(TTC_results_e , range=range_A, bins=200, density=True, label = "Expert"
, color = 'red')

214 axs[0].legend(loc ='upper left', prop={"size":14})
215 axs[0].set_xlabel('TTC in days \n\n a)', fontsize = 14)
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216 axs[0].set_ylabel('Percentage of Samples', fontsize = 14)
217

218 axs[1].hist(TTC_results_i , range=range_B, bins=200, density=True, label = "
Intermediate", color="green")

219 axs[1].legend(loc ='upper left', prop={"size":14})
220 axs[1].set_xlabel('TTC in days \n\n b)', fontsize = 14)
221 axs[1].set_ylabel('Percentage of Samples', fontsize = 14)
222

223 axs[2].hist(TTC_results_b , range=range_C, bins=200, density=True, label = "
Beginner", color = "orange")

224 axs[2].legend(loc ='upper right', prop={"size":14})
225 axs[2].set_xlabel('TTC in days \n\n c)', fontsize = 14)
226 axs[2].set_ylabel('Percentage of Samples', fontsize = 14)
227

228 "Plot the legends"
229 axs[0].legend()
230 axs[1].legend()
231 axs[2].legend()
232 fig1.tight_layout(pad=1.0)
233 #plt.savefig("Histograms.png")
234

235

236 "Plotting the distribution fitting"
237 fig2 = plt.figure(2)
238 fig2, axs = plt.subplots(1, 1, figsize=(16,9))
239

240 axs.hist(TTC_results_e , range=range_A, bins=100, density=True, label = "Histogram
", linewidth = 2.0)

241 axs.plot(x1, p_e, label = "Exponential Fit", linewidth = 3.0, linestyle = 'dashdot
', color ='k')

242 axs.plot(x1, n_e, label = "Normal Fit", linewidth = 3.0)
243

244

245 axs.plot(x1, y_e, label = "Gamma Fit", linewidth=3.0, linestyle = 'dashed', color
= 'r')

246

247 axs.legend(loc ='upper left', prop={"size":20})
248 axs.set_xlabel('TTC in days', fontsize = 20)
249 axs.set_ylabel('Percentage of Samples', fontsize = 20)
250 axs.tick_params(axis='x', which='both', labelsize=20)
251 axs.tick_params(axis='y', which='both', labelsize=20)
252 axs.set_ylim(0.01, 25)
253 #axs.set_xlim(4.2, 4.7)
254

255 fig2.tight_layout(pad=1.0)
256 #plt.savefig("Histograms.png")
257 plt.show()
258

259 print('P1')
260 print(p1_e)
261 print('P2')
262 print(p2_e)
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I.1. Python code
1 import plotly.graph_objects as go
2 import networkx as nx
3 import random
4 from textwrap import wrap
5 import matplotlib.pyplot as plt
6 import matplotlib.patheffects as pe
7 import numpy as np
8 from adjustText import adjust_text
9 from collections import defaultdict
10 from matplotlib.path import Path
11 from matplotlib.ticker import MaxNLocator
12 import matplotlib.patches as patches
13 import matplotlib.lines as mlines
14 from networkx.drawing.nx_agraph import graphviz_layout
15

16 # Define the graph randomgamma(shape, scale, 1)[0] + loc
17 G = nx.MultiDiGraph()
18

19 honeypot_enabled = True # if this is true then the honeypot is added to the graph
20 RA_enabled = True #if this is true then the TTC of the corresponding edges is

increased and if false then the edges keep their lower TTC
21

22 G.add_node("entry_point")
23 G.add_edge("entry_point", "access_LAN", TTC=np.random.normal(5.2769, 0.2595, 1)

[0], name="EP-AL", color="black")
24 G.add_node("access_LAN")
25 G.add_node("firmware_compromise_LAN")
26 G.add_edge("entry_point", "firmware_compromise_LAN", TTC=np.random.normal

(9.150897, 1.140997, 1)[0], name="EP-FCLAN", color="black")
27 G.add_edge("firmware_compromise_LAN", "gateway_LAN_compromised", TTC=0, name="

FCLAN-GLC", color="green")
28 G.add_edge("access_LAN", "gateway_LAN_compromised", TTC=0, name="AL-GLC", color="

green")
29 G.add_node("gateway_LAN_compromised")
30 G.add_edge("gateway_LAN_compromised", "connect_LAN", TTC=0, name="GLC-CL", color="

green")
31 G.add_node("connect_LAN")
32 G.add_node("authentication_breach_switch")
33 G.add_node("firmware_compromise_switch")
34 G.add_edge("connect_LAN", "authentication_breach_switch", TTC=np.random.gamma

(0.949702, 0.30644, 1)[0] + 4.959169, name="CL-ABS", color="black")

85
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35 G.add_edge("connect_LAN", "firmware_compromise_switch", TTC=np.random.gamma
(0.681717, 0.088328, 1)[0] + 4.29532, name="CL-FCS", color="black")

36 G.add_edge("authentication_breach_switch", "station_bus_compromised", TTC=0, name=
"ABS-SBC", color="green")

37 G.add_edge("firmware_compromise_switch", "station_bus_compromised", TTC=0, name="
FCS-SBC", color="green")

38 G.add_node("station_bus_compromised")
39 G.add_edge("station_bus_compromised", "discover_IED", TTC=np.random.normal

(9.16497, 1.150367, 1)[0], name="SBC-DIED", color="black")
40 G.add_edge("station_bus_compromised", "automated_collection_server_controller",

TTC=np.random.gamma(0.606349, 0.10392, 1)[0] + 4.29532, name="SBC-ACSC", color=
"black")

41 G.add_node("automated_collection_server_controller")
42 G.add_node("discover_IED")
43 G.add_node("firmware_compromise_IED")
44 G.add_edge("firmware_compromise_IED", "IED_compromised", TTC=0, name="FCIED-IEDC",

color="green")
45 G.add_node("IED_compromised")
46 G.add_edge("IED_compromised", "open_circuit_breaker", TTC=0, name="IEDC-OCB",

color="green")
47 G.add_node("open_circuit_breaker")
48 G.add_edge("open_circuit_breaker", "circuit_breaker_opened", TTC=0, name="OCB-CBO"

, color="green")
49 G.add_node("circuit_breaker_opened")
50 G.add_edge("circuit_breaker_opened", "grid_failure_node", TTC=0, name="CBO-GFN",

color="green")
51 G.add_node("grid_failure_node")
52 G.add_node("commandline_interface_HMI")
53 G.add_node("mitm_HMI")
54 G.add_node("firmware_compromise_HMI")
55 G.add_edge("station_bus_compromised", "commandline_interface_HMI", TTC=np.random.

normal(28.72292, 1.90938, 1)[0], name="SBC-CIHMI", color="black")
56 G.add_edge("commandline_interface_HMI", "HMI_compromised", TTC=0, name="CIHMI-HMIC

", color="green")
57 G.add_edge("station_bus_compromised", "mitm_HMI", TTC=np.random.normal(9.14217,

1.119987, 1)[0], name="SBC-MITMHMI", color="black")
58 G.add_node("HMI_compromised")
59 G.add_edge("mitm_HMI", "HMI_compromised", TTC=0, name="MITMHMI-HMIC", color="green

")
60 G.add_edge("firmware_compromise_HMI", "HMI_compromised", TTC=0, name="FCHMI-HMIC",

color="green")
61 G.add_node("transfer_command_HMI")
62 G.add_edge("HMI_compromised", "transfer_command_HMI", TTC=0, name="HMIC-TCHMI",

color="green")
63 G.add_node("modify_parameter_IED")
64 G.add_edge("transfer_command_HMI", "modify_parameter_IED", TTC=0, name="TCHMI-MP",

color="green")
65 G.add_edge("modify_parameter_IED", "circuit_breaker_opened", TTC=0, name="MP-CBO",

color="green")
66 G.add_edge("connect_LAN", "mitm_server_controller", TTC=np.random.normal(4.05357,

0.131204, 1)[0], name="CL-MITMSC", color="black")
67 G.add_node("mitm_server_controller")
68 G.add_node("server_controller_compromised")
69 G.add_edge("mitm_server_controller", "server_controller_compromised", TTC=0, name=

"MITMSC-SCC", color="green")
70 G.add_node("transfer_command_server_controller")
71 G.add_edge("server_controller_compromised", "transfer_command_server_controller",

TTC=0, name="SCC-TCSC", color="green")
72 G.add_edge("transfer_command_server_controller", "modify_parameter_IED", TTC=0,

name="TCSC-MP", color="green")
73
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74 if honeypot_enabled:
75 G.add_node("connect_honeypot")
76 G.add_edge("connect_LAN", "connect_honeypot", TTC= 1, name="SBC-CHP", color="

black")
77 G.add_node("honeypot_reached")
78 G.add_edge("connect_honeypot", "honeypot_reached", TTC= 0, name="CHP-HPR",

color="green")
79 G.add_node("connect_to_IED")
80 G.add_edge("honeypot_reached", "connect_to_IED", TTC= 0, name="HPR-CTIED",

color="green")
81 G.add_edge("connect_to_IED", "IED_compromised", TTC= 0, name="CTIED-IEDC",

color="green")
82

83 if RA_enabled:
84 G.add_edge("discover_IED", "firmware_compromise_IED", TTC=np.random.normal

(28.7279, 1.91468, 1)[0], name="DIED-FCIED", color="black")
85 G.add_edge("automated_collection_server_controller", "firmware_compromise_IED"

, TTC=np.random.normal(28.7279, 1.91468, 1)[0], name="ACSC-FCIED", color="
black")

86 G.add_edge("connect_LAN", "firmware_compromise_switch", TTC=np.random.normal
(28.7002, 1.91364, 1)[0], name="CL-FCS", color="black")

87 G.add_edge("station_bus_compromised", "firmware_compromise_HMI", TTC=np.random
.normal(28.70862, 1.917329, 1)[0] + 4.841127, name="SBC-FCHMI", color="
black")

88 else:
89 G.add_edge("discover_IED", "firmware_compromise_IED", TTC=np.random.normal

(3.746522, 0.173731, 1)[0], name="DIED-FCIED", color="black")
90 G.add_edge("automated_collection_server_controller", "firmware_compromise_IED"

, TTC=np.random.normal(3.74252, 0.15001, 1)[0], name="ACSC-FCIED", color="
black")

91 G.add_edge("connect_LAN", "firmware_compromise_switch", TTC=np.random.gamma
(0.681717, 0.088328, 1)[0] + 4.29532, name="CL-FCS", color="black")

92 G.add_edge("station_bus_compromised", "firmware_compromise_HMI", TTC=np.random
.normal(9.145946, 1.146286, 1)[0] + 4.841127, name="SBC-FCHMI", color="
black")

93

94 # Define the Monte Carlo simulation parameters
95 num_trials = 20000
96 penalty_IDS = 80
97 penalty_HP = 270
98

99 simulation_paths = {}
100 shortest_paths = defaultdict(dict)
101 all_shortest_paths = defaultdict(dict)
102 penalized_edges = defaultdict(int) # Stores whether a penalty was applied to an

edge
103 shortest_paths_list = []
104

105 # Function to calculate TTC for a path
106 def calculate_ttc_for_path(G, path):
107 total_ttc = 0
108 for i in range(len(path) - 1):
109 total_ttc += G[path[i]][path[i + 1]][0]['TTC']
110 return total_ttc
111

112 # Function to find all paths from source to target #penalty zoning = 15 for
analysis

113 def find_paths(graph, start, end, path=[], ttc=0, IDS_enabled=True, zoning_enabled
=True, shortest_path=None, honeypot_penalty=True):

114 path = path + [start]
115 if start == end:
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116 if IDS_enabled and "gateway_LAN_compromised" in path and "
server_controller_compromised" in path:

117 ttc += penalty_IDS
118 if zoning_enabled and any(node in path for node in ["discover_IED", "

automated_collection_server_controller", "transfer_command_HMI", "
transfer_command_server_controller"]):

119 ttc += 15
120 return [(path, ttc)]
121 if start not in graph:
122 return []
123 paths = []
124 for node in graph[start]:
125 edge_ttc = min(graph[start][node][k]['TTC'] for k in graph[start][node])
126 if node not in path:
127 newpaths = find_paths(graph, node, end, path, ttc + edge_ttc ,

IDS_enabled , zoning_enabled , shortest_path , honeypot_penalty)
128 for newpath in newpaths:
129 paths.append(newpath)
130 return paths
131

132 # setup a dictionary to store names and colors for each edge
133 edge_colors = {(u, v): d['color'] for u, v, d in G.edges(data=True)}
134

135 # Create edge_names dictionary
136 edge_names = {}
137 for u, v, k, data in G.edges(keys=True, data=True):
138 edge_names[(u, v, k)] = data['name']
139

140 # Initialize an empty dictionary to store TTC values for each edge
141 edge_ttc_values = {}
142 for u, v, k in G.edges(keys=True):
143 edge_ttc_values[(u, v, k)] = []
144 G[u][v][k]['TTC_original'] = G[u][v][k]['TTC']
145

146 # update shortest path lengths for multiple trials
147

148 shortest_path_lengths = []
149 source_node = "entry_point"
150 target_node = "grid_failure_node"
151 # Initialize the shortest_paths and all_shortest_paths dictionaries for the source

node
152 shortest_paths[source_node] = {target_node: {'Path': None, 'TTC': float('inf')}}
153 all_shortest_paths[source_node] = {target_node: None}
154

155 # Initialize the shortest path and its total TTC
156 shortest_path = None
157 shortest_ttc = float('inf')
158 shortest_ttc_dict = {}
159

160 # Initialize the overall shortest path and its total TTC
161 overall_shortest_path = []
162 overall_shortest_ttc = float('inf')
163

164 for i in range(num_trials):
165 G.edges["entry_point", "access_LAN", 0]["TTC"] = np.random.normal(5.2769,

0.2595, 1)[0]
166 G.edges["entry_point", "firmware_compromise_LAN", 0]["TTC"] = np.random.normal

(9.150897, 1.140997, 1)[0]
167 G.edges["access_LAN", "gateway_LAN_compromised", 0]["TTC"] = 0
168 G.edges["gateway_LAN_compromised", "connect_LAN", 0]["TTC"] = 0
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169 G.edges["connect_LAN", "authentication_breach_switch", 0]["TTC"] = np.random.
gamma(0.949702, 0.30644, 1)[0] + 4.959169

170 G.edges["connect_LAN", "firmware_compromise_switch", 0]["TTC"] = np.random.
gamma(0.681717, 0.088328, 1)[0] + 4.29532

171 G.edges["authentication_breach_switch", "station_bus_compromised", 0]["TTC"] =
0

172 G.edges["firmware_compromise_switch", "station_bus_compromised", 0]["TTC"] = 0
173 G.edges["station_bus_compromised", "discover_IED", 0]["TTC"] = np.random.

normal(9.16497, 1.150367, 1)[0]
174 G.edges["station_bus_compromised", "automated_collection_server_controller",

0]["TTC"] = np.random.gamma(0.606349, 0.10392, 1)[0] + 4.29532
175 G.edges["discover_IED", "firmware_compromise_IED", 0]["TTC"] = np.random.

normal(3.74252, 0.15001, 1)[0]
176 G.edges["automated_collection_server_controller", "firmware_compromise_IED",

0]["TTC"] = np.random.normal(3.74252, 0.15001, 1)[0]
177 G.edges["firmware_compromise_IED", "IED_compromised", 0]["TTC"] = 0
178 G.edges["IED_compromised", "open_circuit_breaker", 0]["TTC"] = 0
179 G.edges["open_circuit_breaker", "circuit_breaker_opened", 0]["TTC"] = 0
180 G.edges["circuit_breaker_opened", "grid_failure_node", 0]["TTC"] = 0
181 G.edges["station_bus_compromised", "commandline_interface_HMI", 0]["TTC"] = np

.random.normal(28.72292, 1.90938, 1)[0]
182 G.edges["commandline_interface_HMI", "HMI_compromised", 0]["TTC"] = 0
183 G.edges["HMI_compromised", "transfer_command_HMI", 0]["TTC"] = 0
184 G.edges["transfer_command_HMI", "modify_parameter_IED", 0]["TTC"] = 0
185 G.edges["modify_parameter_IED", "circuit_breaker_opened", 0]["TTC"] = 0
186 G.edges["connect_LAN", "mitm_server_controller", 0]["TTC"] = np.random.normal

(4.05357, 0.131204, 1)[0]
187 G.edges["mitm_server_controller", "server_controller_compromised", 0]["TTC"] =

0
188 G.edges["server_controller_compromised", "transfer_command_server_controller",

0]["TTC"] = 0
189 G.edges["transfer_command_server_controller", "modify_parameter_IED", 0]["TTC"

] = 0
190

191 if honeypot_enabled:
192 G.edges["connect_LAN", "connect_honeypot", 0]["TTC"] = 1
193 G.edges["connect_honeypot", "honeypot_reached", 0]["TTC"] = 0
194 G.edges["honeypot_reached", "connect_to_IED", 0]["TTC"] = 0
195 G.edges["connect_to_IED", "IED_compromised", 0]["TTC"] = 0
196

197 if RA_enabled:
198 G.edges["discover_IED", "firmware_compromise_IED", 0]["TTC"] = np.random.

normal(28.7279, 1.91468, 1)[0]
199 G.edges["automated_collection_server_controller", "firmware_compromise_IED

", 0]["TTC"] = np.random.normal(28.7279, 1.91468, 1)[0]
200 G.edges["connect_LAN", "firmware_compromise_switch", 0]["TTC"] = np.random

.normal(28.7002, 1.91364, 1)[0]
201 G.edges["station_bus_compromised", "firmware_compromise_HMI", 0]["TTC"] =

np.random.normal(28.70862, 1.917329, 1)[0]
202 else:
203 G.edges["discover_IED", "firmware_compromise_IED", 0]["TTC"] = np.random.

normal(3.746522, 0.173731, 1)[0]
204 G.edges["automated_collection_server_controller", "firmware_compromise_IED

", 0]["TTC"] = np.random.normal(3.74252, 0.15001, 1)[0]
205 G.edges["connect_LAN", "firmware_compromise_switch", 0]["TTC"] = np.random

.gamma(0.681717, 0.088328, 1)[0] + 4.29532
206 G.edges["station_bus_compromised", "firmware_compromise_HMI", 0]["TTC"] =

np.random.normal(9.145946, 1.146286, 1)[0]
207

208 # Find all paths
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209 all_paths = find_paths(G, "entry_point", "grid_failure_node", shortest_path=
shortest_path)

210

211 # For each path, if it's a new path or if the total TTC is shorter than the
previous shortest, update the variables

212 for path, total_ttc in all_paths:
213 path_tuple = tuple(path)
214 if total_ttc < shortest_ttc:
215 shortest_ttc = total_ttc
216 shortest_path = path[:]
217 if path_tuple not in shortest_ttc_dict or total_ttc < shortest_ttc_dict[

path_tuple]:
218 shortest_ttc_dict[path_tuple] = total_ttc
219

220 # Update the overall shortest path and its TTC if necessary
221 if shortest_ttc < overall_shortest_ttc:
222 overall_shortest_ttc = shortest_ttc
223 overall_shortest_path = shortest_path[:]
224

225 # Check if the overall shortest path contains the node "honeypot_reached"
226 if "honeypot_reached" in overall_shortest_path:
227 # Apply the penalty to all paths
228 for path_tuple , total_ttc in shortest_ttc_dict.items():
229 shortest_ttc_dict[path_tuple] += penalty_HP
230

231 # Update the overall shortest path and its TTC after penalty has been
applied

232 overall_shortest_path , overall_shortest_ttc = min(shortest_ttc_dict.items
(), key=lambda x: x[1])

233

234 # Store TTC values for each edge
235 for path, total_ttc in all_paths:
236 for u, v in zip(path[:-1], path[1:]):
237 edge_ttc_values[(u, v, 0)].append(G[u][v][0]['TTC'])
238

239 # Update the overall shortest path and its TTC if necessary
240 if shortest_ttc < overall_shortest_ttc:
241 overall_shortest_ttc = shortest_ttc
242 overall_shortest_path = shortest_path[:]
243

244 # Sort the dictionary items by their TTC in ascending order
245 sorted_ttc_items = sorted(shortest_ttc_dict.items(), key=lambda item: item[1])
246

247 # If there are at least 2 unique paths, print the shortest and the second shortest
248 if len(sorted_ttc_items) >= 2:
249 # Print the overall shortest path
250 path_tuple , shortest_ttc = sorted_ttc_items[0]
251 path = list(path_tuple)
252 print("Overall Shortest Path:")
253 for node in path:
254 print(node)
255 print(f"Shortest total TTC: {shortest_ttc}\n")
256

257 # Find and print the second shortest unique path that does not contain "
honeypot_reached"

258 second_shortest_path = None
259 for i in range(1, len(sorted_ttc_items)):
260 path_tuple , shortest_ttc = sorted_ttc_items[i]
261 if path_tuple != sorted_ttc_items[0][0] and "honeypot_reached" not in

path_tuple:
262 second_shortest_path = path_tuple
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263 break
264

265 if second_shortest_path:
266 path = list(second_shortest_path)
267 print("Second Overall Shortest Path (without honeypot):")
268 for node in path:
269 print(node)
270 print(f"Shortest total TTC: {shortest_ttc}\n")
271 else:
272 print("No second shortest unique path found without 'honeypot_reached'.")
273

274 # If there's only one path, just print that one
275 elif sorted_ttc_items:
276 path_tuple , shortest_ttc = sorted_ttc_items[0]
277 path = list(path_tuple)
278 print("Overall Shortest Path:")
279 for node in path:
280 print(node)
281 print(f"Shortest total TTC: {shortest_ttc}\n")
282 else:
283 print("No paths found.")
284

285 # After all simulations , update the overall shortest path one last time
286 overall_shortest_path , overall_shortest_ttc = min(shortest_ttc_dict.items(), key=

lambda x: x[1])
287

288 # Print the overall shortest path and its total TTC
289 print("The overall shortest path is:", overall_shortest_path)
290 print("Its total TTC is:", overall_shortest_ttc)
291

292 # Print the shortest total TTC for each unique path
293 for path_tuple , shortest_ttc in shortest_ttc_dict.items():
294 path = list(path_tuple)
295 print("Path:")
296 for node in path:
297 print(node)
298 print(f"Shortest total TTC: {shortest_ttc}\n")
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Figure J.1: GSCBA scenario 2

Figure J.2: GSCBA scenario 3

Figure J.3: GSCBA scenario 4

Figure J.4: GSCBA scenario 5

Figure J.5: GSCBA scenario 6
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