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ABSTRACT
Empirical studies have extensively investigated human decision-
making processes in various domains where AI systems are incor-
porated. However, comparing and replicating these studies can be
challenging due to different experimental configurations. Moreover,
the existing contexts often have limited scope and may not fully
capture the complexity of real-world decision-making scenarios
that are riddled with varying levels of uncertainty. Our frame-
work addresses these practical gaps by providing a configurable
and reproducible environment for conducting human-AI decision-
making studies in the route planning domain that captures many
complexities of real-world scenarios. Researchers can customize
parameters, conditions, and factors involved in decision-making
tasks to help address research and empirical gaps through rigor-
ous experiments. With various modules such as map generation,
chat components, and different AI systems available within the
“DecisionTime” framework, researchers can effortlessly design ex-
periments exploring multiple aspects of human-AI interaction and
decision-making.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI;
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1 INTRODUCTION
AI systems have been increasingly adapted in various domains to
assist individuals in making decisions that directly impact their
lives, such as allocating resources [4], recommending products [10],
and even predicting medical conditions [12]. AI systems can po-
tentially enhance the effectiveness of decision-making processes
and the overall quality of outcomes as decision-support tools [3].
With AI systems having the potential to make significant real-world
decisions that can significantly affect individual lives, it is essential
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to guarantee these systems’ trustworthiness, fairness, and account-
ability [11]. Researchers have investigated various factors affecting
the interaction between humans and AI in decision-making, aiming
to understand their impact on human behavior [7]. This under-
standing can contribute to developing approaches to enhance the
human-AI decision-making processes.

Numerous empirical studies have explored the factors that in-
fluence interactions between humans and AI systems in decision-
making situations, such as AI systems’ explainability [17], the ac-
curacy of AI suggestions [8], the level of trust and reliance on
AI systems [1, 9], and the decision context in which AI systems
are employed [14]. Empirical studies involve human participants
engaging in decision-making activities with assistance from AI sys-
tems. This allows researchers to observe and analyze their behavior,
decision-making processes, and perceptions. Previous studies have
also developed strategies, methods, and techniques to address exist-
ing challenges and utilize empirical investigations to evaluate the
efficiency of these strategies. These methods may involve creating
explainable AI systems [13], offering visualizations and interfaces
that improve transparency and trustworthiness [5], and implement-
ing evaluation metrics [16] to assess the impact of AI systems in
decision-making processes.

While these empirical studies provide valuable insights into the
dynamics of human-AI decision-making, there is a need for a more
systematic and reproducible approach to designing experiments
in this field [6]. This is crucial for laying a solid groundwork for
advancing and assessing AI systems in decision-making. The con-
text and domain of the decision-making tasks is a critical factor in
designing empirical studies, as it determines the relevance and appli-
cability of the findings to real-world scenarios [11]. It also influences
the selection of appropriate evaluation metrics and experimental
protocols [11]. For instance, the trustworthiness of AI systems
would be evaluated differently in healthcare decision-making with
high-stakes and potential harm compared to a low-stakes scenario
like recommending movies. However, current decision tasks vary
widely and lack standardization, making comparing results across
studies challenging. T hey are often too simplified or artificially
created, lacking ecological validity and real-world complexity [15].

To address these challenges, we propose “DecisionTime”, a con-
figurable framework for designing reproducible studies in a route-
planning context. Researchers and practitioners can manipulate
and measure various variables in a controlled manner or extend
the framework to incorporate more context-specific AI-related fac-
tors as needed. With these configurations, they can systematically
investigate the impact of different variables on human-AI decision-
making, including AI performance, system explainability, human
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trust and reliance, as well as contextual factors such as task complex-
ity, time pressure, stakes, and information availability. Furthermore,
a diverse range of participants with different levels of expertise
can be engaged as individuals or in groups to perform tasks in
route-planning domain. DecisionTime allows for a more precise
representation of decision-making scenarios in terms of real-world
complexity and user diversity, thereby enhancing the generalizabil-
ity of the findings. Designing such a framework can be adapted for
various decision-making domains to ensure reproducibility and en-
able meaningful comparisons across different studies. To the best of
our knowledge, this is the first framework that addresses the need
for systematic and reproducible experimental studies in human-AI
decision-making using a configurable route-planning context.

The contribution of this work can be summarized as follows:

A configurable framework that enables researchers to
design reproducible studies in route-planning contexts and
potentially other decision-making domains. The framework
will facilitate the design of experiments that closely align
with real-world decision-making scenarios, increasing the
ecological validity and generalizability of the findings.

A modular framework with adaptable components that
can be customized to fit specific research questions and con-
textual factors. Our framework provides extensive control
over the variables, allowing for systematic manipulation and
comparison of various configurations. In prior research, exper-
iments mainly have been conducted using the same dataset to
train AI systems, resulting in limited flexibility.

2 ARCHITECTURE
Decision Domain: We selected route-planning as the specific
decision domain for this framework due to several factors. First,
route-planning is a common decision-making context in everyday
life, making it relevant and relatable to many individuals. Partici-
pants of empirical studies can also perform route-planning tasks
individually or collaboratively in groups, allowing for diverse par-
ticipation and capturing of different decision-making dynamics.
Second, route-planning involves considering multiple factors, such
as time constraints and various possible route options, and eval-
uating cost, efficiency, and potential risks associated with routes.
Various goals, such as minimizing travel time, avoiding toll roads, or
optimizing fuel consumption, can be incorporated into the decision-
making process, enabling a rich and diverse set of decision scenarios
and tasks to be explored within this domain. Third, route-planning
often involves the use of AI algorithms and technologies, making it
a suitable domain for studying human-AI decision-making interac-
tions and evaluating the impact of varying attributes in AI systems
on decision outcomes.

DecisionTime framework comprises three central layers: a map
and metadata generator, a web server, and a user interface. Re-
searchers and practitioners can choose to utilize the layers sepa-
rately or together to construct a tailored framework based on their

specific research objectives and needs. All code for this frame-
work is made publicly available to support future research in the
community. 1

Map and Metadata Generator: This is the core layer of the
framework that generates realistic maps and relevant metadata
that represent the decision-making task. The map and metadata
generator utilizes spatial data and tailored functions to create maps
with various features such as roads, landmarks, and points of inter-
est. This metadata is based on OpenStreetMap data obtained using
OSMnx [2], a Python library for retrieving, modeling, and analyzing
street networks. The traffic, weather, and other related variables
can also be incorporated into the generated maps to provide a more
realistic environment for decision-making. Maps can be generated
into HTML files, allowing easy integration with the web server
layer, shown in Figure 1. The image of the generated map can also
be exported for visualization purposes. Metadata is stored in JSON
format, allowing researchers to access and manipulate the data for
analysis and experimentation.

Web Server: The web server layer acts as the backbone of the
framework, providing the infrastructure to support data storage,
processing, and communication between different components.
It handles requests from user interface, manages map data and
metadata storage and retrieval, and facilitates communication with
the user interface layer through the REST APIs. The existing APIs
are programmed for decision-making studies, while they can be
extended to include new functionalities based on specific research
needs.

Interface: The user interface layer is responsible for providing
a user-friendly interface through which participants of empirical
studies can interact with the framework. It includes map visual-
ization, route-planning, and decision-making functionalities. The
design of the user interfaces enables researchers to use them as they
are or customize them according to their specific study require-
ments. Additionally, the user interface allows researchers to collect
data on participants’ decision-making processes and interactions
with the existing components.

Figure 1: An illustration of the map within the interface,
allowing participants to engage with the system and make
decisions.

3 CUSTOMIZATION
Customization is a crucial aspect of the DecisionTime framework,
allowing researchers and practitioners to tailor it to their needs and
1https://anonymous.4open.science/r/rp-364E/README.md
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objectives. While every architectural layer provides default func-
tionality and customization, the main contribution of this frame-
work lies in the ability to customize the map and metadata genera-
tor, as well as the extensible user interface to widen the scope of
decision-making studies.

3.1 Basic Map Configuration
The framework consists of several basic configurations for map
generation that can be customized based on specific research
requirements to ensure reproducibility and flexibility. These con-
figurations include:

3.1.1 Route-specific attributes. : Researchers can identify the
particular characteristics of a route that aim to be considered in the
decision-making processes. These attributes may include distance,
time, traffic conditions, road quality, and potential hazards. The
choice of particular attributes can depend on the research ques-
tions and design choices. The presentation of attributes can also
be tailored, for example, by displaying them as numerical values
or graphical representations on a map. The initial and final points
of the route, as well as any stops in between, can be adjusted to
align with the researchers’ needs. Additionally, customizing visual
elements such as colors and icons for presenting routes or locations
is essential for creating an intuitive and user-friendly interface for
participants of empirical studies.

3.1.2 Map display. : DecisionTime framework provides differ-
ent options for displaying the map interface for researchers. These
options include different map styles (e.g., satellite view, street view)
and zoom levels. Furthermore, researchers can include additional
information on the map, such as points of interest, landmarks, and
different types of roads (e.g., highways, local roads). The map dis-
play can also be interactive, allowing participants to zoom in and
out and toggle between different layers of information. Maps can
be formatted as HTML files to be displayed on web browsers or as
images embedded in user interfaces or presentation materials.

3.2 Modular Map and Metadata Generator
Researchers are able to study how various factors affect human-AI
decision-making by adapting the framework’s map and metadata
generator module. These factors can be divided into contextual
elements and attributes of AI systems, which can be systematically
manipulated to create different experimental scenarios. Contextual
factors include the complexity of the decision-making task, the level
of uncertainty in the environment, the presence of time constraints,
risk factors, the availability of information, and the cognitive ef-
fort required to process the data. Additionally, attributes of the
AI systems can be manipulated, such as the reliability of the AI
predictions, the level of transparency in the decision-making pro-
cess, the degree of autonomy given to the AI system, updating the
knowledge of AI systems over time, and the level of user control or
interaction with the AI system. By systematically manipulating and
operationalizing these factors on the generated maps and metadata,
researchers can study how different combinations of contextual
elements and AI attributes influence human-AI decision-making
outcomes.

3.3 In-Built Scaffolding
The framework contains in-built scaffolding modules that enable
researchers to assist participants before the decision-making phase.
These supportive modules are designed to minimize potential biases
or misunderstandings, ensuring participants make decisions based
on accurate information and a comprehensive understanding of
the task. This ultimately leads to more reliable and valid data for
analysis. The scaffolding components consist of tutorials, detailed
guides, and hand-in experiences designed to assist participants in
understanding the contextual factors and getting acquainted with
the interface and navigation features. Standardizing these modules
while adapting them to specific task details ensures consistency
across different studies while maintaining consistent support for all
participants. Additionally, we incorporate quiz questions as part of
our sample assessment process to gauge participant comprehension
of material covered in the scaffolding modules and their readiness
for engaging in the decision-making process. These modules can
be augmented, removed, or tailored based on the specific needs and
requirements of the study, allowing for customization and flexibility
in the implementation process.

3.4 Chat Component Extension
The user interface of DecisionTime supports a chat component
extension that facilitates collaborative decision-making and group
discussions. This feature enables groups of various sizes to engage
in real-time conversations, exchange perspectives, and collectively
reach consensus. Additionally, participants can use the chat to ask
questions, seek clarifications, and receive timely feedback from
facilitators or researchers. It also provides an avenue for sharing
feedback on AI predictions or suggestions, contributing to a more
interactive and dynamic decision-making process.

3.5 Online AI System Extension
Our framework can integrate multiple AI systems to suggest and
generate decision-making options for participants according to their
preferences, task objectives, and contextual information in offline
and online settings. In offline scenarios, the AI system provides pre-
computed suggestions to participants during the decision-making
process. This represents the default operation mode, during which
maps and routes are pre-generated to facilitate efficient navigation
and exploration. For real-time interactions in online setting, AI
suggestions can be augmented into the user interface with live
data feeds, allowing participants to receive up-to-date information
and recommendations where maps and routes are dynamically
generated based on real-time data.

4 CONCLUSION
In this work, we introduce our configurable framework, DecisionTime,
for reproducible human-AI decision-making studies, which incor-
porates various modules to support effective decision-making pro-
cesses. Our framework empowers researchers to design empirical
studies tailored to their needs and research questions, highlighting
the need for a systematic and rigorous approach to studying human-
AI decision-making. It offers different layers of functionality and
adaptability, from map generation to setting up the entire study
flow. With scaffolding modules, a chat component extension, and
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an online AI system extension included, our framework provides a
comprehensive tool-set for conducting human-AI decision-making
studies. In the future, our goal is to improve our framework by
broadening the scope of study scenarios and domain applications,
enhancing data analysis capabilities, and incorporating additional
templates for simple reproduction and adaptation for a larger com-
munity.
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