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Abstract

Recognizing facial emotions is key for social interaction, yet the subjective nature
of emotion labeling poses challenges for automatic facial affect prediction. Variability
in how individuals interpret emotions leads to uncertainty in training data for machine
learning models. While multiple raters and interrater agreement (IRA) measures are
used to address this, the extent of their use and their impact on dataset reliability is
not well understood. This systematic literature review investigates the methodologies
used to measure IRA in facial affect recognition datasets. Concrete eligibility and
feasibility criteria were applied, and it resulted in 47 papers being retrieved from Scopus,
Web of Science, IEEExplore, and ACM Digital Library. Data on affect states, affect
representation schemes (ARS), and IRA methodologies used by the datasets and their
corresponding papers were extracted to provide a comprehensive overview and allow a
detailed analysis. Clear correlation was not found in between ARS and IRA, but the
retrieved data showed that Fleiss’ kappa was the most popular methodology over time
but also in the recent years.

1 Introduction
There are technological advancements that rely on being able to adapt to and predict a user’s
emotion, particularly through facial expression recognition. Facial emotion recognition can
be used, for instance, to increase safety in self-driving cars [1] or help in mental stress
detection among university students [2]. Recognizing and distinguishing facial emotions
is fundamental for effective interaction and social connection, as human facial expressions
play a key role in communication across various social settings [3]. Despite the significant
potential of automatic facial affect prediction, challenges remain, particularly in the area of
emotion labeling.

This paper is divided into 6 sections. Following this introduction, section 2 outlines the
methodology for this literature review. Section 3 presents the results found from the
relevant set of papers. Section 4 discusses the reproducibility matters as well as the ethical
considerations of the survey. In section 5, there will be a discussion of the results, while
the conclusion and future work can be found in section 6. First, this introduction section is
broken down in to a background at 1.1, then 1.2 for a review of related work, and lastly 1.3
for a detailed presentation of the research question and sub-questions.

1.1 Background
One of the primary difficulties in automatic facial affect prediction lies in the subjective
nature of emotion labeling. Different individuals may interpret the same cues differently,
causing uncertainty in the ground truth labels used for training machine learning models
[4]. This subjectivity can significantly impact the reliability of emotion recognition systems
and poses a barrier to their widespread adoption [5].

To address this challenge, research has explored the use of multiple raters and interrater
agreement (IRA) measures to monitor the uncertainty and reliability of emotion labels [6].
IRA measures assess the extent to which different raters provide consistent labels for the
same set of data, offering a way to quantify and potentially improve labeling reliability as it
gauges data accuracy and representation [7]. However, there remains a gap in understanding
the extent to which these measures are used across different automatic facial affect prediction
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datasets. Furthermore, the overall level of agreement among raters for these datasets and
its impact on the performance of the technological system remains unclear.

1.2 Related Work
Previous research has investigated various aspects of automatic facial affect prediction,
including the subjectivity of emotion labeling and the reliability of emotion recognition
systems. For example, the paper from Cabitza et al. [4] highlights the technical unreliability
of automated facial emotion recognition, emphasizing the need for more robust labeling
techniques. Other studies have focused on the application of IRA measures to improve the
consistency of emotion labels [8]. However, there is limited research systematically reviewing
how these measures are implemented across different datasets.

This survey complements existing work by providing a comprehensive analysis of the methodologies
used to measure IRA in published datasets. By identifying patterns and best practices, this
paper aims to provide a foundation for future research in this area.

1.3 Research Question
By systematically reviewing existing literature, we can uncover underlying patterns, differences,
and best practices that might not be immediately evident through a brief examination
[9]. This methodological choice also enhances the transparency and reproducibility of the
findings, ensuring they are robust and can be further explored. This survey paper focuses
on filling this knowledge gap by systematically reviewing existing datasets and investigating
the prevalence of IRA measures. The research question can be defined as such: What
are the differences in interrater agreement measurement methodologies among
published datasets for automatic facial affect prediction?. To answer this question,
different sub-questions are made, as steps to objectively analyze the different datasets. The
break down of the research question leads to five attainable objectives, presented as sub-
questions:

• SQ1: What types of affective states have been targeted by datasets?

• SQ2: What different affect representation schemes have been used in these datasets?

• SQ3: Do datasets collect multiple ratings for a record (and how many)?

– SQ3a: If so, do datasets measure interrater agreement?

– SQ3b: What measures do they use for this (and what is the level of agreement)?

– SQ3c: Do dataset creators use any strategies to facilitate interrater agreement
(and what are these strategies)?

• SQ4: Is there a change in how datasets measure interrater agreement over time?

• SQ5: Is there a relationship between the affect representation scheme used by datasets
and their interrater agreement?

With this knowledge gap filled, it will be possible to go further in the analysis of the
relationship between the IRA in datasets and the affect prediction systems’ empirical performance.
This will further be discussed under the Conclusion and Future Work section.
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2 Methodology
To perform a systematic literature review (SLR), the PRISMA guidelines (which stands for
Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [10] are followed,
allowing this review to be reproducible. An SLR is a structured approach to reviewing
literature that involves systematically searching, filtering, and synthesizing all relevant
studies on a particular topic, in contrast to other forms of literature review that may not be
as comprehensive or systematic. According to Grant and Booth [11], various review types
exist, but an SLR is particularly rigorous in its methodology.

This section outlines the stages of the SLR process: Searching: section 2.2 justifies the
different search engines used. Filtering: section 2.1 presents the eligibility criteria for
selecting papers. Extraction: section 2.3 details the strategy to obtain the required papers,
and section 2.4 introduces the search process. The search results are presented in section
2.5.

2.1 Eligibility Criteria
Defining a scope is essential for selecting relevant papers. Inclusion and exclusion criteria
help ensure that the review aligns with the research question and time constraints, following
the PRISMA guidelines [10] as per the fifth item on the checklist: Specify the inclusion and
exclusion criteria for the review and how studies were grouped for the syntheses [12]. The
criteria were chosen to respect the research question topic and the time frame allocated for
this review.

Table 1 provides a structured summary of these criteria, ensuring clarity and reproducibility
in the selection process.

2.2 Search Engines
The bibliographic databases used to gather papers were: Scopus, Web Of Science, IEEExplore
and ACM Digital Library. The first three are recommended sources by TU Delft for the
Computer Science discipline [13], which is the field of this paper. For ACM Digital Library,
it was selected as it is known to be one of the most important bibliographic databases in
the field of computer science [14].

2.3 Search Strategy
To make queries for the different search engines, an intersection of different concepts was
used. Papers that have mention of Facial, Affect, Recognition, Database and Rater were
targeted. These topics should at least be mentioned in the abstract or title of the paper
to ensure that it is the intended topic, with the exception of the rater concept, which was
conducted on a full-text search, explanations are given in section 2.3.1. Using table 2, the
queries were built as conjunctions of disjunctions of the keywords in each column, note that
the * symbols are query wildcards.
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Table 1: Inclusion and Exclusion Criteria
Criteria Motivation Explicit Attributes

Inclusion
Criteria
I-1 Mentions a facial

affect recognition
database

To focus on the core
topic of facial recognition
databases.

Describes datasets with explicit
affect annotations in facial images or
videos, i.e., facial affect recognition
annotations.

I-2 Introduces a novel
dataset or set of
annotations

To avoid analyzing
a dataset or set of
annotations twice.

- Introduces a previously unpublished
dataset.
- Or provides new affective annotations
to existing datasets of facial images or
videos.

Exclusion
Criteria
E-1 The paper is not

written in English
Out of the scope due to
language constraints.

Papers published in languages other
than English.

E-2 The paper is a
review or a survey

To ensure the survey relies
on primary sources.

Papers summarizing existing research.

E-3 The paper was
released after April
2024 included

To limit the scope and
exclude papers published
after the review initiation
date.

Papers with a publication date before
April 2024.

Table 2: Keywords used in search query for each concept

Facial Affect Recognition Database Rater
facial emotion* detection* database rater*
face* affect* recognition* dataset inter-rat*

vision-based mood* prediction* interrat*
feeling* multiple annotators

facial expression multiple annotations
human annotators
human annotation
human-annotated

human-rated
human raters

2.3.1 Feasibility Criteria

To complete this project within 9 weeks, the queries were adapted for feasibility. Originally,
the concept of rater was not included, but nearly 13,000 results were retrieved from Scopus
alone. To manage this volume, the query was refined to include only papers that mention
the term rater at least once. This adjustment significantly reduced the number of results
from nearly 13,000 to less than 200 as visually shown in figure 1.
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With inclusion criteria I-2, papers can be expected to include an introduction of their created
database or set of annotations where the concept of rater is mentioned. This feasibility
adjustment ensures that we identify papers discussing the rater concept in their full text,
making it more realistic than just looking for the concept in the abstract or the title. For
more details on the query development, refer to appendix A.

Figure 1: Venn Diagrams and Data Sizes Representation

2.4 Selection Process
To select papers according to the eligibility criteria and search strategy, the steps are:

1. On the different search engines, build adapted queries that match the keywords in
table 2.

2. Gather all non-duplicates and start the screening process:

(a) Screen the title and abstract, and decide whether they meet the eligibility criteria
and keep, do not and reject or do not have enough information in the title and
abstract and keep.

(b) Screen the full text of the non-rejected papers and either include or exclude it
from the final paper selection. During this phase, data extraction is also done for
efficiency purposes.

2.5 Search Results
To report the search results, the PRISMA Flow Diagram is of help as it visually reports the
different decisions made at each step. The methodology chosen is explained in the above
sub-sections, and in figure 2, the exact numbers of handled papers is outputted.

From the 47 papers read, relevant data to answer the research question was gathered. An
excel table was made to efficiently keep track of the different retrieved data points about
each paper and its proprietary dataset. The relevant data points are shown in table 3.
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Figure 2: Adapted PRISMA Flow Diagram

Table 3: Data points for each SQ
Data SQs
Types of affective states 1
Affect representation schemes 2, 5
Number of rating per record 3
Do they measure interrater agreement? 3a, 4
How is the interrater agreement measured? 3b, 4, 5
What is the level of agreement? 3b, 5, 6
Are there strategies in place to facilitate the interrater agreement? 3c, 5
Year of publication 4

3 Results
Once the papers gathered according to the methodology described in section 2, the relevant
data to answer our research question and sub-questions are extracted. Section 3.1 is about
the different affect representation schemes and affect states, then in the following section
3.2, data related to the interrater agreement in the different datasets is shown. An overall
of the main strategies to facilitate IRA can be found in section 3.3 and section 3.5 is about
the relationship between ARS and IRA.
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3.1 Affect Representation Schemes (ARS) and Affect States
Before starting to analyse the interrater agreement variables, it is interesting to see what
kind of affective states are mentioned in the different retrieved papers. It was noticed that
most papers make use of Ekman’s basic emotions. The choice of those 6 basic emotions
have been first justified in 1971 [15], and already in 1969 [16], Ekman’s paper contributed
to the foundational ideas that led to the development of the Facial Action Coding System
(FACS). The influence and validity of his work and collaborations can be seen in the results
of this current SLR. Table 4 shows the data retrieved more extensively.

Table 4: Use of ARS per Corresponding Papers
Affect Representation Schemes Papers Number of Papers
Valence or arousal or dominance [17], [18], [19], [20], [21], [22], [23], [24],

[25]
9

Ekman’s basic emotions (happiness,
sadness, anger, fear, disgust, surprise)

[19], [20], [21], [22], [24], [25], [26], [27],
[28], [29], [30], [31], [32], [33], [34], [35],
[36], [37], [38], [39], [40], [41]

22

Extended emotions (including contempt,
anxious, etc.)

[18], [21], [22], [25], [39], [40], [42], [43],
[44]

9

Pain, no-pain [45] 1
Hate, no-hate [44] 1
Smiling, frowning [19], [32], [46], [47] 4
Mikels 8 emotions (including excitement,
anger, disgust, fear, sadness)

[24], [30], [36] 3

Other complex or mixed emotions (such as
amusement, awe, boredom, confusion)

[30], [33], [35], [37], [40], [41], [48], [49],
[50], [51], [52], [53], [54], [55], [56]

15

Neutral [18], [24], [25], [26], [27], [30], [32], [36],
[38], [42], [33], [43], [47], [48], [50], [51],
[54], [55], [56], [57], [58], [59], [60]

23

It can also be concluded by table 4 what the different ARS are. The reasons for the dataset
creations are going from wanting to assess emotions of individuals in a specific situation,
like while driving [34] or to create a database for a specific ethnicity [30]. The other ARS
used is the valence-arousal-dominance one that is a dimensional ARS type, with table 5,
it can be seen that only 3 papers were developing a dataset that only assessed the facial
expression using a dimensional ARS type, and when used, it was mostly combined with a
categorical rating as well.

Doing reversed engineering, all the ARS that include Ekman’s emotions, its extended version,
Mikels emotions or other complex types of emotion, involve the affective state called emotion.
Following the logic set by Scherer [61] and Frijda [62], mood can be of low intensity but also
can last over hours and days, they are more diffuse. In the datasets found, they captured
faces of people reacting to a stimulus, a known trigger, that changed their emotion for a few
seconds (or minutes for pain as the experiment was supervised [45]), therefore, none of them
are capturing mood. Other than emotion, there is still a small amount of papers (6/47)
that presented a dataset with alternatives of the emotion and valence-arousal-dominance
affective state, it can be further observed with the data presented in table 5, showing the
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different ARS types used.

Some datasets were interested in analysing the facial affect using specific knowledge in
the field. Using a comprehensive tool for measuring and describing the facial movements,
known as FACS. It analyses the facial expressions with Action Units (AUs) and two papers
took the initiative to create datasets that were measuring the different aspects of emotional
expressiveness using AUs [29][44].

Table 5: Aggregated ARS types and Corresponding Papers
ARS types Papers Number of Papers
Categorical only [26], [27], [28], [29], [30], [31],

[32], [34], [35], [36], [37], [38],
[39], [40], [41], [42], [33], [43],
[44], [45], [46], [47], [48], [49],
[50], [51], [52], [53], [54], [55],
[56], [57], [58], [59], [60], [63],
[64], [65]

37

Dimensional only [17], [22], [23] 3
Dimensional, Categorical [18], [19], [20], [21], [24], [25] 6

3.2 Interrater Agreement
Some statistics about how interrater agreement is measured can help towards answering
the final research question, in this section, SQ3, SQ3a and SQ3b are answered. As SQ3
was formulated, there is first the need to look at if multiple ratings are measured for the
different records in the datasets. In figure 3, we can assess that most of them have at
least 2 ratings. Note that this graph does not just have one data point per paper, some
datasets were using, for instance, 1 rating per record but 8% of the data had two ratings
[18]. Unfortunately, some datasets and their corresponding papers did not mention how
many raters annotated each record they have. Nevertheless, with the data available, most
of them are well-prepared to also measure interrater agreement and allow this paper to look
further into how it is measured.
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Figure 3: Distribution of Number of Ratings per Record including N/A data

Prior to observing which measurements are used for interrater agreement, figure 4 shows
that indeed most papers measured interrater agreement before publishing their datasets.
Some datasets use a continuous rating scale and use the average of the different ratings as
the final ground truth instead of measuring the IRA [36], [57], but some are simply not
giving any hint that IRA was ever measured [63], [59], [52].

Figure 4: Pie chart showing proportion of papers measuring interrater agreement

For the proportion that measures the interrater agreement (79%), different measures were
used and combined. Figure 5 visualises the frequency of each method. It is directly linked to
our research sub-question (SQ3b) about the differences in interrater agreement measurement
methodologies among published datasets for automatic facial affect prediction.

Fleiss’ kappa was the most popular one, and it is similar to Cohen’s kappa but at another
scale, Fleiss’ kappa measurement works for any number of rater [66], while Cohen’s kappa
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only works for two raters [67]. Nevertheless, it was noticed that even when there were more
than two raters’ agreement to assess, it was sometimes chosen to look at Cohen’s kappa to
assess pair by pair inter-agreement [35] [56]. The difference between hit rate and percentage
in these measurements lies in the fact that when measuring hit rate, the targeted affect
is already known, or actors were asked to do a certain affect, and the accuracy between
raters is measured, while percentage uses the interrater agreement value to decide upon
the correct affect if the percentage is more than a threshold they decided upon. ICC, the
intra-class correlation coefficient, measures the interrater agreement for each emotion or
valence-arousal-dominance class.

Figure 5: Frequency of different interrater measurement methodologies

The results of the IRA using a kappa were assessed using the same principle described in
the paper from M.D. Montefalcon, J.R. Padilla, et al [65], the measurements are similar to a
normal distribution, with the peak being substantial agreement. Therefore, there were also
some that published their datasets even though the interrater agreement of some emotions
is seen as slight agreement. The best performed affect interrater agreement, is in the case of
happiness (when part of its ARS) but fear, digust and surprise are generally part of the less
agreed upon emotions. For Hit Rate, mostly all were above 70% or near, showing a good
IRA, same for ICC, and there were some outstanding results, reaching 0.98 or 0.99 for some
classes [23], [24], [25].

3.3 Strategies to facilitate IRA
Throughout the process of accomplishing this SLR, many papers mentioned techniques they
used to ensure optimal results in their ground truth. These strategies to facilitate interrater
agreement can be divided into two main categories: improving the selection and training of
raters, and improving the selection of faces to be rated.

Training the raters involved training them on previous published dataset, or teaching them
about FACS before they rate the provided pictures. The selection of raters was also used
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as a strategy, if the raters have a history of rating (crowd sourcing), then there was some
threshold into their experience and performance. In 14 datasets, some or all raters were
selected because they were experts with degrees in psychology, human sciences, acting,
or were already familiar with FACS. Sometimes, raters were judged by their intra-rater
consistency level, where a set of images were repeated randomly, to assess if the rater was
staying consistent and putting enough care in the rating process. One strategy only used
once was to do an empathy quotient test to verify that the raters are sensitive to emotions
[31]. For the datasets that were specifically taking images of people’s faces of a certain
ethnicity, then it was also decided that the raters should have the same ethnicity to ensure
the best possible rating.

Improving the faces’ selection was done by asking actors to mimic the facial expressions.
Some demanded no use of cosmetics [40] or also no glasses, hair or jewelry [21] to avoid any
obstruction of the face.

3.4 IRA Methodologies over time
The papers obtained through this SLR are ranging from 2002 to 2023, allowing for a nice
overview of what is happening at the beginning of the 21st century. Figure 6 shows how
each methodology progressed in time over the final set of papers.

Figure 6: Frequency of different interrater measurement methodologies over time

It can be seen that the Fleiss’ kappa measurement methodology (blue on the graph) has
increased its popularity over time. Cohen’s kappa (orange on the graph) also has been more
used in 2022-2023. ICC has had a quite consistent presence over the years besides for the
last year range.

3.5 ARS and IRA relationship
This section tackles SQ5, about assessing if there might be a relationship between the affect
representation scheme used by datasets and their interrater agreement. This paper is not
focused on defining the different ARS, and we sorted out in section 3.1, which dataset was
approximately using which scheme to avoid ending up with more than a dozen of categories.
Some datasets measuring the interrater agreement of dimensional ARS type rating shared
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the values explicitly. In the available results, some have outstanding ICC performances that
were already noticed in section 3.2 [23], [24], [25], but there is also a case of only substantial
agreement results [22]. The available data does not allow to confidently draw correlation
conclusions, and the lack of unanimous outstanding results further complicates this. As the
use of Ekman’s basic emotions was popular, see table 4, a deeper look was taken into the
IRA values, but no pattern could be found. An observation made thanks to a paper [50] is
that if the rater is an expert or a normal individual, the results can significantly differ (90%
accuracy for experts vs 59% for the normal individuals). One nearly perfect result was from
an ARS including complex emotions [48], but then some others showed substantial [35] or
fair agreement [40], meaning that there is no clear correlation in between the use of complex
emotions and IRA.

4 Responsible Research
Responsible research practices are essential in ensuring the integrity and ethical soundness
of scientific investigations. This section addresses both the methodological rigor in 4.1 and
ethical considerations inherent in our review in 4.2.

4.1 Reflection upon the methodology
Conducting a systematic literature review for this survey ensures reproducibility and additionally,
every step is reported according to the PRISMA guidelines [12]. The survey is conducted by
one bachelor student with limited prior research experience, which may introduce potential
errors, particularly during the screening phase. To mitigate this, detailed documentation
and adherence to the established protocol are maintained, yet the possibility of human error
or bias remains an important consideration.

4.2 Ethical viewpoint on facial affect prediction
Affect prediction, while advancing technological capabilities, raises significant ethical concerns.
One major issue is the potential for misuse in surveillance or manipulation [68], where
individuals’ emotional states could be monitored without consent or used to influence
behavior covertly. In this study, no affect prediction system is analyzed but the datasets
that can be used for the systems are retrieved. All papers have disclosed their data collection
techniques as well as how they recruited their participants to record their faces.

5 Discussion
In section 3, all the needed data was presented to support answering the research question.
In this section, some discussions about results and practices noticed are done.

The different ARS and affect states data extracted from the papers did not allow to show a
specific correlation with the final IRA of the dataset. Extracting the data just highlighted
the different practices in the collected set of papers, but no other conclusions can be made.

Most papers discussed how the IRA is measured before publishing their datasets (see figure
4), and the use of Fleiss’ and Cohen’s kappa are recently dominant as a measurement tool
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(see figure 6). Even though the Fleiss’ kappa and the Hit Rate methodologies have been the
most used overall (see figure 5), this could show that lately, more complex methodologies
are also favored as they account for chance agreement and provide a more nuanced view of
interrater reliability [69] compared to Hit Rate that has a more simple and binary approach.

Interestingly, none of the reviewed papers reported unacceptably low average IRA values.
This may suggest either under-reporting of low IRA cases or non-publication of datasets
with inadequate reliability. It is important to note that while the average IRA is usually
acceptable, the range can vary significantly, with some values being very low. For example,
in the MUMBAI paper [35], the average IRA, measured using Fleiss’ Kappa, was 0.381, with
scores ranging from 0.013 to 0.659. To enhance annotation scores, researchers calculated the
IRA between each pair of annotators using Cohen’s Kappa. They then selected the annotator
pair with the highest agreement for each video. This process increased the average IRA to
0.573, with scores ranging from 0.289 to 0.859. This method illustrates how parameters
can be adjusted to achieve an acceptable average IRA, potentially masking the variability
and low agreement. This type of strategy, rather than being genuine improvements to the
IRA, can be seen as methods to present more favorable numbers and increase the dataset’s
validity to the public’s eyes. It is crucial to be aware of this case as some papers might not
disclose these practices, which can lead to an inflated perception of reliability and influence
the data interpretation.

As of strategies to facilitate IRA, the ones involving filtering the faces’ selection for the
dataset discussed in section 3.3 might indeed improve the IRA, but then, there is a doubt
those datasets will be good enough for the machine learning algorithm training of real
world applications. The data will only contain the good scenarios with the perfect facial
expression and lightning conditions, but there will be no adapted training available for real-
world scenario data.

A limitation this SLR encountered was time. If more time and man-power could have
been allocated for this 9-week project, the feasibility constraints could have been revisited
to allow more papers to be included and have a larger dataset of datasets by the end. This
could have allowed to make stronger statistical analyses, and potentially find correlations in
the practices surrounding the use of IRA.

6 Conclusions and Future Work
The aim of this systematic literature review was to highlight the differences in interrater
agreement methodologies among the published datasets for automatic facial affect prediction.
Therefore, the question was divided into sub-questions to be able to identify the multiple
facets of the datasets and their methodologies.

The review revealed the different affect states targeted and affect representation schemes
used, but no direct correlation was found between the measures employed and the resulting
IRA. The analysis of the different ways to measure interrater agreement showed that Fleiss’
kappa and Cohen’s kappa were prominently used throughout the datasets that measured
the interrater agreement. Additionally, strategies to facilitate IRA were identified as well as
some potential methods used by authors to present IRA results in a more favorable light,
which could mislead readers.
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This SLR can be a basis for a future work linking IRA with the empirical performances
of the systems using these databases. Investigating the relationship between IRA and
empirical performance could shed light on whether the variables under study are adequately
represented and if they contribute to improving the robustness of affective computing systems
in practical applications.
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A Queries

 Query development for “Facial AƯect Recognition” 

 

Scopus query: 

( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND  ( 
TITLE-ABS-KEY ( "recogni*" OR "predict*" OR 
"detect*" ) )  AND  ( TITLE-ABS-KEY ( 
"interrater*" OR "inter-rater*" OR "multiple 
raters" OR "between raters" ) )  

173 It should be limited to facial 
aƯect 
recognition/detection/predicti
on, so no need to include all 
forms of the noun. 

( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND  ( 
TITLE-ABS-KEY ( "recognition*" OR 
"prediction*" OR "detection*" ) )  AND  ( 
TITLE-ABS-KEY ( "interrater*" OR "inter-
rater*" OR "multiple raters" OR "between 
raters" ) )  

91 That’s good but in one of the 
research sub questions, I 
need to identify the amount of 
raters, so it should not be 
assumed that there are 
multiple raters, no matter 
what my opinion is. 

( TITLE-ABS-KEY ( "facial*" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) AND ( 
TITLE-ABS-KEY ( "recognition*" OR 
"detection*" OR "prediction*" ) ) AND ( TITLE-
ABS-KEY ( "rater*" ) ) 

151 Using “rater*” includes more 
papers and does not imply 
that there is more than one 
rater, but we lose interrater 
and inter-rater only mentions. 
Doing “*rater*” seems too 
inclusive to other words. 

( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND  ( 
TITLE-ABS-KEY ( "recognition*" OR 
"prediction*" OR "detection*" ) )  AND  ( 
TITLE-ABS-KEY ( "interrater*" OR "inter-
rater*" OR "multiple raters" OR "between 
raters" OR "rater*") )  

197 That includes all types of 
raters, but we need to make 
sure that they mention 
database as we need to 
analyze it. 

( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND ( 
TITLE-ABS-KEY ( "recognition*" OR 
"prediction*" OR "detection*" ) )  AND ( 
TITLE-ABS-KEY ( "interrater*" OR "inter-
rater*" OR "multiple raters" OR "between 
raters" OR "rater*" ) )  AND ( TITLE-ABS-KEY ( 
"dataset" OR "database" ) ) 

32 That includes all conditions, 
and we get a reasonable 
amount of papers. 
But maybe we can make the 
rater concept broader. 
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( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND ( ( 
TITLE-ABS-KEY ( "recognition*" OR 
"prediction*" OR "detection*" ) ) AND ( TITLE-
ABS-KEY ( "dataset" OR "database" ) ) ) 

12908 Just to try if rater is necessary:  
If we remove the mention of 
raters, then we end up with 
way too many results, so the 
previous query seems to be 
the right one. 

( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND ( 
TITLE-ABS-KEY ( "recognition*" OR 
"prediction*" OR "detection*" ) ) AND ( TITLE-
ABS-KEY ( rater* OR "multiple annotators" 
OR "multiple annotations" OR "human 
annotators" OR "human annotation" OR 
"human-annotated" OR "human-rated" OR 
"human raters" OR interrat* OR inter-rat*) ) 
AND ( TITLE-ABS-KEY ( "dataset" OR 
"database" ) ) 

58 Adding the notion of 
annotator and human-rated 
to expand the rating concept. 
 
 
But the concept of rater can 
be mentioned anywhere in 
the text, not only title, 
abstract keyword as the 
database might be described 
inside the text. 

( ( TITLE-ABS-KEY ( "facial" OR "face*" OR 
"vision-based" ) ) AND ( TITLE-ABS-KEY ( 
"emotion*" OR "aƯect*" OR "mood*" OR 
"feeling*" OR "facial expression" ) ) ) AND ( 
TITLE-ABS-KEY ( "recognition*" OR 
"prediction*" OR "detection*" ) ) AND ( ALL 
( rater* OR "multiple annotators" OR 
"multiple annotations" OR "human 
annotators" OR "human annotation" OR 
"human-annotated" OR "human-rated" OR 
"human raters" OR interrat* OR inter-rat*) ) 
AND ( TITLE-ABS-KEY ( "dataset" OR 
"database" ) ) 

183 
 
( 
173 when 
reviews and 
non english 
excluded) 

Concept of rater adapted. 
 
 
 Final SCOPUS query 

( ( ALL ( "facial" OR "face*" OR "vision-based" 
) ) AND ( ALL ( "emotion*" OR "aƯect*" OR 
"mood*" OR "feeling*" OR "facial expression" 
) ) ) AND ( ALL ( "recognition*" OR 
"prediction*" OR "detection*" ) ) AND ( ALL ( 
rater* OR "multiple annotators" OR "multiple 
annotations" OR "human annotators" OR 
"human annotation" OR "human-annotated" 
OR "human-rated" OR "human raters" OR 
interrat* OR inter-rat*) ) AND ( ALL ( "dataset" 
OR "database" ) ) 

3137 Just to try if everything can be 
looked up in the whole text, 
but it is unfeasible for this 
project, we get too many 
results. 
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Final for other bibliographic resources: 

ACM:  

[[Abstract: "facial"] OR [Abstract: "face*"] OR [Abstract: "vision-based"]] AND [[Abstract: 
"emotion*"] OR [Abstract: "aƯect*"] OR [Abstract: "mood*"] OR [Abstract: "feeling*"] OR 
[Abstract: "facial expression"]] AND [[Abstract: "recognition*"] OR [Abstract: 
"prediction*"] OR [Abstract: "detection*"]] AND [[Abstract: "dataset"] OR [Abstract: 
"database"]] AND [[All: rater*] OR [All: "multiple annotators"] OR [All: "multiple 
annotations"] OR [All: "human annotators"] OR [All: "human annotation"] OR [All: 
"human-annotated"] OR [All: "human-rated"] OR [All: "human raters"] OR [All: interrat*] 
OR [All: inter-rat*]]         gets 28 

 

IEEE: 

(((("All Metadata":"facial" OR "All Metadata":"face*" OR "All Metadata":"vision-based") 
AND ("All Metadata":"emotion" OR "All Metadata":"aƯect*" OR "All Metadata":"mood" 
OR "All Metadata":"feeling*" OR "All Metadata":"facial expression") AND ("All 
Metadata":"recognition*" OR "All Metadata":"prediction*" OR "All 
Metadata":"detection*") AND ("All Metadata":"dataset" OR "All Metadata":"database") 
AND ("All Metadata":"rater*" OR "All Metadata":"multiple annotators" OR "All 
Metadata":"multiple annotations" OR "All Metadata":"human annotators" OR "All 
Metadata":"human annotation" OR "All Metadata":"human-annotated" OR "All 
Metadata":"human-rated" OR "All Metadata":"human raters" OR "All 
Metadata":"interrat*" OR "All Metadata":"inter-rat*")) ))    gets 34 

 

Web of Science: 
(TS=("facial" OR "face*" OR "vision-based")) AND (TS=("emotion*" OR "aƯect*" OR 
"mood*" OR "feeling*" OR "facial expression")) AND (TS=("recognition*" OR 
"prediction*" OR "detection*" )) AND (ALL=("rater*" OR "multiple annotators" OR 
"multiple annotations" OR "human annotators" OR "human annotation" OR "human-
annotated" OR "human-rated" OR "human raters" OR "interrat*" OR "inter-rat*") ) AND 
(TS=("dataset" OR "database"))       gets 33 

 

 

Total of 231 papers to screen after removing duplicates, reviews and non-English 
papers. 
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