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Abstract

Fresnel reflection of starlight in the oceans of exoplanets results in two main phenomena: (1) a glint in the
exoplanetary ocean, whose size increases with wind speed, and (2) a maximum degree of polarization at the
Brewster angle. The corresponding features in the planetary phase curve, i.e. the flux and degree of polariza-
tion of the reflected light by the exoplanet orbiting its parent star, have been studied before. However, these
studies did not use (1) horizontally inhomogeneous models, allowing the analysis of the glint appearing and
hiding behind patchy clouds and (2) a set of consecutive wavelengths together with (3) a gas layer on top of the
clouds. We present the phase curves of the (polarized) flux and degree of polarization of oceanic exoplanets
with patchy cloud covers and a substellar cloud for tidally-locked planets. We discuss the spectropolarimetric
signatures that could potentially be observed in the near future or that may be considered in the design of
future telescopes. We show that (1) a previously suggested method to detect an ocean on an exoplanet, based
on the shift of the peak value of the degree of polarization towards the Brewster angle, is sensitive to atmo-
spheric surface pressure, (2) the clouds are not necessarily a limiting factor for detecting an ocean when a gas
layer on top of the cloud is considered and a set of wavelengths is used, (3) the phase curves of the different
wavelengths intersect in one point whose location could help estimating the cloud fraction and that (4) such
an intersection in the polarized flux could be observed in the presence of an ocean for surface pressures up
to 10 bar and cloud fractions up to 95%, while it never occurs in the absence of an ocean. We conclude that
this color reversal in the polarized flux could potentially be used for detecting oceans on exoplanets.

Delft, August 2018
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Background and Motivation

Since the first confirmed exoplanet discovery in January 1992 (Wolszczan and Frail 1992), the discovery of
3796 planets outside our solar system, often called exoplanets, in 2840 planetary systems is confirmed,1 pri-
marily using radial velocity measurements2 and the transit method.3 This number is expected to grow rapidly
with for example the measurements of TESS (Transiting Exoplanet Survey Satellite) launched in April 2018.
It is expected that TESS will discover more than a thousand planets smaller than Neptune, including dozens
that are comparable in size to Earth (Ricker et al. 2014). In depth research on these exoplanets and their at-
mospheres will be conducted by e.g. the NIRCam (Near Infrared Camera) (Beichman et al. 2014) and MIRI
(Mid-Infrared Instrument) (Boccaletti et al. 2015) which has been mounted on the James Webb Telescope,
scheduled to be launched in 2021.4

The analysis of the properties of extrasolar planetary systems is not necessarily limited to flux measurements
at various wavelengths. Light that is perceived by our eyes has hardly ever traveled directly from its source.
Most of this light has been reflected somewhere by a surface or has been scattered by molecules, dust or water
droplets. In the processes of reflection and scattering, light may become polarized meaning that the oscilla-
tions of the light wave are confined to certain directions. In general, light originating from a solar type star
may be considered as unpolarized (Kemp et al. 1987) and usually gets polarized by scattering in a planetary
atmosphere or reflection by an ocean or ground surface. This property may allow distinguishing between
stellar light and light reflected by a planet through the measurement of the degree and direction of polariza-
tion, also known as polarimetry. Additionally, by modelling the polarimetric signal the dimensions, shape and
composition of the scatterers and directionality of the surface reflection may be characterized since they may
strongly influence the degree and direction of polarization of the scattered light (Hansen and Travis 1974).

Polarimetry has widely been applied in Earth-observation, for example for the retrieval of aerosol properties
by satellites (Boesche et al. 2009; Levy et al. 2004; Mishchenko and Travis 1997), but also for studying the at-
mospheres of Venus (Hansen and Hovenier 1974a,b), Mars (Shkuratov et al. 2005) and the giant planets of our
solar system (see e.g. Joos et al. 2005). Forward radiative transfer modelling of light reflected by exoplanets
including polarimetry was performed by Stam (2008), who investigated the spectropolarimetric features of
the exoplanets in their planetary phase curves. These sample signals are needed for the design and develop-
ment of instruments for directly detecting (polarized) reflected light from Earth-like exoplanets. An example
of such an instrument is EPICS (Earth-like Planets Imaging Camera Spectrograph) (Kasper et al. 2010), envi-
sioned for the E-ELT (European Extremely Large Telescope) which is currently under construction in Chile.

Being able to realistically model the spectropolarimetric features of the presence of an ocean in the phase
curves of Earth-like exoplanets is of particular interest because (1) more than 70 % of the Earth’s surface is
covered by an ocean (NOAA 2016), (2) the presence of liquid water requires an atmosphere with a significant
pressure and moderate surface temperatures and (3) the presence of liquid water is often considered as the
pre-requisite for a planet to be able to harbor life because of its beneficial chemical properties as a solvent.
Stam (2008) computed the flux and degree of polarization as functions of wavelength and planetary phase
angle for planets with a specular reflecting ocean, but did not include wind-driven oceanic surface waves
which give rise to a wide mirror image of the star in the ocean surface, called the stellar glint. This glint
may influence the observed brightness as functions of planetary phase angle since the Fresnel reflection by
the air-water interface is stronger at larger reflection angles and, during the orbital revolution of the planet
around its parent star, the fraction of disk illumination (and so the glint contribution) varies as seen from the
observer for orbital inclinations larger than zero. With developing wind speeds the shadows of the waves and
reflection by foam and whitecaps need to be taken into account as well. Furthermore, the absorption and

1http://exoplanet.eu/catalog/, retrieved on: 06-30-2018.
2Measurements of the redshift of the light of the parent star may indicate the motion of the parent star due to the gravitational attraction

of an orbiting planet.
3Measurements of starlight which is periodically dimmed may be used to detect a transiting planet between the star and the observer.
4https://jwst.nasa.gov/facts.html, retrieved on 06-30-2018.
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x Background and Motivation

scattering of light at various wavelengths in the subinterface oceanic water layer depends strongly on phyto-
plankton chlorophyll concentration in the water. The traceability of all these ocean related parameters and
how they together affect the reflected flux and degree of polarization by an exoplanet at various wavelengths
are still unanswered questions.

The detectability of an ocean with a rough wind-ruffled ocean surface on extrasolar planets has been studied
before. For example, Williams and Gaidos (2008) found strong signatures of the glint in the planet’s crescent
phase, but they neglected the atmospheric effects such as Rayleigh scattering and scattering by clouds. Zug-
ger et al. (2010, 2011a) did include atmospheric Rayleigh scattering, scattering by maritime aerosols in the
atmosphere and Lambertian reflecting clouds. They found a shift of the polarization peak in the planetary
phase curve towards higher planetary phase angles, which is normally around 90 degrees due to Rayleigh
scattering, caused by the polarization by the Fresnel reflection from the air-water interface at the Brewster
angle. They concluded, however, that the retrieval of a single explanation of the polarimetric features ob-
served in the received signal may be challenging when a scattering atmosphere with clouds, aerosols, varying
wind speeds and combinations of them are introduced in the models.

It should be noted that the planet models of Zugger et al. (2010, 2011a,b) are horizontal homogeneous, that is,
the atmosphere and surface are invariant with latitude and longitude. Therefore, they could, for example, not
study the signatures of the glint appearing and hiding behind patchy clouds, which are clouds of varying hori-
zontal shapes randomly located over the planet. Another example of a horizontal inhomogeneity are multiple
surface types, either land or ocean, on the planet. It is expected that such horizontal inhomogeneities induce
rapid oscillations in the planetary phase curve signal while the planet rotates around its axis. A recent paper
of Rossi and Stam (2017) shows the features that could potentially be observed in the phase curves of such
horizontally inhomogeneous exoplanet models using various cloud cover types. Their ocean reflection was,
however, again modeled using a flat air-water interface, yielding an infinitely narrow beam of reflected light
representing the stellar glint.

An interesting feature in the phase curve for polarization curve is the rainbow which is a strong indicator of
the presence of spherical particles in the atmosphere, such as cloud droplets (Bailey 2007; Hansen and Travis
1974; Karalidi et al. 2012). Unfortunately, Zugger et al. (2010, 2011a,b) modeled their clouds as Lambertian
(i.e. isotropically and unpolarized) reflecting surfaces, and could therefore not see the rainbow feature of the
clouds around 40 degrees planetary phase angle. Also, they did not include a gaseous layer on top of the
clouds causing Rayleigh scattering above the clouds. At short wavelengths (300 nm) Rossi and Stam (2017)
showed that Rayleigh scattering above the clouds becomes increasingly significant with increasing cloud top
pressures (corresponding to lower cloud top altitudes).

All authors mentioned above did not model the planetary phase curves of oceanic exoplanets using a large
set of wavelengths. Modelling the planetary phase curves for a set of consecutive wavelengths allows the anal-
ysis of the gradual spectral behaviour of the reflected light along the planetary phase angles. This may give
additional insight into the sources causing the observable features in the phase curves since the spectral de-
pendency of the scattered light may strongly be determined by its main contributors. For example, Fresnel
reflection from the ocean is approximately equally intensive at all wavelengths in the visible domain, while
the effectiveness of Rayleigh scattering is significantly larger at shorter wavelengths. Zugger et al. (2011b)
already concluded that at longer wavelengths (in the near infra-red) the ocean detectability increases be-
cause of less effective Rayleigh scattering from the atmosphere while the Fresnel reflection by the ocean is
still present. However, they did not use multiple wavelengths in the visible domain, and, they did not study
the polarized flux separately.

The aim of this study is to present the planetary phase curves of the flux and degree of polarization of light
reflected by realistic oceanic exoplanets by implementing the reflection of light by an ocean in the local plan-
etary radiative transfer algorithm. We model these phase curves at a set of consecutive wavelengths and allow
the planets to be either horizontally homogeneous or inhomogeneous when analyzing the effect of the cloud
cover. Also, using this set of wavelengths, we compute the ’true’ RGB-color of the model planet when the
planet orbits its parent star. We discuss the spectropolarimetric features in the phase curves of different types
of oceanic exoplanets that could potentially be observed in the near future or that may be considered in the
design of future telescopes.



Research Objective and Report Structure

From the Background and Motivation pages, we state the following research objective:

The research objective is to investigate the signatures of an ocean in the planetary phase curves of the flux,
polarized flux and degree of polarization of light reflected by different types of oceanic exoplanets orbiting
solar type stars, for a set of wavelengths, by implementing a realistic ocean reflection model in the local
radiative transfer algorithm and by allowing the planets to have horizontally inhomogeneous cloud cov-
ers.

This report is divided into four parts.

The aim of Part I is to expound in a systematic and concise way the physical principles of the transfer of po-
larized light in the planetary atmosphere-ocean system and to give an overview of the numerical methods
that are used. First, Chapter 1 explains the basic principles of polarized light and its mathematical repre-
sentations. Chapter 2 then discusses how this light beam is affected by the molecules and particles in the
atmosphere. Both Chapters 1 and 2 provide the physical background for Chapter 3 which treats the compu-
tation of the radiative transfer of polarized light in the atmosphere by the algorithm of de Haan et al. (1987)
called the adding-doubling method.

In Part II the implementation of the reflection by the ocean in the adding-doubling method are discussed.
First, the theory of Fresnel reflection and transmission is treated in Chapter 4, such that we can set up the re-
flection and transmission matrices of the air-water interface in Chapter 5. Then, in Chapter 6, it is explained
how the scattering of underwater light can be added such that the reflection by the complete ocean is mod-
eled.

A full solution of the reflection by the atmosphere-ocean system locally on an exoplanet is obtained from Part
I and Part II, which we use in Part III to study the signal in the direction of the observer. Chapter 7 explains
what the properties of the polarized light emerging from the top of the atmosphere of the planet may look
like when captured by an instrument in our solar system. The features indicating the presence of an ocean
are the guiding principle in this chapter.

Finally, in Part IV we present a discussion of our results and concluding remarks in Chapter 8 and some
recommendations for future studies in Chapter 9.

xi
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1
Introduction to Polarized Light

In this chapter, the physical principles of polarized light will be discussed that will be relevant in the remain-
der of this report. First the representations of radiation will be treated in Section 1.1. Then, starting from
the plane-wave solution of Maxwell’s equations, the nomenclature for describing polarization is discussed in
Section 1.2 and in terms of the Stokes vector in Section 1.3. Finally, Section 1.4 presents the Stokes intensity
formula for the measurement of the four Stokes polarization parameters.

1.1. Intensity and Flux
The classical radiative transfer theory states that the radiative energy is supposed to be transported in a
medium across surface elements along so-called pencils of rays (Chandrasekhar 1950, Section 1.2). The
radiative energy dE of the pencil (see Figure 1.1) depends on the frequency interval (ν,ν+dν), area of the
surface element dσ, solid angle dΩ and time dt . Electromagnetic radiation travelling through a medium,
such as a planetary atmosphere or an ocean, is commonly quantified by its (specific) intensity I expressed in
the SI-units W Hz−1m−2sr−1 (Hovenier et al. 2004).

d

O

σ

d

m

Ω

Figure 1.1: A graphical representation of a pencil of light rays. Surface element dσ and solid angle dΩ are used to define the intensity at
a point O in the direction m of a unit vector m. (Hovenier et al. 2004, Fig. 1.1).

The net flux however is defined as the radiative energy per unit of frequency interval, surface area and time
and can be obtained by the following integration over solid angleΩ (Hovenier et al. 2004, Eq. 1.2)

πΦ=
∫

dΩI cosθ (1.1)

where θ is the angle between the intensity vector and the normal vector to surface element dσ. A large amount
of descriptions of intensity and flux exists in literature (see, e.g., Chandrasekhar 1950; van de Hulst 1957). In
this report the terminology of Hovenier et al. (2004) is followed, i.e. considering (specific) intensity, radi-
ance and brightness as something per unit solid angle contrary to (net) flux, irradiance or flux density which
decrease by the inverse of the distance to the light source squared.

3



4 1. Introduction to Polarized Light

1.2. Polarization Ellipse
In empty space a changing electric field produces a magnetic field and a changing magnetic field will, in turn,
produce an electric field. The Scottish physicist James Clerk Maxwell (1831-1879) consolidated the descrip-
tion of all electric and magnetic phenomena into one set of four equations, known as Maxwell’s equations.
Nowadays the derivation of the solution for the electric field and magnetic field as functions position and time
is treated in many academic books (see e.g. Giancoli 2008, Sec. 31.5). An important result is the harmonic
behavior of electromagnetic radiation described by the wave equation, e.g. for the electric field component

∇2E(r, t ) = 1

v2

∂2E(r, t )

∂t 2 (1.2)

where E is the electric field vector, r = r(x, y, z) is the position vector and v is the propagation speed of the
electromagnetic wave. In 1818 Fresnel and Arago discovered that light consisted of only transverse compo-
nents, that is, assuming the direction of propagation in the positive z direction (see Goldstein 2003)

Ex = E0x e i (ωt−kz−εx ) (1.3a)

Ey = E0y e i (ωt−kz−εy ) (1.3b)

where E0x and E0y are the positive amplitudes, i = p−1, ω is the circular frequency, k is the wave number
2π/λ, t is the time and εx and εy are the initial phases. Instead of the x and y axes van de Hulst (1957) and
Chandrasekhar (1950) defined the r and l axes perpendicular and parallel to the plane of reference1 respec-
tively. In the field far from the radiation source, which is referred to as the far field in this report, a plane wave2

can be assumed. Since the electric vector is transverse the l component may be presented by its phasor, i.e.
the real part of Equation 1.3, according to (van de Hulst 1957)

El = Re[E0l e i (ωt−kz−εl )e−i (π/2)]

= E0l cos(ωt −kz −εl −π/2) (1.4)

= E0l sin(ωt −kz −εl )

Similarly, for the r direction
Er = E0r sin(ωt −kz −εr ) (1.5)

where r× l is the direction of propagation. The phase shift of π/2 was introduced to initialize the wave at
point O. Considering a monochromatic beam at point O (such that z = 0) the components of the electric field
vector are expressed by

El = E0l sin(ωt −εl ), Er = E0r sin(ωt −εr ) (1.6)

which are the definitions stated by Hovenier et al. (2004) and Hovenier and van der Mee (1983) and will be
used in the remainder of this report.

As the electric field propagates in the r× l direction the projection of the resultant of the vectors El and Er on
the x y-plane at point O describe an ellipse. The mathematical description of the ellipse (see e.g. Goldstein
2003, Sec. 3.2) is given by

(Er )2

E 2
0r

+ (El )2

E 2
0l

−2
Er

E0r

El

E0l
cosδ= sin2δ (1.7)

where
δ= εl −εr (1.8)

It may be noted that characteristics of the ellipse illustrated in Figure 1.23 are easily derived from Equation
1.7 by for example considering δ= 0 or π. Equation 1.7 reduces to

El =±
(

E0l

E0r

)
Er (1.9)

1The plane of reference is equivalent to the scattering plane in scattering problems, which is the plane through the direction of the
incident light beam and that of the scattered beam by, for example, a particle. Scattering will be discussed in Chapter 2 in more detail.

2The electric and magnetic fields are perpendicular to each other and to the direction of propagation at any point in the far field (Giancoli
2008).

3Care should be taken with definition of the positive direction of propagation r× l. For example, Mishchenko et al. (2002) presents the
polarization ellipse with the direction of propagation towards the reader and Hovenier et al. (2004) and van de Hulst (1957) presented
the polarization ellipse with the direction of propagation into the page.
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which may be recognized as the equation of a straight line with slope ±(E0l /E0r ). In this case the wave is
linearly polarized with slope ±(E0l /E0r ). If E0l = ±E0r the wave is called linear +45o polarized (L + 45) or
linear −45o polarized (L −45). Other polarization states are linear horizontally polarized light (LHP ), linear
vertically polarized light (LV P ), right circularly polarized light (RC P ) and left circularly polarized light (LC P )
(see Goldstein 2003, Sec. 4.2 and 4.3).

O

r

χ

β

ι

Figure 1.2: Polarization ellipse. The direction of propagation is into the paper perpendicular to r and l for this right-handed polarized
wave (Hovenier et al. 2004, Sect. 1.2).

The ellipse sketched in Figure 1.2 is also known as the polarization ellipse. The angle β and χ are defined such
that −π/4 ≤ β ≤ π/4 and 0 ≤ χ < π, the latter one being the angle between the major axis and the positive l -
axis. The ellipticity of the ellipse is given by | tanβ|.

1.3. Stokes Polarization Parameters
The states of polarization as mentioned in Section 1.2 may be expressed in the Stokes parameters introduced
by Sir George Gabriel Stokes in 1852. These parameters are usually represented in the Stokes vector (see e.g.
Hovenier et al. 2004; Mishchenko et al. 2002) which is not a geometrical vector but a representation of the
state of polarization of the wave. The Stokes parameters can be derived from the polarization ellipse (see e.g.
Goldstein 2003, Sec. 4.2) resulting in
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I = E 2
0l +E 2

0r (1.10a)

Q = E 2
0l −E 2

0r (1.10b)

U = 2E0l E0r cosδ (1.10c)

V = 2E0l E0r sinδ (1.10d)

The amplitude of the major and the minor axis of the polarization ellipse may be expressed by

Ema j or = E0 cosβsinωt , Emi nor = E0 sinβcosωt (1.11)

From this result, the Stokes parameters may be derived again, now as functions of E0, β and χ (see e.g. Hove-
nier et al. 2004, Sec. 1.2).

I = (E0)2 (1.12a)

Q = (E0)2 cos2βcos2χ (1.12b)

U = (E0)2 cos2βsin2χ (1.12c)

V = (E0)2 sin2β (1.12d)

Vice versa, once the Stokes parameters have been measured, the angle β and χ may be obtained by tan2β=
V /

√
Q2 +U 2 and tan2χ=U /Q. The expressions of Equations 1.12a to 1.12d are very useful for the rotation of

the polarization ellipse. Considering a rotation of the l and r axis through an angle α which is assumed to be
positive in the counterclockwise direction when looking in the direction of propagation, the transformation
χ → χ−α needs to be performed. By substituting χ−α for χ into Equations 1.12a to 1.12d the following
rotation matrix for the Stokes vector may be derived (Hovenier and van der Mee 1983, Eq. 18)

L(α) =


1 0 0 0
0 cos2α sin2α 0
0 −sin2α cos2α 0
0 0 0 1

 (1.13)

In nature light is usually quasi-monochromatic, that is, the amplitudes of the electric field are harmonic
functions of time as well with an oscillating frequency range ∆ω small compared to the circular frequency of
the actual sinusoid. The observables are obtained by taking the average over the time of observation (assume
infinite) of the Stokes parameters (Goldstein 2003), i.e.

I = 〈El E∗
l +Er E∗

r 〉 = 〈E 2
0l +E 2

0r 〉 = 〈(E0)2〉 (1.14a)

Q = 〈El E∗
l −Er E∗

r 〉 = 〈E 2
0l −E 2

0r 〉 = 〈(E0)2〉cos2βcos2χ (1.14b)

U = 〈El E∗
r +Er E∗

l 〉 = 〈2E0l E0r cosδ〉 = 〈(E0)2〉cos2βsin2χ (1.14c)

V = i 〈El E∗
r −Er E∗

l 〉 = 〈2E0l E0r sinδ〉 = 〈(E0)2〉sin2β (1.14d)

where the asterisk denotes the complex conjugate and by Schwarz inequality

I 2 ≤Q2 +U 2 +V 2 (1.15)

is always satisfied for any state of polarized light. Fully polarized light is computed in case of an equality
sign, whereas an inequality sign indicates partly or unpolarized (i.e. elliptically polarized) light. The degree
of polarization is defined by (Hansen and Travis 1974)

P = Ipol

Itot
=

√
Q2 +U 2 +V 2

I
0 ≤ P ≤ 1 (1.16)

and the degrees of circular and linear polarization are respectively

Pc = V

I
Pl =

√
Q2 +U 2

I
(1.17)
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In the consideration of a disk-integrated signal of a planet which is symmetric with respect to the planetary
scattering plane, the disk integrated Stokes parameter U will be zero and the degree of linear polarization is
defined as (Rossi and Stam 2017):

Ps = −Q

F
(1.18)

where the direction of polarization is included in the definition. That is, Ps is positive for perpendicular po-
larization with respect to the planetary scattering plane and negative if it is parallel to the planetary scattering
plane. In the remainder of this report, we will, however, consider the total degree of polarization P ranging
from 0 to 1 (Equation 1.16).

It is important to realize that variations on the representation of the Stokes parameters as given by Equation
1.14 occur in literature (see, e.g. Goldstein 2003, Section 4.6 and 4.7). The circular polarization (CP) rep-
resentation may be used for the sake of simpler transformations4(see Hovenier and van der Mee 1983, Eq.
22). For some applications it may be convenient to express the polarized light in the time averaged products
themselves stored in a coherency matrix (see e.g. Mishchenko et al. 2002, Sec. 2.6). Mishchenko et al. (2002)
introduced a minus sign in the Stokes parameter U .

1.4. Measurement of the Stokes Polarization Parameters
The Stokes polarization parameters described in Section 1.3 are quantities that can be measured because
they are formulated as intensity parameters, i.e. the intensity is defined by (Goldstein 2003, Eq. 4.54)

I = E ·E∗ (1.19)

An incident monochromatic light beam may be considered to be phase shifted by a retarder in a polarization
filter as illustrated in Figure 1.3 such that (see Goldstein 2003, Sec. 4.4)

E ′
l = El e iϕ/2 E ′

r = Er e−iϕ/2 (1.20)

Subsequently the light beam may be rotated over an angle θ in the polarization filter by a so-called polarizer.
Goldstein (2003) showed that the intensity measured after passing the retarder and polarizer equals

I (θ,ϕ) = 1

2

[(
El E∗

l +Er E∗
r

)+ (
El E∗

l −Er E∗
r

)
cos2θ+ (

El E∗
r +Er E∗

l

)
cosϕsin2θ+ i

(
El E∗

r −Er E∗
l

)
sinϕsin2θ

]
(1.21)

The Stokes polarization parameters between the round brackets may be recognized in Equation 1.21. The
Stokes polarization parameters can therefore be obtained by simply varying the phase shift ϕ in the retarder
and the rotation angle θ by the polarizer which may be expressed as (see Hansen and Travis 1974, Sec. 1.2)

I = I (0◦,0◦)+ I (90◦,0◦) (1.22a)

Q = I (0◦,0◦)− I (90◦,0◦) (1.22b)

U = I (45◦,0◦)− I (135◦,0◦) (1.22c)

V = I (45◦,90◦)− I (135◦,90◦) (1.22d)

l

r

θ

-φ/2

+φ/2

Figure 1.3: Measurement of the Stokes polarization parameters (Goldstein 2003, Section 4.4), ϕ indicates the phase shift and θ is the
rotation angle.

4The entries Q + iU and Q − iU are used which have simpler rotation properties than Q and U .
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It may be concluded that at least at four angles the intensity of the light beam needs to be measured in order to
obtain the Stokes parameters. In modern polarimetry, however, various types of modulators are used rather
than polarization filters (see Keller 2006; Schmid et al. 2006).



2
Scattering of Light in Planetary

Atmospheres

In Chapter 1 the definitions to describe polarized light were introduced. The aim of this chapter is to present
a brief summary of the principles of scattering of (polarized) light in planetary atmospheres that will be rele-
vant for the subsequent chapters of this report.

The restrictions laid by van de Hulst (1957) in the discussion of the basic scattering theory (see van de Hulst
1957, Sec. 1.2) were that of coherent1 and independent scattering. Independent scatterers are for example
cloud droplets and dust grains in the atmosphere, separated sufficiently far from each other, such that no sys-
tematic phase relations exist between the electromagnetic waves scattered by neighbouring particles. Once
these assumptions are made, the theoretical modeling of light scattering in planetary atmospheres may be
divided into two categories: scattering for which a direct proportionality exists of the extinction to the num-
ber of particles, so-called single scattering (discussed in Section 2.1), and scattering without such a direct
proportionality, so-called multiple scattering (discussed in Section 2.2).

2.1. Single Scattering
This section treats the basic principles of single scattering, some special cases of single scattering and the
phase matrix for the description of the single scattering event with respect to the scattering plane.

2.1.1. Basic Principles of Single Scattering
Let us consider a plane-parallel monochromatic light beam as described by Equations 1.6 incident on a single
particle of arbitrary size and shape as illustrated in Figure 2.1. The light beam scattered by the particle at a
distance R from the particle may be written in the combined form as (see van de Hulst 1957, Sec. 4.4)(

El

Er

)
=

(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)
e−i kR+i kz

i kR

(
E 0

l
E 0

r

)
(2.1)

where the 2 x 2 matrix S is defined as the amplitude matrix as functions of scattering angle Θ and azimuth
ϕ (see Figure 2.1), the incident electric field components are denoted by the subscript ’0’ and k = 2π/λ is
the wave number. After the scattering event by the particle by the angle Θ the electric field components in
the l and r directions are transformed (for Θ 6= 0). Van de Hulst (1957) derived the amplitude matrices for a
rotation of 180 degrees about the bisectrix (analogous to reciprocity2), mirroring with respect to the scattering
plane and mirroring with respect to the bisectrix plane which are respectively(

S2(Θ,ϕ) −S4(Θ,ϕ)
−S3(Θ,ϕ) S1(Θ,ϕ)

)
(2.2a)

(
S2(Θ,ϕ) −S3(Θ,ϕ)
−S4(Θ,ϕ) S1(Θ,ϕ)

)
(2.2b)

(
S2(Θ,ϕ) S4(Θ,ϕ)
S3(Θ,ϕ) S1(Θ,ϕ)

)
(2.2c)

1This is the assumption of equal wavelength of the scattered and incident light.
2An action of the r component affecting the l component can be equally traversed for the light beam in the opposite direction in any

linear physical system (see Hovenier et al. 2004, Sec. 3.1).

9
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The derivation of the symmetry relation represented by the amplitude matrix of Equation 2.2a for reciprocity
was discussed by Hovenier et al. (2004). However, the other two mirror symmetry cases (Equations 2.2b and
2.2c) were only briefly discussed. The qualitative derivation of the matrices of Equation 2.2a to 2.2c may be
found in Sec. 5.2 of van de Hulst (1957).

E H

P
R
Θ
G

x

z

incident wave

F y
φ

Figure 2.1: Coordinates definition for the scattering by a single particle illuminated by a parallel incident light beam travelling in the z-
direction. G, F and E are the intersection points of the x-, y- and z-axes with the sphere respectively. The scattering angleΘ and azimuth
φ (denoted as ϕ in the text below) correspond to Arc(G,P) and Arc(E,H) respectively (Hovenier et al. 2004, Figure 2.1).

The same scattering event as described above can be expressed by the Stokes parameters in the form (Hove-
nier et al. 2004, Eq. 2.24)

Φ(Θ,ϕ) = 1

k2R2 F (Θ,ϕ)L(−ϕ)Φ×(Θ,ϕ) (2.3)

where the net flux is defined as πΦ = π[I , Q, U , V ] (cf. Equation 1.1) in units W m−2 (or W m−3 if taken as
functions of wavelength λ), F = F p is the 4 x 4 scattering matrix of the particle andΦ0 = L(−ϕ)Φ× is the inci-
dent light beam with respect to the scattering plane.3 The substitution of the electric field components of the
scattered beam (see Equation 2.1) into the description of the Stokes parameters (Equations 1.12a to 1.12d)
gives the relation between the amplitude matrix S and the scattering matrix F p (see van de Hulst 1957, Sec.
5.14). Because we will use this relation in Chapter 4 it is attached in Appendix A.1.

Since the assumptions of independent and coherent scattering were made4 the Stokes parameters may also
describe the situation of light scattered by a collection of particles at point O (in Figure 2.1). Hansen and Travis
(1974) and Hovenier et al. (2004) defined the scattering event by particles in a volume-element dV , using the
scattering coefficient ksca

5, which may readily be derived from Equation 2.3 and may be written as

Φ(Θ,ϕ) = kscadV

4πR2 F (Θ,ϕ)Φ0(Θ,ϕ) (2.4)

3Hovenier et al. (2004) assumed the incident light beamΦ× to be defined with respect to the xz-plane where a rotation overϕ is needed
to transform the Stokes parameters such that they are defined with respect to the scattering plane (using Equation 1.13).

4Due to the absence of observed interference effects under these assumptions the Stokes parameters will suffice as well when a collection
of particles is considered (van de Hulst 1957).

5ksca = σsca /dV , where σsca is the sum of the scattering cross sections of the particles in the volume element, in unit length (see e.g.
Hansen and Travis 1974, Chap. 2 ).
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The corresponding scattering matrix F = F c is the sum of the scattering matrices F p
i for all individual parti-

cles in the cloud and is therefore a sum of pure Mueller (SPM) matrices. Extensive surveys on Mueller calculus
were carried out by Goldstein (2003) (Chap. 5, 8, 9 and 10) and by Hovenier et al. (2004) (their App. A).

Van de Hulst (1957) showed 13 examples of scattering matrices each one resulting from different assumptions
about the distribution of particles among their symmetry positions in the cloud. From the amplitude matrix
for a particle mirrored in the scattering plane (Equation 2.2b) the scattering matrix F p

m for this mirrored par-
ticle may be derived from the equations in Appendix A.1 resulting in F p

m = ∆3,4F p
p ∆3,4 where ∆3,4 is a 4 x 4

identity matrix with negative signs for the third and fourth entry on the diagonal (Hovenier et al. 2004, Sec.
2.4). As discussed above, under the assumption of independent scattering the matrices may be summed up
in order to obtain the scattering matrix for the cloud (F c

m =∆3,4F c
p∆3,4)6. Considering a cloud containing an

equal number of asymmetric particles and their mirrored particles with respect to the scattering plane (i.e.
F c

m = F c
p = F c ) 8 entries of the F c matrix vanish. Taking into account reciprocity7 the scattering matrix of the

cloud may be written as (see van de Hulst 1957, no. 4, p. 50)

F (Θ) =


F11 F12 0 0
F12 F22 0 0

0 0 F33 F34

0 0 −F34 F44

 (2.5)

where the superscript c indicating the cloud is omitted. This scattering matrix contains 6 independent pa-
rameters and may also be used for a collection of randomly oriented particles with planes of symmetry.8 The
matrix F is often normalized such that the element F11, usually referred to as the phase function, averaged
over all scattering directions (Θ,ϕ) equals 1 (Hansen and Travis 1974). The phase function depends on size
distribution (effective radiance and effective variance), wavelength, scattering angle, complex refractive in-
dex9 and shape distribution. In the methods of Rayleigh and Mie scattering (see next section) this matrix will
be used.

2.1.2. Special Cases of Single Scattering
In this subsection geometrical, Rayleigh and Mie scattering will be discussed. The aim of this section is not
to provide a comprehensive review on these single scattering cases, rather, it points out the most relevant
aspects of geometrical, Rayleigh and Mie scattering for the remainder of this report. For a more detailed
description of these types of scattering the reader is referred to Hansen and Travis (1974).

Geometrical Scattering
The scattering of light by large particles (size≥wavelength) may be explained by geometrical optics, i.e. based
on the ray-tracing technique. The contributions to the scattered light by a large particle are diffraction, exter-
nal reflection, twice refracted rays, one internal reflection and two internal reflections which were indicated
by Hansen and Travis (1974) as l = 0, 1, 2, 3 and 4 respectively. These contributions may be summed up in
order to obtain the phase function (see Section 2.1.1) F (Θ) =∑∞

l=0 Fl (Θ) where F ≡ F11.

The phase function may be considered as the probability of scattering of unpolarized light in any given direc-
tion. The reflection coefficients10 in r and l directions follow from the Fresnel formulae (see Born and Wolf
1959, Sec. 13.4) which may be used to compute the intensity and polarization of the reflected and refracted
light by the particle surface. The direction of the light rays may be obtained by Snell’s law (see e.g. Kamp 2007,
Sec. 2.1.3) yielding the contributions (l = 0,1,2 etc.) to the scattered light.

Rayleigh Scattering
The scattering behavior by spherical or randomly oriented particles11 much smaller than the wavelength of
the incident and outgoing radiation from the particle may be described by Rayleigh scattering. The oscillation

6It may be noted that this relation also holds for quasi-monochromatic light (Hovenier et al. 2004).
7This results in 10 independent elements of the scattering matrix instead of 16, with F21 = F12, F31 = −F13, F32 = −F23, F41 = F14,

F42 = F24 and F43 =−F34 (see van de Hulst 1957, no. 1, p. 49).
8It may be noted that Hansen and Travis (1974) wrote the entries F43 instead of F34 where F43 =−F34 by reciprocity.
9The real part refers to scattering, the imaginary part refers to absorption.
10Born and Wolf (1959) defined the reflection coefficients as the ratio of the amplitudes of the electric vectors of the reflected light and

the incident light (see Born and Wolf 1959, Sec. 1.6.3).
11See Section 2.1.1 for the necessary conditions to obtain the scattering matrix of Equation 2.5.
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l = 4
l = 1

l = 3
l = 2

l = 0

γ

Figure 2.2: Geometrical scattering by a non-absorbing particle where γ is the incident angle on the particle. The fraction of the total
scattered light for each l value is given in a table in (Hansen and Travis 1974, Fig. 4).

of the electrons in the small particles in response to the incident wave causes a dipole moment in the particles
confining the direction of radiation from the particles to directions different than the directions of vibration
(Hansen and Travis 1974). Rayleigh scattering may be applied to gaseous molecular scattering, however the
molecules are generally not isotropic. Young (1982) warns in his review on Rayleigh scattering that more def-
initions exist of depolarization that occurs at right angles due to the anisotropy of the molecules, depending
on how the incident beam is defined if the depolarization would be measured. We use the depolarization
factor for unpolarized incident light of Hansen and Travis (1974), which allows us to compute the scattering
optical thickness bm

sca of the gas according to

bm
sca(λ) = Ng asσsca (2.6)

where Ng as is the column density of the gas molecules for a layer bounded by the pressures ptop and pbot tom

(with Avogadro’s constant NA , m the mass per mole in atomic mass units and g the acceleration of gravity) in
the column:

Ng as = NA
pbot tom −ptop

mg
(2.7)

and σsca is the scattering cross section of the gas molecules:

σsca(λ) = 24π3

N 2
L

(n2 −1)2

(n2 +2)2

6+3δ

6−7δ

1

λ4 (2.8)

where, NL is Loschmidt’s number, n is the real refractive index of air dependent on wavelength according to
the dispersion formula of Peck and Reeder (1972), λ is the wavelength and 6+3δ

6−7δ is the King correction factor
using the depolarization factor δ for unpolarized incident light.

The nonzero elements of the scattering matrix F m(Θ) for anisotropic Rayleigh scattering are (Hansen and
Travis 1974):

F11 = 1− 1

4
∆(1−3cos2Θ) (2.9)

F12 = F21 =−3

4
∆sin2Θ (2.10)

F22 = 3

4
∆(1+cos2Θ) (2.11)

F33 = 3

2
∆cosΘ (2.12)

F44 = 3

2
∆∆′ cosΘ (2.13)

with
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∆= 1−δ
1+δ/2

and ∆′ = 1−2δ

1−δ (2.14)

The depolarization factor does depend on wavelength, however, typical wavelength-independent values for δ
are: ≈0.02 for H2, ≈0.03 for N2, ≈0.03 for air, ≈0.06 for O2 and ≈0.09 for CO2. The degree of linear polarization
for Rayleigh scattering is given by Eq. 2.17 in Hansen and Travis (1974) showing that the degree of linear
polarization decreases with anisotropy of the molecule. In our computations, however, we use the elements
of the scattering matrix expressed by their expansions in generalized spherical functions (de Rooij and van
der Stap 1984; Stam et al. 2002).

Mie Scattering
Scattering of light by spherical particles having a diameter similar to or larger than the wavelength of the in-
cident light is called Mie scattering. Mie (1908) derived the scattering matrix in the form of infinite series for
scattering by single spheres. Hansen and Travis (1974) carried out an extensive review on the resulting phase
functions and degrees of polarization as functions of particle size distributions and refractive indices. These
particles in the atmospheres are often referred to as aerosols. The Mie-algorithm may be used to calculate the
expansion coefficients in the scattering matrix F a for spherical, homogeneous aerosols (Stam et al. 2014). In
this research, spherical cloud droplets are used, which are aerosols with a relatively big diameter. The com-
putations of the Mie coefficients an and bn , which are the main parameters of the series, will not be treated
in this report and can be found in de Rooij and van der Stap (1984).

2.1.3. Single Scattering Matrix
The flux that is reflected by an atmospheric layer depends on the optical thickness b of the layer, the single
scattering albedo a of the particles in the layer and the single scattering matrix of the layer’s particles. The
optical thickness is defined as the sum of the scattering optical thickness and absorption optical thickness.
However, for this research, we choose our wavelengths outside the absorption bands in the visible spectrum
and therefore we do not include gaseous absorption in our computations, i.e. b = bm

sca +ba
sca +ba

abs where
bm

sca is the scattering optical thickness of the gas, ba
sca is the scattering optical thickness of the aerosols (i.e.

spherical cloud droplets) and ba
abs is the absorption optical thickness of these aerosols.

The aerosol optical thickness ba
sca and aerosol scattering albedo are, if included in the computations, pro-

vided by the Mie-program. Note that the single scattering albedo of a homogeneous layer is

a = bm
sca +ba

sca

bm
sca +ba

sca +bm
abs +ba

abs

(2.15)

The single scattering matrix for the mixture of the gas and the aerosols in the layer is computed according to

F (Θ) = bm
sca Fm(Θ)+ba

sca F a(Θ)

bm
sca +ba

sca
(2.16)

For a similar explanation of the computation of F to the one presented in this section and the former two
sections, but somewhat more detailed, we refer to Stam et al. (2014), and the more recent paper Rossi et al.
(2018). The input parameters used in our model atmospheres for the exoplanets will be presented in Chapter
7.

2.1.4. The Phase Matrix
In Section 2.1.1 the transfer of polarized light scattered by a particle was described in an arbitrary coordinate
system defined with respect to the incident beam. Hovenier and van der Mee (1983) described the trans-
fer of polarized light scattered by a small volume-element containing randomly oriented particles each with
a plane of symmetry in a local right-handed Cartesian coordinate system fixed in space with the volume-
element in its origin O (see Figure 2.3b). Assuming the azimuth angle ϕ measured positive in the clockwise
direction when looking in the positive z-direction, the azimuth difference between the incident beam and
the scattered beam may be denoted by ϕ′ −ϕ. Hovenier and van der Mee (1983) distinguished two cases:
0 <ϕ′−ϕ<π (Figure 2.3a) and π<ϕ′−ϕ< 2π or equivalently 0 <ϕ−ϕ′ <π (Figure 2.3b).12

12π<ϕ′−ϕ< 2π is equivalent to 0 <ϕ−ϕ′ <π because the phase matrix is periodic with period π due to the double angles involved.



14 2. Scattering of Light in Planetary Atmospheres

y

z

x

σ
1

σ
2

N

’

φ’

φ’

0
φ

O

(a) In this case the azimuth difference is 0 < ϕ′−ϕ < π

(Hovenier and van der Mee 1983, Fig. 2).
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(b) The same as Figure 2.3a, but now for 0 < ϕ−ϕ′ < π

(Hovenier and van der Mee 1983, Fig. 3).

Figure 2.3: Scattering by particles in a volume element in a local right handed Cartesian coordinate system. The direction of the incident
beam is OP1 and the direction of the scattered beam is OP2.

In a plane-parallel medium13 the z-axis in this coordinate system is the local vertical such that the incident
beam in the OP1 direction and the z-axis define a local meridian plane which is the reference plane of the
incident beam.14 Similarly the reference plane for the scattered beam is the local meridian plane defined
by the z-axis and the scattered beam in the OP2 direction (specified by local zenith angle ϑ). However, the
scattering matrix F = F c for the randomly oriented particles each one with a plane of symmetry in the volume
element was defined with respect to the scattering plane OP1P2 (see Section 2.1.1). For that reason Hovenier
and van der Mee (1983) defined the phase matrix Z as the scattering matrix F multiplied by the rotation
matrices (see Equation 1.13) needed to transform the planes of reference for the incident and scattered light
from the local meridians to the scattering plane.15 For example, for 0 <ϕ′−ϕ<π, we have (Hovenier and van
der Mee 1983, Eq. 87, 88 and 89)

Z (ϑ,ϕ;ϑ′,ϕ′) = L(π−σ2)F (Θ)(−σ1) (2.17)

Performing this multiplication gives the following matrix elements of the phase matrix:

13A medium, such as an atmosphere or an ocean, stratified in parallel planes of infinite horizontal extend. The assumption of a plane-
parallel medium implies rotational symmetry of the medium about the vertical due to the absence of horizontal inhomogeneities.
Consequently, only the differences in azimuth need to be considered (see e.g. Hovenier et al. 2004, Chap. 3).

14The polarization axes l and r are directed parallel and perpendicular respectively with respect to the reference plane (see Section 1.2).
15It should be noted that the rotation is considered to be positive in the counterclockwise direction when looking into the direction of

propagation (see Section 1.2).
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Z11 = F11(Θ) (2.18)

Z12 = F12(Θ)cos2σ1 (2.19)

Z13 =−F12(Θ)sin2σ1 (2.20)

Z14 = 0 (2.21)

Z21 = F12(Θ)cos2σ2 (2.22)

Z22 = cos2σ2F22(Θ)cos2σ1 − sin2σ2F33(Θ)sin2σ1 (2.23)

Z23 =−cos2σ2F22(Θ)sin2σ1 − sin2σ2F33(Θ)cos2σ1 (2.24)

Z24 =−F34(Θ)sin2σ2 (2.25)

Z31 = F12(Θ)sin2σ2 (2.26)

Z32 = sin2σ2F22(Θ)cos2σ1 +cos2σ2F33(Θ)sin2σ1 (2.27)

Z33 =−sin2σ2F22(Θ)sin2σ1 +cos2σ2F33(Θ)cos2σ1 (2.28)

Z34 = F34(Θ)cos2σ2 (2.29)

Z41 = 0 (2.30)

Z42 =−F34(Θ)sin2σ1 (2.31)

Z43 =−F34(Θ)cos2σ1 (2.32)

Z44 = F44(Θ) (2.33)

(2.34)

where for i=1,2

cos2σi = 2cos2σi −1 (2.35)

sin2σi = 2
√

1−cos2σi cosσi (2.36)

In the second case (0 <ϕ−ϕ′ <π) the similar phase matrix of Equation 2.17 may be used introducing a minus
sign in the expression for sin2σi . Defining the parameters u =−cosϑ and u′ =−cosϑ′ and applying spherical
trigonometric relations to the spherical triangle N P1P2 Hovenier and van der Mee (1983) derived

cosΘ= uu′+
√

1−u2
√

1−u′2 cos(ϕ−ϕ′) (2.37)

cosσ1 = −u +u′ cosΘp
1−u′2p1−cos2Θ

(2.38)

cosσ2 = −u′+u cosΘp
1−u2

p
1−cos2Θ

(2.39)

By the substitution of Equations 2.37 to 2.38 into Equations 2.35, 2.36 and 2.17 the phase matrix may be
written as16 (Hovenier et al. 2004, Eq. 3.22)

Z (u,u′,ϕ−ϕ′) = L(−σ2)F (Θ)L(−σ1) (2.40)

The derivation of the phase matrix as functions of u, u′ andϕ−ϕ′ from the phase matrix as functions of ϑ, ϕ,
ϑ′ and ϕ′ as presented above provides insight which is crucial for the understanding of the derivation of the
symmetry relations for the phase matrix. By interchanging ϕ and ϕ′, interchanging u and u′ and changing
the signs of u and u′ simultaneously Hovenier (1969) derived seven symmetry relations for the phase matrix.
In particular, the symmetry about the azimuth difference will be very useful later in this report which reads:

Z (u,u′,ϕ′−ϕ) =∆3,4 Z (u,u′,ϕ−ϕ′)∆3,4 (2.41)

Finally, by combining Equations 2.4 and 2.40 and dividing by the scattering coefficient ksca the so-called
source vector J may be defined for the scattering event, having the same physical dimensions as the intensity
of the incident beam Ii nc (Hovenier et al. 2004, Eq. 4.4)

J (u,ϕ) = a

4π

∫ 1

−1
du′

∫ 2π

0
dϕ′Z (u,u′,ϕ−ϕ′)Ii nc (u′,ϕ′) (2.42)

16It may be noted that L(π−σ2) is equivalent to L(−σ2) since the rotation matrix is periodic with period π due to the double angles
involved.
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The source vector may be considered as the intensity of the beam scattered by the volume element for which
the single scattering albedo is defined as a = ksca/kext .

2.2. Multiple Scattering
This section treats the mathematical description of consecutive orders of scattering events and their repre-
sentations in so-called multiple-scattering matrices.

2.2.1. Orders of Scattering
In atmospheric radiative transfer studies the vertical dimension z of the plane-parallel medium is often re-
placed by the dimensionless optical depth defined as (Hovenier et al. 2004, Eq. 3.3)

τ(z) =
∫ ∞

z
d z ′kext (z ′) (2.43)

for which τ varies from 0 at the top to the optical thickness b at the bottom of the layer (see Figure 2.4). Also,
the absolute value of the direction cosine is defined as µ= |u| where 0 ≤ µ≤ 1 (see e.g. Hovenier et al. 2004).
Where positive values of u correspond to downward directions, the directions indicated by µmay be ambigu-
ous. If the scattered intensity vector is presented by (µ,ϕ) rather than (u,ϕ) the direction of the vector should
explicitly be specified (Hovenier et al. 2004).

zenith

local vertical

u < 0

τ = 0

τ = bz = 0
bottom

top

u > 0

Figure 2.4: Definitions of optical depth τ, optical thickness b
and direction cosine u in a plane-parallel medium (Hovenier
et al. 2004, Fig. 3.1)

.

zenith

τ

τ 

0 

B 

A

l (τ,u,φ)
b

Figure 2.5: The intensity vector in the u-direction which has
been scattered at least once (Hovenier et al. 2004, Fig. 4.1).

Beer’s law17 of extinction states that the transmittance of the radiant intensity in a medium decays exponen-
tially with its optical thickness (see e.g. Wallace and Hobbs 2006, Sec. 4.5.1). Using this fact in conjunction
with the derived source vector for single scattering given by Equation 2.42 the intensity of beam scattered
at least once in the downward, upward and horizontal direction may respectively be represented by (see e.g.
Hovenier et al. 2004, Eq. 4.10, 4.11 and 4.13)

I (τ,u,ϕ) =
∫ τ

0

dτ′

u
J (τ′,u,ϕ)e−(τ−τ′)/u u > 0 (2.44)

I (τ,u,ϕ) =
∫ τ

0

dτ′

(−u)
J (τ′,u,ϕ)e−(τ′−τ)/(−u) u < 0 (2.45)

I (τ,0,ϕ) = J (τ,0,ϕ) u = 0 (2.46)

It may be noted that the source vector J is a function of τ since a, Z and Ii nc may depend on τ as well. Let
us consider a parallel beam of light in a direction (µ0,ϕ0) incident at the top of the medium. The light of zero
order of scattering is the light in downward direction (u,ϕ) that is not scattered at all may be represented by
(Hovenier et al. 2004, Eq. 4.15 and 4.16)

I0(τ,u,µ0,ϕ−ϕ0) =
{

e−τ/u I0(0,u,µ0,ϕ−ϕ0) 0 < u < 1
0 −1 ≤ u < 0

(2.47)

17Also known as Bouguer’s law or Lambert’s law (Wallace and Hobbs 2006).
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with

I0(0,u,µ0,ϕ−ϕ0) = δ(u −µ0)δ(ϕ−ϕ0)πF0 (2.48)

where δ is the Dirac delta function. This light beam may be scattered by a volume element (first order of
scattering) after which the scattered beam may be scattered again by another volume element (second order
of scattering) in the medium. From Equations 2.42 and 2.44 to 2.46 the iterative scheme to calculate the nth

order of scattering is summarized Display 3.1 below (see also Appendix of Hovenier 1971).18.

Hovenier (1971) presented the resulting intensities of the scattered beam for the first two orders of scattering,
although not all intermediate derivation steps were stated. Since this derivation may be very useful for the
insight needed to derive symmetry relations and to define the reflection matrix as a function of the phase
matrix below, the derivation up to n = 2 is provided in this report in Appendix A.2.

1. Compute intensity of the downward beam not scattered at all; n = 0

I0(τ,u,µ0,ϕ−ϕ0) =
{

e−τ/uδ(u −µ0)δ(ϕ−ϕ0)πF0 0 < u < 1
0 −1 ≤ u < 0

(2.49)

2. Compute source vector of the beam scattered n times in the medium; n ∈N\ {0}

Jn (τ,u,µ0,ϕ−ϕ0) = a

4π

∫ 1

−1
du′

∫ 2π

0
dϕ′Z (u,u′,ϕ−ϕ′)In−1(τ,u′,µ0,ϕ′−ϕ0) (2.50)

3. Compute intensity of the beam scattered n times in the medium

In(τ,u,µ0,ϕ−ϕ0) =
∫ τ

0

dτ′

u
Jn(τ′,u,µ0,ϕ−ϕ0)e−(τ−τ′)/u ; u > 0 (2.51)

In(τ,u,µ0,ϕ−ϕ0) =
∫ b

τ

dτ′

(−u)
Jn(τ′,u,µ0,ϕ−ϕ0)e−(τ′−τ)/(−u); u < 0 (2.52)

In(τ,0,µ0,ϕ−ϕ0) = Jn(τ,0,µ0,ϕ−ϕ0) u = 0 (2.53)

4. Set n = n +1 and go back to step 2

Iterative scheme for nth order of scattering

Display 3.1. References: Hovenier (1971); Hovenier et al. (2004)

2.2.2. Multiple-Scattering Matrices
Let us assume a plane-parallel planetary atmosphere (homogeneous or inhomogeneous) with a perfectly
absorbing lower boundary in the absence of reflecting surface layers or internal light sources. Let us define
the intensity vector I (0,µ,ϕ) as light incident at the top of the atmosphere and let I (τ,µ,ϕ) and I (τ,−µ,ϕ) be
the intensity vectors of the light emerging at the bottom and top respectively. The latter vectors are given by
(see e.g. de Haan et al. 1987)

I (τ,µ,ϕ) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′D(τ,µ,µ′,ϕ−ϕ′)I (0,µ′,ϕ′)+e−τ/µI (0,µ,ϕ) (2.54)

I (τ,−µ,ϕ) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′U (τ,µ,µ′,ϕ−ϕ′)I (0,µ′,ϕ′) (2.55)

where D and U are so-called multiple-scattering matrices corresponding to light scattered downward and
upward respectively defined at the optical depth τ. If the total radiation is to be considered emerging at the

18For the iterative scheme Hovenier (1971) assumed the medium to be homogeneous such that a(τ) = a and Z (τ,u,u′,ϕ−ϕ′) =
Z (u,u′,ϕ−ϕ′).
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top (τ= 0) or bottom (τ= b) of the atmosphere, U and D are replaced by a special type of multiple-scattering
matrices: the reflection matrix R and transmission matrix T given by (see e.g. Hovenier et al. 2004)

R(µ,µ′,ϕ−ϕ′) =U (0,µ,µ′,ϕ−ϕ′) (2.56)

T (µ,µ′,ϕ−ϕ′) = D(b,µ,µ′,ϕ−ϕ′) (2.57)

Considering a monodirectional polarized light beam as given by Equation 2.48 for I (0,µ,ϕ) incident on the
top of the atmosphere, the reflected and transmitted Stokes vectors by the atmosphere may be calculated by
(see Hansen and Travis 1974)

Ir (µ,µ0,ϕ−ϕ0) =µ0R(µ,µ0,ϕ−ϕ0)F0 (2.58)

It (µ,µ0,ϕ−ϕ0) =µ0T (µ,µ0,ϕ−ϕ0)F0 (2.59)

Comparing this result with the solutions for first order of scattering (Equation A.14 for u < 0 and A.13 for
u > 0), and setting τ = 0 and τ = b respectively, the reflection matrix R and transmission matrix T for first
order of scattering in a homogeneous atmosphere may be expressed in terms of the phase matrix Z according
to (Hovenier et al. 2004, Eq. 4.55 and 4.56)19

R1(µ,µ0,ϕ−ϕ0) = a

4µ0
d(0,−µ,µ0)Z (−µ,µ0,ϕ−ϕ0) (2.60)

T1(µ,µ0,ϕ−ϕ0) = a

4µ0
c(0,µ,µ0)Z (µ,µ0,ϕ−ϕ0) (2.61)

where the functions c and d are given by Equations A.11 and A.12. Similar expressions are found for U1 and
D1 (see Hovenier et al. 2004, Eq. 4.91 to 4.93). The second order of scattering solutions R2 and T2 may be
obtained by using Equation A.22 in conjunction with Equations 2.58 and 2.59. The full second order solution
was provided in the appendix of Hovenier (1971), and its derivation steps are stated in Appendix A.2 of this
report.

Theoretically the multiple-scattering matrices as presented in Equations 2.58 and 2.59 may be written as
infinite sums of orders of scattering for n = 1 to infinity (Hovenier et al. 2004), e.g. for R we have 20

R(µ,µ0,ϕ−ϕ0) =
∞∑

n=1
Rn(µ,µ0,ϕ−ϕ0) (2.62)

The reflection and transmission matrices presented above correspond to illumination of the atmosphere
from above, however in case of for example a reflecting ground surface the matrices R∗ and T ∗ may be de-
fined where the asterisk denotes the illumination from below (Hovenier 1971). Also, for internal radiation in
the atmosphere the multiple scattering matrices U∗ and D∗ may be defined such that (see e.g. de Haan et al.
1987)

I (τ,−µ,ϕ) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′D∗(τ,µ,µ′,ϕ−ϕ′)I (b,−µ′,ϕ′)+e−(b−τ)/µI (b,−µ,ϕ) (2.63)

I (τ,µ,ϕ) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′U∗(τ,µ,µ′,ϕ−ϕ′)I (b,−µ′,ϕ′) (2.64)

For reflecting surfaces at the bottom of the atmosphere (see Section 3.4) it is important to realize that light
incident at the top of a homogeneous atmosphere is equivalent to light incident at the bottom but with a
reversed sign for the azimuth difference (Hovenier et al. 2004), that is

R∗(µ,µ0,ϕ0 −ϕ) = R(µ,µ0,ϕ−ϕ0) (2.65)

T ∗(µ,µ0,ϕ0 −ϕ) = T (µ,µ0,ϕ−ϕ0) (2.66)

U∗(b −τ,µ,µ0,ϕ0 −ϕ) =U (τ,µ,µ0,ϕ−ϕ0) (2.67)

D∗(b −τ,µ,µ0,ϕ0 −ϕ) = D(τ,µ,µ0,ϕ−ϕ0) (2.68)

A full list of symmetry relations for the multiple scattering matrices as can be found in Hovenier et al. (2004).

19In case of a inhomogeneous atmosphere a and Z both depend on τ which should be taken into account when integrating over τ to
obtain the source vector (see the iterative scheme of Display 3.1 in Section 2.2.1).

20It should be noted that the multiple scattering matrices refer to light scattered at least once in the medium. For an atmosphere il-
luminated from above, the light emerging at the bottom also contains the light beam of zero order of scattering attenuated in the
atmosphere according to Beer’s law.
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2.3. Fourier Decomposition
In Subsection 2.1.4 it was mentioned that the phase matrix of Equation 2.17 satisfies the symmetry relations
that were provided by Hovenier (1969). Employing the mirror symmetry relation (cf. Equation 2.41) it be-
comes clear that the phase matrix consists of four 2x2 matrices that are either odd functions of ϕ−ϕ′ (indi-
cated by the entries with minus sign) or even functions of ϕ−ϕ′ (entries without additional minus sign).

Z (u,u′,ϕ′−ϕ) =∆3,4 Z (u,u′,ϕ−ϕ′)∆3,4 =


Z11 Z12 −Z13 −Z14

Z21 Z22 −Z23 −Z24

−Z31 −Z32 Z33 Z34

−Z41 −Z42 Z43 Z44

 (2.69)

In order to reduce computing time and computer storage for numerical computations of multiple scattering
algorithms it may be advantageous to make Fourier series expansions in the azimuth dependence. For the
odd functions in Equation 2.69 only the odd components of the Fourier series (sine terms) may be used and
for the even functions only the even components of the Fourier series (cosine terms) may be used in a Fourier
series represented as (see e.g. Ziemer et al. 1993)

Z (u,u′,ϕ−ϕ) =
∞∑

j=0
(2−δ j 0)[Z c j (u,u′)cos j (ϕ−ϕ′)+Z s j (u,u′)sin j (ϕ−ϕ′)] (2.70)

where δ j 0 is the Kronecker delta, j = 0,1,2,3... and Z c j and Z s j are the even and odd 4x4 Fourier coefficients
matrices consisting of cosine and sine terms respectively21 given by

Z s0(u,u′) = 0 (2.71)

Z c j (u,u′) = 1

2π

∫ 2π

0
Z (u,u′,ϕ−ϕ′)cos j (ϕ−ϕ′)d(ϕ−ϕ′) (2.72)

Z s j (u,u′) = 1

2π

∫ 2π

0
Z (u,u′,ϕ−ϕ′)sin j (ϕ−ϕ′)d(ϕ−ϕ′) (2.73)

Let us now define a 4x4 matrix L indicating any multiple scattering matrix or phase matrix satisfying this
mirror symmetry relation. It follows directly from applying the mirror symmetry relation of Equation 2.69 to
Equation 2.70 (Z = L) that (see Hovenier 1969)

Lc j (µ,µ′) =∆3,4Lc j (µ,µ′)∆3,4 (2.74)

Ls j (µ,µ′) =−∆3,4Ls j (µ,µ′)∆3,4 (2.75)

The matrices Lc j and Ls j may be combined in one matrix as presented by (de Haan et al. 1987)

L j (µ,µ0) = Lc j (µ,µ0)−∆3,4Ls j (µ,µ0) =
(

Lc j
ul (µ,µ0) −Ls j

ur (µ,µ0)

Ls j
l l (µ,µ0) Lc j

l r (µ,µ0)

)
(2.76)

where ul , ur , l l and l r refer to the 2x2 submatrices in the upper left, upper right, lower left and lower right
corners respectively. According to de Haan et al. (1987) the Fourier series may now be written as

L(µ,µ0,ϕ−ϕ0) = 1

2

∞∑
j=0

(2−δ j 0)
[

B+ j (ϕ−ϕ0)L j (µ,µ0)(1+∆3,4)+B− j (ϕ−ϕ0)L j (µ,µ0)(1−∆3,4)
]

(2.77)

where 1 is the 4x4 unit matrix, B+ j (α)=diag(cos jα,cos jα,sin jα,sin jα) and B− j (α)=diag(−sin jα,−sin jα,
cos jα,cos jα). Furthermore, it may be noted that many formulae in this report are of the form

K (µ,µ0,ϕ−ϕ0) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′L(µ,µ′,ϕ−ϕ′)M(µ′,µ0,ϕ′−ϕ0) (2.78)

where K and M are either 4x4 matrices or column vectors with 4 components such as the incident and emerg-
ing Stokes vectors22. Using the Fourier series Hovenier (1971) showed that each Fourier component of K may

21It follows directly from Equation 2.69 that Z c j has two vanishing 2x2 submatrices in its lower left en upper right corners and that Z s j

has two vanishing 2x2 submatrices in its upper left and lower right corners.
22For unpolarized incident light, it follows from e.g. Equation 2.58 that the Fourier expansion of the first and second Stokes parameters

contain only cosine terms and the Fourier expansion of the third and fourth parameters contain only sine terms (de Haan et al. 1987).
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be computed separately according to

K c j (µ,µ0) = 2
∫ 1

0
µ′dµ′

[
Lc j (µ,µ′)M c j (µ′,µ0)−Ls j (µ,µ′)M s j (µ′,µ0)

]
(2.79)

K s j (µ,µ0) = 2
∫ 1

0
µ′dµ′

[
Ls j (µ,µ′)M c j (µ′,µ0)+Lc j (µ,µ′)M s j (µ′,µ0)

]
(2.80)

Using Equation 2.76 to combine the even and odd the Fourier coefficient matrices Equation 2.78 may be
written in the azimuth independent form (see de Haan et al. 1987)

K j (µ,µ0) = 2
∫ 1

0
µ′dµ′L j (µ,µ′)M j (µ′,µ0) (2.81)

In summary, the phase matrix Z (µ,µ′,ϕ−ϕ0) may be written in terms of its Fourier components combined
in a matrix Z j (µ,µ′) (where L = Z ). However, in order to obtain the Fourier coefficients Z j (µ,µ′), still a
numerical integration has to be performed over the azimuth difference, that is, combining Equations 2.72,
2.73 and 2.76 (de Haan et al. 1987, Eq. 65)

Z j (±µ,µ′) = 1

2π

∫ 2π

0
d(ϕ−ϕ′){B+ j (ϕ−ϕ′)+B− j (ϕ−ϕ′)}Z (±µ,µ′ϕ−ϕ′) (2.82)

which may be time consuming (de Haan et al. 1987). In order to avoid this Hovenier and van der Mee (1983)
expressed the Fourier coefficients directly in the expansion coefficients of the scattering matrix and general-
ized spherical functions. De Haan et al. (1987) considered a water haze at a wavelength of 0.70 µm as a test
case for the adding-doubling method (see next chapter). Using their expansion method resulted in a factor 5
to 50 less computation time compared to the integration method with approximately the same accuracy. The
expansion of the phase matrix in generalized spherical functions will not be treated in depth in this report,
details can be found in de Haan et al. (1987).



3
Adding-Doubling Method

In Chapter 2 the multiple-scattering problem was approached by considering orders of scattering. As an ex-
ample the integration over the optical depth τ was done analytically for the first two orders of scattering.
However, it should be noted that in the sum of all orders of scattering for every successive order a multipli-
cation is involved with the single scattering albedo a (see Equation 2.50). Hence, for very thick layers (b & 1)
and little absorption (a ≈ 1) a large number of scatterings are possible resulting in a slow convergence of the
series in Equation 2.62 (Hansen and Travis 1974). This chapter contains the discussion of a more efficient
method, the adding-doubling method, based on the paper of de Haan et al. (1987) and references therein. For
an overview of successful applications of the adding-doubling method the reader is referred to Section 5.1 of
Hovenier et al. (2004).

3.1. Basic Principles of the Adding-Doubling Method
Let us consider again light scattered by a macroscopically isotropic plane-parallel atmosphere with mirror
symmetry illuminated from above as was discussed in Subsection 2.2.2. In the adding-doubling method the
atmosphere is subdivided into layers placed on top of each other. Assume two homogeneous layers of optical
thicknesses b′ and b′′ as is illustrated in Figure 3.1 where the prime and double prime indicate the top and
bottom layer respectively.1 The incident light may cross an interface indicated by the dotted line multiple
times due to scattering from one layer into another. It may be assumed that the reflection and transmission
matrices of the individual layers are known (see Hovenier 1971).

Figure 3.1: The multilayered approach of the adding-doubling method for light incident at the top of the combined layer. The arrows
indicate light traveling in all directions of the solid angle 2π directed either upward or downward (Hovenier et al. 2004, Figure 5.1).

The aim of the adding-doubling method is to find the multiple-scattering matrices for the combined layer
which will give the Stokes vectors of the reflected, transmitted and internal radiation according to Equations
2.54 to 2.59. Applying the same approach to the atmosphere illuminated from below and adding the Stokes

1The optical thickness of the combined layer equals b = b′+b′′ (Hovenier et al. 2004).

21
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vectors for radiation traveling downward and upward respectively may give a description of the complete ra-
diation field in the atmosphere (de Haan et al. 1987).

Let us have a closer look at the intensity vectors crossing the interface illustrated in Figure 3.1. The Stokes
vector emerging at the bottom of the top layer crossing the interface for the first time follows from Equation
2.54 (Hovenier et al. 2004, Eq. 5.1)

I (1)(b′,µ,ϕ) = e−b′/µI0(0,µ,ϕ)+ 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′T ′(µ,µ′,ϕ−ϕ′)I0(0,µ′,ϕ′) (3.1)

It should be noted that the transmission matrix is marked with a prime since it signifies the transmission of
the top layer only. This light beam may be scattered in the bottom layer described by the reflection matrix
R ′′(µ,µ′,ϕ−ϕ′), marked by two primes, resulting in a scattered beam traveling in the upward direction given
by (Hovenier et al. 2004, Eq. 5.2)

I (2)(b′,−µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)I (1)(b′,µ′,ϕ′) (3.2)

Subsequently this beam may be considered as an incident beam for another reflection in the top layer, re-
sulting in a reflected beam traveling in the downward direction again, according to (Hovenier et al. 2004, Eq.
5.3)

I (3)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′R ′∗(µ,µ′,ϕ−ϕ′)I (2)(b′,−µ′,ϕ′) (3.3)

The latter expression contains the reflection matrix R ′∗(µ,µ′,ϕ−ϕ′) for illumination from below because this
reflection takes place in the upper layer and the incident light beam I (2)(b′,µ′,ϕ′) crossing the interface origi-
nates from the bottom layer. Since I (3)(b′,µ,ϕ) is again a light beam crossing the interface from the top layer,
similar to I (1)(b′,µ,ϕ), Equations 3.1 and 3.3 may be recognized as the start of an infinite series I 2p+1 with
p = 1,2,3, ... (see Hovenier et al. 2004, Sec. 5.2). Computing the sum of this infinite series and equating it
to the intensity vector of the total radiation traveling in the downward direction at the interface (cf. Equa-
tion 2.54) Hovenier (1971) derived the adding equations which are presented in Display 4.1 (Equations 3.4 to
3.10). The adding equations provide the computational scheme for the multiple scattering matrices of the
combined layer. As an example the derivation for D(b′,µ,µ0,ϕ−ϕ) was partly stated by Hovenier et al. (2004);
the full derivation of the adding equations is provided in Appendix A.3 of this report. It may be noted that
de Haan et al. (1987) used a different notation for the superscript of the absolute directional cosines.2

After the sublayer is added, the combined layer with optical thickness b may be doubled assuming the new
homogeneous sublayer to be identical such that b′ = b′′ = b as mentioned in step 3 in Display 4.1. The re-
flection and transmission matrices for light incident from below R ′∗ and T ′∗ can readily be calculated from
the symmetry relations of Hovenier (1969) (his relations q and r ). In the absence of vertical inhomogeneity of
the layers such as reflection ground surfaces; there is no need to repeat the computational scheme again for
R ′∗ and T ′∗ (Takashima 1975). Nevertheless, the ground surface may be included in the system with its own
particular multiple scattering matrices which are obviously not identical to the matrices obtained from the
doubling method. In Section 3.4 the implementation of the reflecting ground surfaces in the adding-doubling
method will be discussed.

The steps to be taken in the adding-doubling method are summarized in Display 4.1 on the next page. The
integration steps however may be written in a more convenient form for the numerical implementation of
the method which will be done in the following sections.

2For example de Haan et al. (1987) used µ′ instead of µ0 as the angle of the incident light beam at the top of the combined layer. In this
report the notation of Hovenier (1971) is adopted who used µ′ for the light incident at the particular layer and µ0 for the light incident
at the top of the combined layer.
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1. Compute R , T , R∗ and T ∗ for two homogeneous sublayers of optical thicknesses b′ and b′′ sufficiently
small and based on one or two orders of scattering for known a and Z (see Subsection 2.2.2).

2. Compute the multiple scattering matrices D ,U ,R and T of the combined layer with optical thickness
b = b′+b′′ using the adding equations for sufficiently large p:

Q1(µ,µ0,ϕ−ϕ0) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′R ′∗(µ,µ′,ϕ−ϕ′)R ′′(µ′,µ0,ϕ′−ϕ0) (3.4)

Qp+1(µ,µ0,ϕ−ϕ0) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′Q1(µ,µ′,ϕ−ϕ′)Qp (µ′,µ0,ϕ′−ϕ0) (3.5)

Q(µ,µ0,ϕ−ϕ0) =
∞∑

p=1
Qp (µ,µ0,ϕ−ϕ0) (3.6)

D(b′,µ,µ0,ϕ−ϕ0) = T ′(µ,µ0,ϕ−ϕ0)+e−b′/µ0Q(µ,µ0,ϕ−ϕ0) (3.7)

+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′Q(µ,µ′,ϕ−ϕ′)T ′(µ′,µ0,ϕ′−ϕ0)

U (b′,µ,µ0,ϕ−ϕ0) = e−b′/µ0 R ′′(µ,µ0,ϕ−ϕ0) (3.8)

+ 1

π
µ′dµ′

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)D(b′,µ′,µ0,ϕ′−ϕ0)

R(µ,µ0,ϕ−ϕ0) = R ′(µ,µ0,ϕ−ϕ0)+e−b′/µU (b′,µ,µ0,ϕ−ϕ0) (3.9)

+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′∗(µ,µ′,ϕ−ϕ′)U (b′,µ′,µ0,ϕ′−ϕ0)

T (µ,µ0,ϕ−ϕ0) = e−b′′/µD(b′,µ,µ0,ϕ−ϕ0)+e−b′/µ0 T ′′(µ,µ0,ϕ−ϕ0) (3.10)

+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′′(µ,µ′,ϕ−ϕ′)D(b′,µ′,µ0,ϕ′−ϕ0)

3. If the desired b is not reached yet, define R ′, T ′, R ′∗, T ′∗, R ′′ and T ′′ for next iteration step (i +1):

(a) If the local partial model atmosphere is homogeneous:

• Double the combined layer by assuming the new sublayers to be identical such that b′
i+1 =

b′′
i+1 = bi , R ′

i+1 = R ′′
i+1 = Ri and T ′

i+1 = T ′′
i+1 = Ti .

If the local partial model atmosphere is inhomogeneous:

• Add a homogeneous layer3 on top of the partial atmosphere by computing R ′
i+1 and T ′

i+1 (see
Subsection 2.2.2) and define b′′

i+1 = bi , R ′′
i+1 = Ri , T ′′

i+1 = Ti

(b) If allowed:4 compute R ′∗
i+1 and T ′∗

i+1 by symmetry relations given by Hovenier (1969):

R ′∗
i+1(µ,µ′,ϕ−ϕ′) =∆3,4R ′

i+1(µ,µ′,ϕ−ϕ′)∆3,4 (3.11)

T ′∗
i+1(µ,µ′,ϕ−ϕ′) =∆3,4T ′

i+1(µ,µ′,ϕ−ϕ′)∆3,4 (3.12)

(c) Go back to step 2

4. Compute the Stokes vector of the reflected and transmitted radiation by substituting R and T for the
multilayered atmosphere into the relevant formulae of Subsection 2.2.2

Adding-doubling method

Display 4.1. References: de Haan et al. (1987); Hovenier (1969, 1971); Hovenier et al. (2004); Lacis and Hansen (1974); Takashima (1975)

3This homogeneous layer may itself be constructed by doubling a very thin homogeneous layer for which single scattering is dominant
from known a and Z for this layer.

4If the model atmosphere contains different lower layers than top layers, or when reflecting ground surfaces are present, R∗ and T ∗ may
be calculated using the adding equations for illumination from below from Lacis and Hansen (1974) (see Section 3.4).
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3.2. Expansion in Fourier series
The multiple scattering matrices in the adding equations as well as the Q matrix as presented in Display 4.1
satisfy the mirror symmetry relation of Equation 2.41 (Hovenier et al. 2004). Hence, the matrices in Equations
3.4 to 3.10 may be written in the combined Fourier decomposition matrix of Equation 2.69 resulting in a
separate computational scheme for each Fourier component ( j = 0,1,2, ...). As discussed in Section 2.3 the
equations of the form of Equation 2.78 appearing in the adding-equations may be written in the azimuth
independent form of Equation 2.81. Hovenier et al. (2004) showed the resulting azimuth independent adding
equations:

Q1(µ,µ0) = 2
∫ 1

0
µ′dµ′R ′∗(µ,µ′)R ′′(µ′,µ0) (3.13)

Qp+1(µ,µ0) = 2
∫ 1

0
µ′dµ′Q1(µ,µ′)Qp (µ′,µ0) (3.14)

Q(µ,µ0) =
∞∑

p=1
(µ,µ0) (3.15)

D(b′,µ,µ0) = T ′(µ,µ0)+e−b′/µ0Q(µ,µ0)+2
∫ 1

0
µ′dµ′Q(µ,µ′)T ′(µ′,µ0) (3.16)

U (b′,µ,µ0) = e−b′/µ0 R ′′(µ,µ0)+2
∫ 1

0
µ′dµ′R ′′(µ,µ′)D(b′,µ′,µ0) (3.17)

R(µ,µ0) = R ′(µ,µ0)+e−b′/µU (b′,µ,µ0)+2
∫ 1

0
µ′dµ′T ′∗(µ,µ′)U (b′,µ′,µ0) (3.18)

T (µ,µ0) = e−b′′/µU (b′,µ,µ0)+e−b′/µ0 T ′′(µ,µ0)+2
∫ 1

0
µ′dµ′T ′′(µ,µ′)D(b′,µ′,µ0) (3.19)

where the superscript j indicating the Fourier index is omitted. Substituting the results for all Fourier compo-
nents indexed by j in the full expression for the Fourier decomposition given by Equation 2.77 may provide
the final multiple scattering matrices.

3.3. Supermatrices
The integration over µ′ in the adding equations presented in Sections 3.1 and 3.2 may be performed numeri-
cally using a quadrature formula (see Hovenier et al. 2004, Sec. 5.4) given by∫ 1

0
dµ f (µ) =

n∑
i=1

ωi f (µi ) (3.20)

where f (µ) is the function to be integrated, {ωi }n
i=1 are the positive weights and {µi }n

i=1 are the division points
such that 0 ≤ µ1 < µ2 < ... < µn ≤ 1. The division points may be defined by the zeros of the Legendre polyno-
mial Pn(2µ−1); the numerical integration is then a Gaussian quadrature and the division points are called the
Gaussian division points which are used in the paper of de Haan et al. (1987). The accuracy of the quadrature
increases with increasing n and if f (µ) is a polynomial of degree 2n−1 the equality of Equation 3.20 provides
the exact solution.

For example, the adding equations after Fourier decomposition given by Equations 3.13 to 3.19 are again of
the form of Equation 2.81:

K j (µ,µ0) = 2
∫ 1

0
µ′dµ′L j (µ,µ′)M j (µ′,µ0) (3.21)

De Haan et al. (1987) introduced the so-called supermatrices, that is, for the 4x4 matrix L(µ,µ0) (with l rows
and k columns) a 4n x 4n supermatrix L may be defined by (de Haan et al. 1987)

L4(i−1)+l ,4( j−1)+k =√
2ωiµi Ll ,k (µi ,µ j )

√
2ω jµ j (3.22)

where l ,k = 1,2,3,4 and i , j = 1,2,3, ...,n and
√

2ωµ for i and j are the corresponding so-called supermatrix
factors. The matrix multiplication of Equation 3.21 may now be written as K j = L j M j for K , L and M in su-
permatrix form and j being the Fourier index.5 If one wants to numerically interpret this multiplication in

5It should be noted that this j only refers to the Fourier index and is different than the j appearing in the subscripts of Equation 3.22.
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an algorithm, the description above may be somewhat abstract. Since we will modify this supermatrix mul-
tiplication method later on for this study in Chapter 6, the fundamentals of this supermatrix multiplication
should clearly be understood. Appendix A.4.1 therefore provides an elaborated example for the multiplica-
tion of two supermatrices L and M using a hypothetically small set of 2 Gaussian division points.

The adding equations after Fourier decomposition may now be written as a scheme of supermatrix opera-
tions which is (de Haan et al. 1987) (cf. Equations 3.13 to 3.19)

Q1 = R ′∗R ′′ (3.23)

Qp+1 =Q1Qp (3.24)

Q =
∞∑

p=1
Qp (3.25)

D = T ′+QE (b′)+QT ′ (3.26)

U = R ′′E (b′)+R ′′D (3.27)

R =R ′+E (b′)U +T ′∗U (3.28)

T = E (b′′)D +T ′′E (b′)+T ′′D (3.29)

where the Fourier index j is omitted and the supermatrix E (b) for the attenuation may be defined by

E4(i−1)+k,4(i−1)+k (b) = e−b/µi (3.30)

De Haan et al. (1987) stated the symmetry relations for homogeneous atmospheres of Hovenier (1969) in a
form that may be applied to the supermatrices (see de Haan et al. 1987, Eq. 96 to 100). It may be advanta-
geous to perform the integration at some extra division points other then the Gaussian division points, which
are kept constant while increasing the number of Gaussian division points. This is for example the case if
one wants to determine the accuracy of the integration or wants to apply the adding-doubling method for
specified directional cosines µ (de Haan et al. 1987). Hence, by considering additional µ-values de Haan et al.
(1987) also defined the so-called extended supermatrices for which the adding-equations of Equations 3.23 to
3.29 are still valid (see de Haan et al. 1987, Eq. 93 and 94).

3.4. Reflecting Ground Surfaces
The ground surface may be modeled as a flat homogeneous surface of horizontal extent with reflection Rg

and may be considered as a bottom layer with reflection R ′′ in the adding-doubling method. In the preceding
sections a completely absorbing ground surface, or equivalently, a perfectly black surface at the bottom of the
atmosphere was assumed which implies the condition R ′′ = Rg = 0. Obviously, the reflection and transmis-
sion of the ground layer may be represented by R ′′ = Rg 6= 0 and T ′′ = 0 respectively when a reflecting ground
surface is considered.

(a) The addition of the first homogeneous atmospheric
layer to the ground layer.

(b) The addition of the second homogeneous at-
mospheric layer to the first combined layer.

Figure 3.2: Modeling the atmosphere-ground system as a ground layer with a pile of successively added homogeneous atmospheric
layers on top using the adding equations. The first two iterations steps are presented in this figure.

Hovenier et al. (2004) discussed the analytical implementation of a reflecting ground surface in an atmosphere-
ground system illuminated from above using the adding method (see Section 3.1). They suggested to place



26 3. Adding-Doubling Method

a homogeneous atmosphere layer on top of the ground layer and to successively place homogeneous layers
on top of the combined layers as illustrated in Figure 3.2 (cf. Display 4.1, 3(a) for an inhomogeneous model
atmosphere). Since the atmospheric layers are homogeneous, the reflection and transmission matrices for
these layers may be computed by applying the doubling method to a sufficiently thin initial layer with known
first or second order reflection and transmission matrices, originating from its known single scattering albedo
and phase matrix (see Section 2.2.2). Also, the symmetry relations of Hovenier (1969) may be used to compute
R ′∗ and T ′∗ (cf. Equations 2.65 and 2.66) for the homogeneous layers. If the adding equations are considered
after Fourier decomposition, similar relations may be used (see Hovenier 1969).

It should be noted that in the method described above the ground layer is fully integrated into the system; i.e.
the computational scheme needs to be repeated when the ground surface changes. Lacis and Hansen (1974)
discussed an alternative method in which the atmosphere, illuminated from above and below, is calculated
first. They presented a computational scheme analogous to Equations 3.13 to 3.19 in order to determine R∗
and T ∗ for the inhomogeneous atmosphere illuminated from below (see Lacis and Hansen 1974, Eq. 3). In
the end the ground surface (or lower partial atmosphere-ground system) was added.

Whether the atmosphere-ground system is built up from above or below, in either case an addition of a layer
to the ground surface has to be performed as illustrated in Figure 3.2a at some point. A very well-elaborated
analytical example of adding a homogeneous Rayleigh scattering atmospheric layer to a Lambert surface was
provided by Hovenier et al. (2004). The reflection matrix of the Lambertian surface was given by

RL = Ag


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 (3.31)

where Ag is the ground or surface albedo which is 1 for a perfectly reflecting Lambertian surface and R ′′ =
Rg = RL . From the inspection of this matrix it is obvious that RL is independent of direction such that all
azimuth dependent terms in the Fourier decomposition vanish (Hovenier et al. 2004).

3.5. Stokes Vector Retrieval
De Haan et al. (1987) tested the adding-doubling method for a planetary atmosphere illuminated by the Sun
or another solar type star assuming this is equivalent to an unpolarized monodirectional light beam incident
at the top of the atmosphere (cf. Equation 2.48 for F0 = [F0,0,0,0]).6 Stam et al. (2014), who applied the
adding-doubling method to exoplanets illuminated by solar type stars, mentioned that in this case only the
first column vector of the reflection matrix R is needed, that is (cf. Eq. 2.58)

Ir (µ,µ0,ϕ−ϕ0) =µ0R1(µ,µ0,ϕ−ϕ0)F0 (3.32)

where R1 = [R11,R21,R31,R41]T . By expanding this four-vector in Fourier series (cf. Equation 2.77) and sub-
stituting the result in Equation 3.32 Stam et al. (2014) derived the expressions for the locally reflected light by
the planet as

I (µ,µ0,ϕ−ϕ0)/µ0F0 = R0
11(µ,µ0)+2

M∑
j−1

cos j (ϕ−ϕ0)R j
11(µ,µ0) (3.33)

Q(µ,µ0,ϕ−ϕ0)/µ0F0 = R0
21(µ,µ0)+2

M∑
j−1

cos j (ϕ−ϕ0)R j
21(µ,µ0) (3.34)

U (µ,µ0,ϕ−ϕ0)/µ0F0 = 2
M∑

j−1
sin j (ϕ−ϕ0)R j

31(µ,µ0) (3.35)

V (µ,µ0,ϕ−ϕ0)/µ0F0 = 2
M∑

j−1
sin j (ϕ−ϕ0)R j

41(µ,µ0) (3.36)

6They set the flux equal to π such that F0 = 1 (see de Haan et al. 1987, Chap. 8).
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where the Fourier index j runs from 0 to the finite number M .7 Test results of the Stokes parameters for
the adding-doubling method considering the water-haze of Deirmendjian (1969), for various combinations
of absolute directional cosines for incident and reflected light, were presented in Table 5 in de Haan et al.
(1987).

7de Haan et al. (1987) discussed how to determine the number of Fourier terms that are needed based on the accuracy of the adding-
doubling calculations.





II
Transfer of Polarized Light in an

Atmosphere-Ocean System

29





4
Fresnel Reflection and Transmission

In the previous chapters the fundamentals of radiative transfer theory for polarized light in a planetary atmos-
phere-ground system were discussed. It was mentioned that the assumption of a Lambertian reflecting
ground surface is reasonable for a planetary surface covered with Earth-like vegetation. However, since more
than 70% of the Earth’s surface is covered by an ocean a proper implementation of a reflection matrix for an
oceanic surface into the adding-doubling method is needed in order to do reliable computations of the total
or/and polarized fluxes received from these planets. Therefore, we need to take a step back to the physics of
reflection and transmission by an air-water interface, or more general, a dielectric interface separating two
media with distinct refractive indices, which can be modelled with Fresnel’s equations.

In this chapter, Fresnel’s equations for reflection and transmission and their representation in a reflection
matrix for Stokes vector multiplication are derived. Parts of this derivation could be found in academic books
(e.g. Giancoli 2008; Goldstein 2003). However, it is useful to present the full derivation starting from Maxwell’s
equations using the sinusoidal wave and Stokes vector representations of Hovenier et al. (2004) in order to
preserve consistency in notation. Also, the air refractive index, which may not be necessarily equal to 1 in our
(exo)planetary application, is kept as a free parameter in what follows.

4.1. Fresnel’s Reflection and Transmission Coefficients
This section shows the derivation of Fresnel’s equations for the electric field wave amplitude change due to
reflection and transmission (refraction) by an interface dividing two media with different refractive indices.
Before deriving the Fresnel’s equations, Maxwell’s equations describing the physics of electromagnetic waves
need to be stated. In the absence magnetic materials, a flowing current and a nonzero net charge enclosed
within a closed surface, the simplified Maxwell’s equations in integral form and differential form are (Giancoli
2008, Eq. 31.6; Table E-1):

Ó
~E ·d~A = 0 ∇· ~E = 0 (4.1a)Ó
~B ·d~A = 0 ∇·~B = 0 (4.1b)∮
~E ·d~l =− d

d t

Ó
~B ·d~A ∇×~E =−d~B

d t
(4.1c)∮

~B ·d~l =µε d

d t

Ó
~E ·d~A ∇×~B =µεd~E

d t
(4.1d)

where~E and~B are the electric and magnetic field vectors respectively and µ and ε are the permeability and
permittivity of the medium respectively. The four equations on the right are Maxwell’s equations in differ-
ential form. Using Stokes’ theorem and Gauss’ theorem the corresponding integral form of the equations,
presented on the left, may be derived (see Giancoli 2008, App. E). Equations 4.1a and 4.1b represent Gauss’
law for electricity and Gauss’ law for magnetism respectively. Equations 4.1c and 4.1d represent Faradays law
and Ampère’s law respectively explaining the production of an electric field by a changing magnetic field and

31
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the production of a magnetic field by a changing electric field.

4.1.1.~E is Perpendicular to the Scattering Plane
Let us consider an electromagnetic wave incident on an interface dividing two media with permittivities ε1

and ε2 respectively, as illustrated in Figure 4.1. A positive right handed reference system is assumed such
that the x-axis points out of the plane of the paper. The incident wave is reflected by an angle similar to
the incident angle θi , while the transmitted beam is refracted according to Snell’s law: sinθt /sinθi = n1/n2

where n1 and n2 are the refractive indices of medium 1 and 2 respectively. The refractive index is defined by
n = c/v = 1/

p
µ0ε0/(1/

p
µε) =√

µε/µ0ε0 where the 0’s indicate free space (Giancoli 2008).

In the derivation of this chapter it is assumed that media 1 is air and media 2 is water. Since the permeabilities
of air, µ1, and water, µ2, are approximately equal to the permeability of free space (µ0 = 4π ·10−7T ·m/A)1, it
is assumed constant in this derivation (µ1 =µ2 =µ0) following Goldstein (2003).
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Figure 4.1: Reflection and refraction of an electromagnetic wave incident on an interface dividing two media with distinct refractive
indices.~E is perpendicular to the scattering plane pointing in the positive x-direction out of the plane of the paper.

Figure 4.1 also illustrates the orientation of the local electric and magnetic field vectors, together with the
direction of wave propagation, for the incident, reflected and transmitted wave. It may be noted that~E and
~B only have a component in the positive x direction and the remaining perpendicular direction respectively.
The third Maxwell equation (Equation 4.1c) in differential form may then be written as

∂
∂x
∂
∂y ′
∂
∂z ′

×
Ex

0
0

=−

 0
∂By ′
∂t
0

 (4.2)

where the quotation marks indicate the local reference system with z ′ pointing in the direction of propaga-
tion, x ′ = x and y ′ follows from the right hand rule for a right handed reference system. Note that in Equation

1Engineering ToolBox, (2016): Permeability. See https://www.engineeringtoolbox.com/permeability-d_1923.html, retrieved
on 02-26-2018.

https://www.engineeringtoolbox.com/permeability-d_1923.html
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4.2, for example, By ′ represents the y ′ component of either ~Bi , ~Br or ~Bt in Figure 4.1. Evaluating the outer
product gives

∂Ex

∂z ′ −
∂Ex

∂y ′ =−∂By ′

∂t
(4.3)

The sine representation of the electromagnetic wave is used as in Hovenier et al. (2004). Recall from Section
1.2 that we can write for the electric field component Ex = E0x sin(ωt −kz ′), similarly, for the magnetic field
component we write By ′ = B0y ′ sin(ωt−kz ′), where k =λ/2π is the wave number, t is time andω is the circular
frequency. Expression 4.3 may then be written as

−kE0x cos(ωt −kz ′) =−ωB0y ′ cos(ωt −kz ′) (4.4)

or
kE0x sin(ωt −kz ′) =ωB0y ′ sin(ωt −kz ′) (4.5)

This may be written again as an outer product of vectors in the local reference plane as0
0
k

×
Ex

0
0

=ω
 0

By ′
0

 (4.6)

In vector notation this gives

~k×~E =ω~B XGoldstein (2003) (4.7)

The green check mark, X, right from the Equation 4.7 indicates that this equation can be found in the men-
tioned paper.

Equation 4.7 can be rewritten as

~B =p
µ0εâ×~E (4.8)

by formulating~k = kâ = 2π/λâ = 2π f /(λ f )â = ω/v â = ω
p
µ0εâ where â is the unit vector in the direction of

propagation and v = 1/
p
µ0ε. The unit vectors of the incident, reflected and transmitted waves presented in

Figure 4.1 may be expressed as functions of their components in the x y z-coordinate system by

âi = sinθi ây −cosθi âz (4.9a)

âr = sinθi ây +cosθi âz (4.9b)

ât = sinθt ây −cosθt âz (4.9c)

Recall from Figure 4.1 that the electric field vector points in the positive x-direction (i.e.~Ei = Ei âx ,~Er = Er âx

and~Et = Et âx ). Substituting Equations 4.9a to 4.9c into Equation 4.8 then gives

~Bi =p
µ0ε1

 0
sinθi

−cosθi

×
Ei

0
0

=p
µ0ε1(−Ei cosθi ây −Ei sinθi âz ) (4.10a)

~Br =p
µ0ε1

 0
sinθi

cosθi

×
Er

0
0

=p
µ0ε1(Er cosθi ây −Er sinθi âz ) (4.10b)

~Bt =p
µ0ε2

 0
sinθt

−cosθt

×
Et

0
0

=p
µ0ε2(−Et cosθt ây −Et sinθt âz ) (4.10c)

Applying Ampère’s law to the interface, it can be shown that the tangential component of the magnetic field
vector to the interface is continuous (see Display A.1). Substituting Equations 4.10a to 4.10c into Equation
4.19 gives p

µ0ε1 (Ei cosθi −Er cosθi ) =p
µ0ε2 (Et cosθt ) (4.11)



34 4. Fresnel Reflection and Transmission

or

p
µ0ε1

(
E0i sin(ωi t −~ki ·~r)cosθi −E0r sin(ωr t −~kr ·~r)cosθi

)
=p

µ0ε2

(
E0t sin(ωt t −~kt ·~r)cosθt

)
(4.12)

where~r = (x, y, z) and~k points in the direction of wave propagation defined in x, y, z-coordinates. The bound-
ary condition of Display A.1 must be valid at all times, that is, all waves must have the same time dependence
and ωi =ωr =ωt . In other words, although some interfaces may reflect some frequencies better than others,
the reflection by an interface cannot change the frequency of the wave.2 At the origin location at the interface
(~r=0), we can write Equation 4.12 as functions of wave amplitudes only as

p
µ0ε1

(
E0i cosθi −E0r cosθi

)=p
µ0ε2

(
E0t cosθt

)
(4.13)

Since, according to Faraday’s law, also the tangential component of the magnetic field vector to the interface
is continuous (see Display A.1), we can write

p
µ0ε1

(
E0i cosθi −E0r cosθi

)=p
µ0ε2

(
(E0i +E0r )cosθt

)
(4.14)

Dividing by
p
µ0 and rearranging gives

E0i (
p
ε1 cosθi −p

ε2 cosθt ) = E0r (
p
ε2 cosθt +p

ε1 cosθi ) (4.15)

Since we assumed that µ is constant the refractive indices equal to n1 = p
ε1/ε0 and n2 = p

ε2/ε0 . Hence,
Equation 4.15 yields

R⊥ = E0r

E0i

= n1 cosθi −n2 cosθt

n1 cosθi +n2 cosθt
XGoldstein (2003) (4.21)

Using sinα2 +cosα2 = 1 gives

R⊥ = n1 cosθi −n2

√
1− sin2θt

n1 cosθi +n2

√
1− sin2θt

(4.22)

Snell’s law can be applied to write Equation 4.22 as a function of n1, n2 and θi only. That is, substituting
sin2θt = n2

1 sin2θi /n2
2 gives

R⊥ =
n1 cosθi −

√
n2

2 −n2
1 sin2θi

n1 cosθi +
√

n2
2 −n2

1 sin2θi

XDeuzé et al. (1989)
XTsang et al. (1985)
XZhai et al. (2010)

(4.23)

Mishchenko and Travis (1997) then applied the sinα2 +cosα2 = 1 rule again to write

R⊥ =
cosθi −

√
n2

2 −1+cos2θi

cosθi +
√

n2
2 −1+cos2θi

XMishchenko and Travis (1997) (4.24)

where they assumed n1 = 1 for the refractive index of air.

The next step is to derive Fresnel’s expression for the transmission amplitude, i.e. T⊥ = E0t /E0i . Using again
Ei +Er = Et from Display A.1 and substituting in Equation 4.11 gives

p
µ0ε1

(
E0i cosθ0i − (E0t −E0i )cosθi

)=p
µ0ε2

(
E0t cosθt

)
(4.25)

Dividing by
p
µ0 and rearranging gives

E0i (2
p
ε1 cosθi ) = E0t (

p
ε2 cosθt +p

ε1 cosθi ) (4.26)

Again, we use n1 =
p
ε1/ε0 and n2 =

p
ε2/ε0 such that

2See lecture: http://pcwww.liv.ac.uk/~awolski/Teaching/Liverpool/PHYS370/AdvancedElectromagnetism-Part4.pdf,
retrieved on 03-04-2018.

http://pcwww.liv.ac.uk/~awolski/Teaching/Liverpool/PHYS370/AdvancedElectromagnetism-Part4.pdf
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According to the integral form of Ampère’s law in the absence of a flowing current (Equation 4.1d), the mag-
netic field of a closed loop may be produced by a changing electric field of the corresponding enclosed sur-
face A. In Figure 4.2 a sketch of the loop is shown. The shaded area is the enclosed surface. The magnetic
field vector components in the loop tangential and normal to the interface are presented as Bt an and Bnor m

respectively. Equation 4.1d may then be written as

B nor m
1 h +B t an

1 w +B nor m
2 h +B t an

2 w =µ0ε
d

d t

Ó
~E ·d~A (4.16)

where h and w are the vertical and horizontal dimensions of the rectangle loop respectively. Let us now
take the limit where the vertical dimensions of the loop approach zero. Consequently, the surface area A
approaches zero and Equation 4.16 becomes

B t an
1 w +B t an

2 w = 0 (4.17)

Since the clockwise direction is the positive direction of the loop and the magnetic field vector components of
the incident, reflected and transmitted waves were defined positive in the positive y-direction, the tangential
components are

B t an
1 =−Bi y −Bry (4.18a)

B t an
2 = Bty (4.18b)

Substituting these components into Equation 4.17 gives

Bi y +Bry = Bty (4.19)
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Figure 4.2: Sketch of the closed loop of the fourth Maxwell equation applied to a Fresnel reflecting and transmitting interface. The shaded
area is the enclosed area A of the loop.

A similar analysis can be performed for the electric field component using Faraday’s law (Equations 4.1c). It
may be noted that this derivation is even shorter since the electric field vectors only have components in the
x-direction. The result is analogous to Equation 4.19:

Eix +Erx = Etx (4.20)

Application of Ampère’s law and Faraday’s law to a Fresnel interface

Display A.1
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T⊥ = E0t

E0i

= 2n1 cosθi

n1 cosθi +n2 cosθt
XGoldstein (2003) (4.27)

Using sinα2 +cosα2 = 1 and Snell’s law Equation 4.27 becomes

T⊥ = 2n1 cosθi

n1 cosθi +
√

n2
2 −n2

1 sin2θi
XZhai et al. (2010) (4.28)

or

T⊥ = 2cosθi

cosθi +
√

n2
2 −1+cos2θi

(4.29)

assuming n1 = 1.

4.1.2.~E is Parallel to the Scattering Plane
An analogous but more concise version of the derivation of Fresnel’s equations where the electric field vector
is parallel to the scattering plane is presented in this section. Figure 4.3 illustrates the reflection and transmis-
sion of an electromagnetic wave where~E is parallel to the scattering plane.~B points in the positive x-direction
out of the plane of the paper.
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Figure 4.3: Reflection and refraction of an electromagnetic wave incident on an interface dividing two media with distinct refractive
indices.~E is parallel to the scattering plane and~B points in the positive x-direction out of the plane of the paper.

The fourth Maxwell equation (Equation 4.1d) in differential form may be written as
∂
∂x
∂
∂y ′
∂
∂z ′

×
Bx

0
0

=µ0ε

 0
−∂Ey ′
∂t
0

 (4.30)
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where the quotation marks indicate the local reference system with z ′ pointing in the direction of propaga-
tion, x ′ = x and y ′ follows from the right hand rule for a right handed reference system. Note that Ey has a
negative sign to be consistent with the local coordinate systems orientation of Section 4.1.1. Evaluating the
outer product gives

∂Bx

∂z ′ −
∂Bx

∂y ′ =−µ0ε
∂Ey ′

∂t
(4.31)

Using again the sine representation of the electromagnetic wave from Hovenier et al. (2004), expression 4.31
may then be written as

−kB0x cos(ωt −kz ′) =−ωµ0εE0y ′ cos(ωt −kz ′) (4.32)

or
kB0x sin(ωt −kz ′) =ωµ0εE0y ′ sin(ωt −kz ′) (4.33)

This may be written again as an outer product of vectors in the local reference plane as0
0
k

×
Bx

0
0

=ωµ0ε

 0
Ey ′
0

 (4.34)

In vector notation this gives

~k×~B =ωµ0ε~E (4.35)

Using again~k =ωpµ0εâ Equation 4.35 becomes

~E = 1p
µ0ε

â×~B (4.36)

Since the orientation of ~k did not change compared to the derivation of Section 4.1.1, the unit vectors âi ,
âr and ât equal Equations 4.9a to 4.9c. Also, ~Bi = Bi âx , ~Br = Br âx and ~Bt = Bt âx and Equation 4.36 can be
evaluated for the incident, reflected and transmitted waves as

~Ei = 1p
µ0ε1

 0
sinθi

−cosθi

×
Bi

0
0

= 1p
µ0ε1

(−Bi cosθi ây −Bi sinθi âz ) (4.37a)

~Er = 1p
µ0ε1

 0
sinθi

cosθi

×
Br

0
0

= 1p
µ0ε1

(Br cosθi ây −Br sinθi âz ) (4.37b)

~Et = 1p
µ0ε2

 0
sinθt

−cosθt

×
Bt

0
0

= 1p
µ0ε2

(−Bt cosθt ây −Bt sinθt âz ) (4.37c)

Applying Faraday’s law to the interface, it can be shown that the tangential component of the electric field
vector to the interface is continuous (not shown, but analogous to Display A.1), therefore

1p
µ0ε1

(Bi cosθi −Br cosθi ) = 1p
µ0ε2

(Bt cosθt ) (4.38)

Again, we are allowed to continue the derivation for the wave amplitudes only if we consider the origin loca-
tion at the interface (see Section 4.1.1). Since, according to Ampère’s law, also the tangential component of
the magnetic field vector to the interface is continuous, we can write

1p
µ0ε1

(
B0i cosθi −B0r cosθi

)= 1p
µ0ε2

(
(B0i +B0r )cosθt

)
(4.39)

Multiplying by
p
µ0 and rearranging gives

B0i

(
1p
ε1

cosθi − 1p
ε2

cosθt

)
= B0r

(
1p
ε2

cosθt + 1p
ε1

cosθi

)
(4.40)
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From Equation 4.33 kB0x = ωµ0εE0y ′ , or E0y ′ /B0x = k/(ωµ0ε) = 1/(vµ0ε). Since E0y ′ and B0x are the ampli-
tudes of the electric and magnitude field vectors and the propagation speed v = 1/

p
µ0ε (see Giancoli 2008,

p. 821), we can write E0/B0 = 1/
p
µ0ε such that

R∥ =
E0r

E0i

= B0r

µ0ε1

/
B0i

µ0ε1
= B0r

B0i

(4.41a)

T∥ =
E0t

E0i

= B0t

µ0ε2

/
B0i

µ0ε1
=

p
ε1p
ε2

B0t

B0i

(4.41b)

Noting that n1 = p
ε1/ε0 and n2 = p

ε2/ε0 and substituting B0r /B0i from Equation 4.40 into Equation 4.41a
yields

R∥ =
1

n1
cosθi − 1

n2
cosθt

1
n1

cosθi + 1
n2

cosθt
(4.42)

or

R∥ =
n2 cosθi −n1 cosθt

n2 cosθi +n1 cosθt
XGoldstein (2003) (4.43)

Applying Snell’s law and cos2α+ sin2α= 1 again gives

R∥ =
n2

2 cosθi −n1

√
n2

2 −n2
1 sin2θi

n2
2 cosθi +n1

√
n2

2 −n2
1 sin2θi

XZhai et al. (2010)
7 Deuzé et al. (1989)

(4.44)

Extra care should be taken when using the paper of Deuzé et al. (1989) because they introduced a minus sign
for R∥ and their R∥ does therefore not match Equation 4.44. Because this equation does not completely match
the equation of the paper of Deuzé et al. (1989), we have put a crossmark, 7, next to the box. Mishchenko and
Travis (1997) then applied the sinα2 +cosα2 = 1 rule again to write

R∥ =
n2

2 cosθi −
√

n2
2 −1+cos2θi

n2
2 cosθi +

√
n2

2 −1+cos2θi

XMishchenko and Travis (1997) (4.45)

where they assumed n1 = 1 for the refractive index of air.

Using again the continuous identity of the magnetic field vector across the interface from Ampère’s law, Equa-
tion 4.38 may be written as

1p
µ0ε1

(
B0i cosθi − (B0t −B0i )cosθi

)= 1p
µ0ε2

(
B0t cosθt

)
(4.46)

Multiplying by
p
µ0 and rearranging gives

B0i

(
2p
ε1

cosθi

)
= B0t

(
1p
ε2

cosθt + 1p
ε1

cosθi

)
(4.47)

Again, we use n1 =
p
ε1/ε0 and n2 =

p
ε2/ε0 and Equation 4.41b to write

T∥ =
E0t

E0i

= n1

n2

B0t

B0i

= n1

n2

( 2
n1

cosθi

1
n1

cosθi + 1
n2

cosθt

)
= n1

n2

(
2n2 cosθi

n2 cosθi +n1 cosθt

)
(4.48)

or

T∥ =
2n1 cosθi

n2 cosθi +n1 cosθt
XGoldstein (2003) (4.49)

Using sinα2 +cosα2 = 1 and Snell’s law Equation 4.49 becomes

T∥ =
2n1n2 cosθi

n2
2 cosθi +n1

√
n2

2 −n2
1 sin2θi

XZhai et al. (2010) (4.50)
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or

T∥ =
2n2 cosθi

n2
2 cosθi +

√
n2

2 −1+cos2θi

(4.51)

assuming n1 = 1.

4.1.3. Brewster Angle and Grazing Angles
The Fresnel reflection coefficients of Equations 4.23 and 4.44 and transmission coefficients of Equations 4.28
and 4.50 are plotted against incidence angle in Figures 4.4 and 4.5 respectively.3 Note that R∥ has a negative
sign for all incidence angles and R⊥ is negative for θi > 53o corresponding to a 180o phase shift as will be
explained in Section 4.2. The incidence angle of 53o at which R∥ = 0 is called the Brewster angle. The origin of
the Brewster angle is straightforward by expressing R∥ as

R∥ =
tan(θi −θt )

tan(θi −θt )
(4.52)

derived from the substitution of Snell’s law in Equation 4.23 (see Appendix B.1). Consequently, R⊥ = 0 for
θi +θt = 90o and the Brewster angle can be computed according to (Equation B.7)

θi ,B = tan−1
(

n2

n1

)
(4.53)

Figures 4.6 and 4.7 show the associated Fresnel reflection coefficients squared which are important to relate
the incidence and reflected intensities (Section 4.3). Also, we saw that at the Brewster angle the reflection
intensity of the perpendicular component becomes zero. In other words, at the Brewster angle unpolarized
incident radiance converts into totally horizontally polarized radiance upon reflection by the Fresnel inter-
face.

Note that, at grazing incidence angles (θi > 80o), the reflection intensity rapidly increases towards 1.0 with
increasing θi while the transmission intensity approaches zero.

0 10 20 30 40 50 60 70 80 90
Incidence Angle [deg]

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

A 
pl
itu
de
 R
ef
le
ct
io
n 
Co
ef
fic
ie
nt
 [-

]

Air-to-Water Reflection (n1 =  1, n2 =  1.34)
R (
R⟂

Figure 4.4: Air-to-water Fresnel reflection coefficients for the paral-
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cidence angle. Orange line: R⊥, blue line: R∥
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Figure 4.5: Air-to-water Fresnel transmission coefficients for
the parallel and perpendicular electric field vector components
against incidence angle. Orange line: T⊥, blue line: T∥

3The graphs of R∥, R⊥, |R∥|2 and |R⊥|2 were also presented in figures 8.4 and 8.8 of Goldstein (2003) and are consistent with the graphs
presented in this section.
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the parallel and perpendicular electric field vector components
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Figure 4.7: Air-to-water Fresnel transmission coefficients squared
of the parallel and perpendicular electric field vector components
against incidence angle. Orange line: |T⊥|2, blue line: |T∥|2

4.2. Amplitude Matrices for Fresnel Reflection and Transmission
In Section 4.1 Fresnel’s equations for the electric field wave amplitude change due to reflection and trans-
mission (refraction) by an interface dividing two media with different refractive indices were derived. The
resulting reflection and transmission coefficients for the electric field component perpendicular (R⊥ and T⊥)
and parallel (R∥ and T∥) to the scattering plane may be considered equivalent to the amplitude changes of the
perpendicular (r) and parallel (l) electric wave components respectively of the polarization ellipse (Hovenier
et al. 2004, Sec. 1.2). Van de Hulst (1957) then defined the conversion from the amplitude matrix to the phase
matrix for the complete Stokes vector. However, care should be taken in defining the proper amplitude matrix
before applying this conversion. This section shows this derivation of the Fresnel phase (reflection) matrix.

Let us consider a plane-parallel monochromatic incident light beam. The complete notation of the wave may
be given by (cf. Hovenier et al. 2004, Eq. 2.1)

(
E∥
E⊥

)
i
= e iωt−i kz

(
E0∥e−iα1

E0⊥e−iα2

)
i

(4.54)

where α1 and α2 are initial phase shifts and E0∥ and E0⊥ are initial amplitudes for the parallel and perpen-

dicular components respectively. The subscript i refers to the ’incident’ wave, while the parameter i is
p−1.

Recall from Section 2.1 that the light beam scattered at a distance R from the scattering location may be
written in the combined form as (cf. Equation 2.1)

(
E∥
E⊥

)
r
=

(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)
e−i kR+i kz

i kR

(
E∥
E⊥

)
i

(4.55)

where the 2 x 2 matrix S is defined as the amplitude matrix as functions of scattering angle Θ and azimuth
ϕ and k = 2π/λ. The subscript r denotes the ’reflected’ wave. Substituting Equation 4.54 into Equation 4.55
gives

(
E∥
E⊥

)
r
=

(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)
e−i kR+i kz

i kR
e iωt−i kz

(
E0∥e−iα1

E0⊥e−iα2

)
i

=
(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)
e−i kR+iωt

i kR

(
E0∥e−iα1

E0⊥e−iα2

)
i

(4.56)
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The reflected beam, however, may also be expressed in terms of its own amplitude as (Hovenier et al. 2004,
Eq.2.35) (

E∥
E⊥

)
r
= e iωt−i kR

i kR

(
E0∥e−iβ1

E0⊥e−iβ2

)
r

(4.57)

where β1 and β2 are the phase shifts of the reflected wave for the parallel and perpendicular component
respectively. Equating Equations 4.56 and 4.57 gives(

E0∥e−iβ1

E0⊥e−iβ2

)
r

=
(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)(
E0∥e−iα1

E0⊥e−iα2

)
i

(4.58)

Evaluate the multiplication of Equation 4.58:

E0∥r e−iβ1 = S2E0∥i e−iα1 +S3E0⊥i e−iα1 (4.59a)

E0⊥r e−iβ2 = S4E0∥i e−iα2 +S1E0⊥i e−iα2 (4.59b)

In Section 4.1 the amplitude reflection coefficients were derived for both the perpendicular and parallel com-
ponents. Thus, introducing the subscripts ∥ and ⊥ to distinct the two cases, we derived the Fresnel expres-
sions for E∥0r = R∥E∥0i and E⊥0r = R⊥E⊥0i . This means that S3 = 0 and S4 = 0. Also, from Equation 4.58

R∥ =
E0∥r

E0∥i

= S2
e−iβ1

e−iα1
= S2e−i (β1−α1) =±S2 (4.60a)

R⊥ = E0⊥r

E0⊥i

= S2
e−iβ2

e−iα2
= S1e−i (β2−α2) =±S1 (4.60b)

Since we know that R∥ and R⊥ do not have an imaginary part (see Equations 4.23 and 4.44), the exponential
terms are equal to ±1. Note that the minus sign needs to be considered as well because potential negative
R∥ and R⊥ values are not physically possible. However, it can be shown that the negative Fresnel coefficients
presented in Figure 4.4 indicate a phase shift between the incident and reflected wave

−i (β1 −α1) =
{

ln(+1) = 0 if R∥ > 0

ln(−1) = iπ if R∥ < 0
(4.61a)

−i (β2 −α2) =
{

ln(+1) = 0 if R⊥ > 0

ln(−1) = iπ if R⊥ < 0
(4.61b)

or by defining the phase shifts δ1 =β1 −α1 and δ2 =β2 −α2 this yields{
δ1 = 0 if R∥ > 0

δ1 =−π if R∥ < 0
(4.62a){

δ2 = 0 if R⊥ > 0

δ2 =−π if R⊥ < 0
(4.62b)

Finally, the amplitude matrix for Fresnel reflection of Equation 4.55 may be defined as(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)
=

(
R∥ 0
0 R⊥

)
(4.63)

where negative entries indicate a phase shift of π between the reflected and incident wave.

Similarly, for the transmission the amplitude matrix is(
S2(Θ,ϕ) S3(Θ,ϕ)
S4(Θ,ϕ) S1(Θ,ϕ)

)
=

(
T∥ 0
0 T⊥

)
(4.64)
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4.3. Fresnel’s Reflection and Transmission Matrices for Polarized Light
The results of the conversion from the 2x2 amplitude matrix to the 4x4 phase (reflection) matrix of van de
Hulst (1957) are given by (Hovenier et al. 2004, Eq. 2.7 to 2.22)

F11 = 1

2
(|S2|2 +|S3|2 +|S4|2 +|S1|2) (4.65a)

F12 = 1

2
(|S2|2 −|S3|2 +|S4|2 −|S1|2) (4.65b)

F13 = Re(S2S∗
3 +S1S∗

4 ) (4.65c)

F14 = Im(S2S∗
3 −S1S∗

4 ) (4.65d)

F21 = 1

2
(|S2|2 +|S3|2 −|S4|2 −|S1|2) (4.65e)

F22 = 1

2
(|S2|2 −|S3|2 −|S4|2 +|S1|2) (4.65f)

F23 = Re(S2S∗
3 −S1S∗

4 ) (4.65g)

F24 = Im(S2S∗
3 +S1S∗

4 ) (4.65h)

F31 = Re(S2S∗
4 +S1S∗

3 ) (4.65i)

F32 = Re(S2S∗
4 −S1S∗

3 ) (4.65j)

F33 = Re(S2S∗
1 +S3S∗

4 ) (4.65k)

F34 = Re(S2S∗
1 +S4S∗

3 ) (4.65l)

F41 = Im(S4S∗
2 +S1S∗

3 ) (4.65m)

F42 = Im(S4S∗
2 −S1S∗

3 ) (4.65n)

F43 = Im(S1S∗
2 −S3S∗

4 ) (4.65o)

F44 = Re(S1S∗
2 −S3S∗

4 ) (4.65p)

where the asterisk denotes the complex conjugate and |Sk |2 = Sk S∗
k . Substituting S3 = S4 = 0, S2 = R∥ and

S1 = R⊥ yields the Fresnel reflection matrix (Zhai et al. 2010, Eq. 47)

R f =


1
2 (|R∥|2 +|R⊥|2) 1

2 (|R∥|2 −|R⊥|2) 0 0
1
2 (|R∥|2 −|R⊥|2) 1

2 (|R∥|2 +|R⊥|2) 0 0
0 0 Re(R∥R∗

⊥) Im(R∥R∗
⊥)

0 0 Im(R⊥R∗
∥ ) Re(R⊥R∗

∥ )

 XZhai et al. (2010) (4.66)

The Fresnel reflection matrix can straightforwardly be used to compute the conversion of the diffuse Stokes
vector: Ir = R f Ii where Ii and Ir are the incident and reflected Stokes vectors respectively in W m −2 sr−1.4

(Zhai et al. 2012).

A similar matrix can be derived for the transmission (Zhai et al. 2010, Eq. 48):

T f = fT


1
2 (|T∥|2 +|T⊥|2) 1

2 (|T∥|2 −|T⊥|2) 0 0
1
2 (|T∥|2 −|T⊥|2) 1

2 (|T∥|2 +|T⊥|2) 0 0
0 0 Re(T∥T ∗

⊥) Im(T∥T ∗
⊥)

0 0 Im(T⊥T ∗
∥ ) Re(T⊥T ∗

∥ )

 (4.67)

It should be noted, however, that an extra factor fT is introduced accounting for the change of the angle of the
direction of wave propagation with the local vertical and the change of the solid angle of the diffuse Stokes
vector across the Fresnel interface when travelling from medium 1 to medium 2. This factor fT will be defined
in the following section.

4Note that R f is not yet a reflection matrix of the form that can be used in an adding equation of the adding-doubling method, see next
section.
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4.4. Conservation of Energy at the Fresnel Interface
In Section 4.3 the reflection and transmission matrices for polarized light were derived. For the transmis-
sion matrix an extra factor fT was introduced. This section aims to derive this factor fT such that energy is
conserved (assuming the absence of absorption). It is important to note that, in order to define the proper
reflection and transmission matrices for the Stokes vector, an unambiguous definition of the Stokes vector
is needed. This chapter explains the difference in resulting transmission matrices obtained by assuming a
coherent Stokes vector (i.e. flux or irradiance in W m−2) employed by Mishchenko et al. (2002) and a diffuse
Stokes vector (i.e. radiance in W m−2 sr−1) which appears in the radiative transfer equation and was employed
by Hovenier et al. (2004).5

4.4.1. Coherent Stokes Vector
In Section 4.1 the electromagnetic wave was expressed in its electric and magnetic field vector components.
The radiative power per unit area of a light wave may be described by its Poynting vector. The Poynting vector
is the cross product of the electric and magnetic fields and consequently points in the direction of wave
propagation as illustrated in Figure 4.8. Its mathematical representation is (Goldstein 2003, Eq. 16.32):

~S =~E×~H (4.68)

where ~H =~B/µ0. The units of~E are V m−1 or kg m s−3 A−1, the units of~B are T or kg A−1 s−2 and the units of µ
are Wb A−1 m−1. Using Wb = V s and W = V A = kg m2 s3 it can be shown that the units of~S are W m−2.
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Figure 4.8: A sketch of the Poynting vector of the incident, reflected and transmitted beams. The projected areas of d A perpendicular
to the incident and reflected directions at a similar distance from the origin are both equal to cosθi d A. The projected area of d A
perpendicular to the transmitted direction equals cosθt d A.

Let us now define again the unit vector â = âz ′ in the local direction of propagation as in Equation 4.8 and the

5An extensive discussion of this issue may be found in the paper of Garcia (2012a), the comment on this paper of Zhai et al. (2012) and
the response to this comment of Garcia (2012b).
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unit vectors in the positive parallel and positive perpendicular directions respectively: â∥ and â⊥. Then, by
substituting Equation 4.36 we can write (Thomas and Stamnes 2002, Eq. H.6,H.7)

~E =~E∥+~E⊥ = E∥â∥+E⊥â⊥ (4.69a)

~H =~H∥+~H⊥ = 1

µ0

~B∥+
1

µ0

~B⊥ =
√

ε

µ0
~az ′ ×~E∥+

√
ε

µ0
~az ′ ×~E⊥ (4.69b)

Substituting Equations 4.69a and 4.69b into the cross product of the Poynting vector in Equation 4.68 gives

~S =
E∥

E⊥
0

×
√

ε

µ0

0
0
1

×
E∥

0
0

+
0

0
1

×
 0

E⊥
0


=

√
ε

µ0

E∥
E⊥
0

×
−E⊥

E∥
0


=

√
ε

µ0

[
E∥E∥+E⊥E⊥

]
~az ′ (4.70)

By considering a complex version of the Poynting vector, the magnitude of the time-averaged Poynting vector
for the plane wave results in (as explained in Section 2.4 and 2.6 of Mishchenko et al. (2002) and Section 16.3
of Goldstein (2003)):

〈S〉 = 1

2

√
ε

µ0

(
E∥E∗

∥ +E⊥E∗
⊥
)

(4.71)

where the factor 1
2 originates from

(
1p
2

)2
, i.e. the root mean square of the wave amplitude. Note that Equation

4.71 is equivalent to the magnitude of the first element of the coherent Stokes vector (Zhai et al. 2010, Eq. 6)6

πI = 1

2

√
ε

µ0


E∥E∗

∥ +E⊥E∗
⊥

E∥E∗
∥ −E⊥E∗

⊥
E∥E∗

⊥+E⊥E∗
∥

i (E∥E∗
⊥−E⊥E∗

∥ )

 (4.72)

Expression 4.72 is called the coherent Stokes vector because no division by the solid angle has been done yet.
In other words, this element of coherent Stokes vector equals the flux in W m −2, which may be verified by the
units check:

[πI ] =
√

[ε]

[µ0]
[E ]2 =

√
F m−1

Wb A−1m−1
(V m−1)2 =

√
A2 s4 kg−1 m−3

kg m s−2 A−2
kg2 m2 s−6 A−2 = kg s−3 = W m−2 (4.73)

At the Fresnel interface the conservation of energy must be satisfied. That is, the power of the incident wave
(in Watt) equals the sum of the power of the reflected and transmitted waves. Since the radiative power per
unit area of a light wave could be described by its Poynting vector, at the Fresnel boundary we have

〈Si 〉cos(θi )d A = 〈Sr 〉cos(θi )d A+〈St 〉cos(θt )d A (4.74)

or (Zhai et al. 2012, Eq. 7)

1

2

√
ε1

µ0

(
Ex E∗

x

)
i cos(θi )d A = 1

2

√
ε1

µ0

(
Ex E∗

x

)
r cos(θi )d A+ 1

2

√
ε2

µ0

(
Ex E∗

x

)
t cos(θt )d A (4.75)

6Because ε is often assumed constant, the factor
√

1
2
ε
µ0

is omitted in some literature (e.g. Hovenier et al. 2004; van de Hulst 1957), but

this is physically incorrect.
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where the subscript x denotes the parallel or perpendicular component and i , r and t indicate the inci-
dent, reflected and transmitted coherent Stokes vector respectively and d A is the unit area at the reflec-
tion/transmission location as illustrated in Figure 4.8. Note that the projection of d A in the transmission
direction is different than in the incident and reflected directions for θt 6= θi .

Dividing both sides of Equation 4.75 by its left hand side and using n1 =p
ε1/ε0 and n2 =p

ε2/ε0 the energy
balance becomes (Zhai et al. 2010, Eq. 8)

1 = (Ex E∗
x )r

(Ex E∗
x )i

+ n2

n1

cosθt

cosθi

(Ex E∗
x )t

(Ex E∗
x )i

(4.76)

or

1 = Rx R∗
x + n2

n1

cosθt

cosθi
Tx T ∗

x (4.77)

where Rx and Tx are the Fresnel reflection coefficients of either the perpendicular or parallel component as
derived in Section 4.1 and the asterisk denotes the complex conjugate. Since these components are orthog-
onal by definition, any combination of ∥ and ⊥ can be substituted for the two subsequent x subscripts such
that R f of Equation 4.66 still holds and T f becomes (Zhai et al. 2010, Eq. 9)

T c
f = n2

n1

cosθt

cosθi


1
2 (|T∥|2 +|T⊥|2) 1

2 (|T∥|2 −|T⊥|2) 0 0
1
2 (|T∥|2 −|T⊥|2) 1

2 (|T∥|2 +|T⊥|2) 0 0
0 0 Re(T∥T ∗

⊥) Im(T∥T ∗
⊥)

0 0 Im(T⊥T ∗
∥ ) Re(T⊥T ∗

∥ )

 XZhai et al. (2010) (4.78)

and

1 = R f +T c
f (4.79)

The superscript ’c’ emphasizes the fact that Equation 4.78 is only valid for transforming coherent Stokes vec-
tors: πIt = T c

f πIi . Consequently, the multiplication factor fT in Equation 4.67 equals (n2/n1)(cosθt /cosθi )

in case of a coherent Stokes vector. In summary, the factor fT is needed because of a changing permittivity
across the Fresnel interface and a changing projection of area d A due to the changing angle between the
Poynting vector and the local vertical.

4.4.2. Diffuse Stokes Vector
The objective of this section is to derive the matrices Ft and Tt that may be utilized in the adding-doubling
method of de Haan et al. (1987). For example, they must be able to replace the matrices R and T in the
following simplified equations for the reflection and transmission of an incident beam from the direction
(µ0,ϕ0) (cf. Eq. 3.8 of Hansen and Travis 1974)

Ir (µ,ϕ) =µ0R(µ,µ0,ϕ−ϕ0)I0 (4.80a)

It (µ,ϕ) =µ0T (µ,µ0,ϕ−ϕ0)I0 (4.80b)

where Ir , It and I0 are the diffuse reflected, transmitted and incident Stokes vectors respectively in W m−2

sr−1. Furthermore, µ = |cosθ|, θ is the zenith angle of the reflected beam, µ0 = |cosθ0|, θ0 is the solar (inci-
dence) zenith angle, ϕ is the azimuth angle of the reflected beam and ϕ0 is the azimuth angle of the incident
beam. Figure 4.9 illustrates the diffuse Stokes vectors of the incident, reflected and transmitted beams. Note
that θ = θ0 = θi according to the law of reflection.

Because the diffuse Stokes vectors in Equations 4.80a and 4.80b are in units W m−2 sr−1, their radiative powers
may be obtained through the multiplication by their solid angle dΩ and the projection of area d A perpen-
dicular to their direction of propagation. Note that, from Equation 4.77, we know that the incident, reflected
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Figure 4.9: A sketch of the diffuse Stokes vector of the incident, reflected and transmitted beams. The projected areas of d A perpendicular
to the incident and reflected directions at a similar distance from the origin are both equal to cosθi d A. The solid angle of the transmitted
beam changes across the Fresnel interface as a result of a different refractive index of medium 2 compared to medium 1.

and transmitted radiative powers (Pi , Pr and Pt ) are related through

Pr = Rx R∗
x Pi (4.81a)

Pt = n2

n1

cosθt

cosθi
Tx T ∗

x Pi (4.81b)

Substituting the expressions for the radiative powers gives (cf. Eq. 10 of Zhai et al. 2012)

Ir dΩi d A cosθi = Rx R∗
x (Ii dΩi d A cosθi ) (4.82a)

It dΩt d A cosθt = n2

n1

cosθt

cosθi
Tx T ∗

x (Ii dΩi d A cosθi ) (4.82b)

where dΩi = sinθi dθi dϕ and dΩt = sinθt dθt dϕ are the solid angles and I is the first element of the Stokes
vector I . Note that dϕi = dϕt = dϕ.

From Equation 4.82a it immediately becomes clear that

Ir = Rx R∗
x Ii (4.83)

Following the argumentation of Section 4.4.1, it can be proven that the Fresnel reflection matrix R f is appli-
cable to a diffuse Stokes vector without further modifications:

Ir = R f Ii (4.84)
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The final goal of this section is to find a reflection matrix that may be implemented in a radiative transfer al-
gorithm such as the adding-doubling method (de Haan et al. 1987) based on the reflection by an atmospheric
layer mathematically decribed by (Hovenier et al. 2004, Eq. 5.2):

Ir (µ,ϕ) = 1

π

∫ +1

0
µ0dµ0

∫ 2π

0
dϕ0R(µ,µ0,ϕ−ϕ0)I0(µ0,ϕ0) (4.85)

If we assume, for simplicity, that the incident beam on the air-water interface is monodirectional and unpo-
larized, we could write for the incident radiance vector (see Hansen and Travis 1974):

I0 = δ(µ−µ0)δ(ϕ−ϕ0)πF0 (4.86)

where E0 = πF0 is again the incident irradiance and δ is the Dirac delta function such that expression 4.85
gives (Hansen and Travis 1974, Eq. 3.8)

R(µ,µ0,ϕ−ϕ0) = πIr

µ0E0
= πIr

µ0πF0
(4.87)

Finally, substituting the expression for Ir of Equation 4.84 into Equation 4.87 leads to the desired reflection
matrix (Rozanov et al. 2014):

R(µ,µ0,ϕ−ϕ0) = π

µ0
R f (θi ,n1,n2)δ(µ−µ0)δ(µ−ϕ0) XRozanov et al. (2014) (4.88)

The transmitted and incident first diffuse Stokes vector elements in Equation 4.82b are related according to

It = n2

n1

cosθt

cosθi
Tx T ∗

x
dΩi cosθi

dΩt cosθt
Ii (4.89)

Substituting the solid angles dΩi = sinθi dθi dϕ and dΩt = sinθt dθt dϕ gives

It = n2

n1

cosθt

cosθi
Tx T ∗

x
sinθi dθi dϕcosθi

sinθt dθt dϕcosθt
Ii (4.90)

Substituting sinθi = n2 sinθt /n1 from Snell’s law and noting that dϕ is constant along the Fresnel interface
yields

It = n2

n1

cosθt

cosθi
Tx T ∗

x
n2

n1

cosθi dθi

cosθt dθt
Ii (4.91)

Squaring Snell’s law and differentiation both sides yields the relation n1 cosθi dθi = n2 cosθt dθt . Therefore
Equation 4.91 can be written as

It =
n3

2

n3
1

cosθt

cosθi
Tx T ∗

x Ii (4.92)

Consequently, the Fresnel transmission matrix T f for a flat Fresnel interface may be multiplied by a diffuse
Stokes vector according to

It = T f Ii (4.93)

where the transmission matrix equals (Zhai et al. 2012)

T f =
n3

2

n3
1

cosθt

cosθi


1
2 (|T∥|2 +|T⊥|2) 1

2 (|T∥|2 −|T⊥|2) 0 0
1
2 (|T∥|2 −|T⊥|2) 1

2 (|T∥|2 +|T⊥|2) 0 0
0 0 Re(T∥T ∗

⊥) Im(T∥T ∗
⊥)

0 0 Im(T⊥T ∗
∥ ) Re(T⊥T ∗

∥ )

 XZhai et al. (2012) (4.94)

In summary, the multiplication factor fT = (n3
2 cosθt )/(n3

1 cosθi ) is needed because of a changing permittiv-
ity across the Fresnel interface and a changing projection of area d A due to the changing angle between the
Poynting vector and the local vertical. The extra factor n2

2/n2
1, compared to the coherent Stokes vector case,

accounts for the solid angle change of the diffuse Stokes vector travelling from medium 1 to medium 2.
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Finally, comparing Equations 4.80b and 4.94 the Fresnel transmission matrix for a flat Fresnel interface may
be implemented in a radiative transfer code as

T (µ,µ0,ϕ−ϕ0) = π

µ0
T f (θi ,n1,n2)δ(µ−µ0)δ(ϕ−ϕ0) (4.95)

4.5. Reflection and Transmission Matrix Elements versus Incidence Angle
In this section, the elements of the reflection matrix of Equation 4.66 and transmission matrix of Equation
4.94 are evaluated for 0o < θi < 90o. First, the air-to-water case is discussed where medium 1 is air medium 2 is
water, as before. Subsequently the case is discussed where the properties of medium 1 and 2 are reversed. All
elements of the reflection and transmission matrices presented in this section, for the air-incident and water
incident case, are verified with the results of Garcia (2012a), Garcia (2012b) and Zhai et al. (2012) that were
summarized on the web page http://www.oceanopticsbook.info/view/surfaces/level_2/fresnel_
equations_for_polarization.

4.5.1. Air-incident Radiance
Let us consider again a radiance vector in W m−2 sr−1 incident on a Fresnel interface as in Figure 4.9 where
n1 = 1 is again the refractive index of air and n2 = 1.34 is the refractive index of water. The elements of the
reflection matrix R f and transmission matrix T f for the transformation of this incidence radiance vector are
plotted against incidence angle in Figure 4.10. For example, upper left subplot shows the 1,1 element of R f

(red line) and T f (blue line).

Note that the transmission values may exceed 1 due to the extra factor n2
2/n2

1 that accounts for the change
in solid angle of the diffuse Stokes vector across the Fresnel interface. In the end, the law of conservation of
energy applies, and not the law of conservation of radiance. Therefore, it should also be mentioned that the
transmitted directions are limited to a so-called Fresnel cone (i.e. θt does not span the full range [0,π/2]).
Hence, by computing the integral of the transmitted radiance over all transmitted directions it may be shown
that conservation of energy is not violated (see Sec. 4.2 of Mobley 1994). In Section 5.7 this energy balance
will be further analyzed when we include the ocean waves.

Figure 4.11 shows the elements of the normalized matrices R f /R f 1,1 and T f /T f 1,1. An important result is the
significant linear polarization of the reflected wave at the Brewster angle, which occurs indeed at approxi-
mately 53°(cf. Equation 4.53). That is, elements R f 1,2/R f 1,1 and R f 2,1/R f 1,1 decrease to a negative peak value
at -1.0. Note that this is a direct consequence of the disappearance of the perpendicular component R⊥ in
Figure 4.6 such that R f 1,2/R f 1,1 = R f 2,1/R f 1,1 =−1 (cf. Equation 4.66).

4.5.2. Water-incident Radiance
Let us now consider a radiance vector in W m−2 sr−1 incident on a Fresnel interface as in Figure 4.9 where
n1 = 1.34 is again the refractive index of water and n2 = 1 is the refractive index of air. That is, the refractive
indices are interchanged compared to the air-incident case. The elements of the reflection matrix R f and
transmission matrix T f for the transformation of the incidence radiance vector are plotted against incidence
angle in Figure 4.12.

Note that the transmitted values for small θi do not approach 1.0. This is again the result of the n2
2/n2

1 factor
that takes into account the change of solid angle of the diffuse Stokes vector across the Fresnel interface.
Because for the water-incident case we have n2 < n1, the transmission is smaller than 1.
It may be noted that the upper left element of the reflection matrix is rapidly increased towards the limit value
of 1.0 at the critical angle θi ,c . For incidence angles ≥ θi ,c total internal reflection occurs, that is, all the light
travels in the grazing direction at an angle θt = 90o. Substituting θt = 90o into Snell’s law gives

θi ,c = sin−1
(

n2

n1

)
(4.96)

which is around 48◦ for n2 = 1 and n1 = 1.34. The question to be answered is: how can total internal reflection
mathematically be expressed? The answer lies in the complex part of the Fresnel reflection and transmission

http://www.oceanopticsbook.info/view/surfaces/level_2/fresnel_equations_for_polarization
http://www.oceanopticsbook.info/view/surfaces/level_2/fresnel_equations_for_polarization
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Figure 4.10: Air-to-water reflection and transmission matrix elements. Upper left is entry (1,1) and lower right is entry (4,4). The red line
illustrates the reflection, the blue line illustrates the transmission.

coefficients. In Appendix B.2 we derive these coefficients. Thus, for incidence angles bigger than the critical
angle we find

R f 1,1 =
1

2
(|R∥|2 +|R⊥|)2 = 1 (4.97)

R f 1,2 =
1

2
(|R∥|2 +|R⊥|)2 = 0 (4.98)

R f 2,1 =
1

2
(|R∥|2 +|R⊥|)2 = 0 (4.99)

R f 2,2 =
1

2
(|R∥|2 +|R⊥|)2 = 1 (4.100)

and

R f 3,3 = Re(R∥R∗
⊥) (4.101)

R f 3,4 = Im(R∥R∗
⊥) (4.102)

R f 4,3 = Im(R⊥R∗
∥ ) (4.103)

R f 4,4 = Re(R∥R∗
⊥) (4.104)

It should be noted that at incidence angles > θi ,c the polarization upon reflection and transmission versus
incidence angle is not constant, as illustrated by the elements (3,3), (3,4), (4,3) and (4,4) in Figures 4.12 and
4.13, even though all light is internally reflected.
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Figure 4.11: Normalized air-to-water reflection and transmission matrix elements. Upper left is entry (1,1) and lower right is entry (4,4).
The red line illustrates the reflection, the blue line illustrates the transmission.

Figure 4.13 shows the normalized water-to-air reflection and transmission matrix elements as a function of
incidence angle (illuminated from below). Note that, also for water incident reflected, a Brewster angle occurs
at approximately 37°, which follows directly from Equation 4.53.
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Figure 4.12: Water-to-air reflection and transmission matrix elements. Upper left is entry (1,1) and lower right is entry (4,4). The red line
illustrates the reflection, the blue line illustrates the transmission.
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5
Reflection and Transmission by the

Wind-Ruffled Air-Water Interface

In the previous chapter the reflection and transmission matrices for a flat interface separating two media
with distinct refracting indices were derived. A realistic oceanic surface is, however, likely to be ruffled by
the wind resulting in a rough air-ocean interface, thus an ocean surface with waves. This roughness causes
the incident light to be diffusely reflected, having a peak value in one certain direction depending on the
orientation of waves. In this chapter, the reflection and transmission matrices for a wind ruffled air-water
interface are derived.

5.1. Reflection by a Wind Ruffled Air-Water Interface
In this section, the reflection of incident light on a wind ruffled air-water interface will be discussed. The air-
water interface will be modeled as a collection of randomly oriented wave facets (small surface areas) with
their normals pointing in the direction (µn ,ϑn), where ϕn is the azimuth angle of the wave facet normal vec-
tors as illustrated in Figure 5.1, ϑn is the zenith angle of these normal vector and ϑ′ and ϑ are the solar zenith
angle and viewing zenith angles respectively. Furthermore, we define u =−cosϑ and µ= |u| where u > 0 for
downward vectors and u < 0 for upward vectors. Also we define u′ = −cosϑ′, µ′ = |u′|, un = −cosϑn , and
µn = |un |. It should be noted that often the angles θ′ = π−ϑ′ and θn = ϑn are used. Generally, θ is defined as
viewing angle with respect to the outward normal (θ =ϑ for reflection and θ =π−ϑ for transmission) (see e.g.
Hansen and Travis 1974). If we now only employ θ′, θ and θn on the interval [0,π/2], we can define µ′ = cosθ′,
µn = cosθn and µ= cosθ.

The area of the collection of all wave facets in Figure 5.1 pointing in one particular direction (µn ,ϕn) within
the solid angle dΩn may mathematically be expressed as

d A∗
1 = d A∗

1,1 +d A∗
1,2 + ... =

∞∑
i=1

d A∗
1,i (5.1)

The projection of d A∗
1,1 on the local horizontal is

d A1,1 = cosϑnd A∗
1,1 (5.2)

Combining Equations 5.1 and 5.2 for each facet i having this orientation yields

d A1 =
∞∑

i=1
d A1,i = cosϑnd A∗

1 (5.3)

Note that d A1 represents all the horizontal projections of the inclined wave facets pointing in the direction
(µn ,ϕn) within the solid angleΩn . Following Lenoble et al. (2007), the probability P that an incident beam is
reflected by a wave facet pointing in the direction (µn ,ϕn) within the solid angleΩn equals

d A1

A
= P (µn ,ϕn)dΩn (5.4)
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Figure 5.1: A 2D-sketch of piece of a wind ruffled water interface within the horizontal area A. The incident and reflected beams point in
the directions (µ0,ϕ′) and (µ,ϕ) respectively, however, their zenith angles ϑ′ and ϑ are drawn. The normals to the wave facets d A∗

1,1 and

d A∗
1,2 point in the direction (µn ,ϕn ). d A1,1 and d A1,2 are their horizontal projections respectively. The sum of d A1,i for i = 1,2, ...,∞ is

the fraction of A that has normals in the particular direction (µn ,ϕn ).

where P is the wind-isotropic Cox and Munk (1954, 1956) wave facet slope probability distribution which will
be discussed in Section 5.2.
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Figure 5.2: Illustration of the reflected power per unit area, where d A∗
1 represents the collection of wave facets whose normals point in a

similar direction.

Let us assume that the incident beam is unpolarized light with irradiance E0 in W m−2 monodirectional in the
direction µ0. The objective of this section is to derive an expression for the air-water interface reflection in
Figure 5.1 in the viewing direction within the solid angle dΩr taking into account the randomly oriented wave
facets. That is, we need to find a relation between E0 and the corresponding reflected radiance Ir in W m−2

sr−1. Therefore, we need to analyze the power balance at the collection of specular reflecting wave facets d A∗
1

whose normals point in the direction (µn ,ϕn) within dΩn (see Section 4.4). Recall that the reflected power
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by this collection of wave facets could be expressed in two ways. First, as the reflected part of the incident
irradiance on this collection of wave facets d A∗

1 , which is illustrated in Figure 5.2, and reads (cf. Equations
4.75 and 4.81a):

Pr = Rx R∗
x E0 cos(θi )d A∗

1 (5.5)

where Rx and R∗
x are either the parallel or perpendicular Fresnel coefficients and their complex conjugate

respectively.
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Figure 5.3: Reflected radiance by the area A containing all different kind of wave facets whose normals point in random directions.

Second, assuming that the solid angle of the reflected radiance Ir by this collection of wave facets is dΩr , the
reflected power from the horizontal surface area A as illustrated in Figure 5.3 in the direction µ within dΩr

may be expressed by

Pr = Ir cosθAdΩr (5.6)

Equating expressions 5.5 and 5.6 gives (Zhai et al. 2010, Eq. 19)

Ir cosθAdΩr = Rx R∗
x E0 cosθi d A∗

1 (5.7)

Isolating Ir yields

Ir =
Rx R∗

x E0 cosθi d A∗
1

dΩr A cosθ
(5.8)

The expression for Ir may be written as functions of solely its involved angles by eliminating the areas as
follows (cf. Equation 5.4):

d A∗
1

A
= d A∗

1

d A1

d A1

A
= 1

µn
P (µn ,ϕn)dΩn (5.9)

where µ= cosθ and

Ir =
Rx R∗

x E0

µnµ

cosθi dΩn

dΩr
P (µn ,ϕn) (5.10)

The solid angle of the wave facet normal is sinθi dθiϕ. Since, from the law of reflection, we know that the
angle between the reflected beam and the incident beam equals 2θi and that the specular reflection does
not change the azimuthal direction of the beam (see Figure 5.3), the solid angle of the reflected beam is
sin(2θi )2dθi dϕ and the following holds (see Lenoble et al. 2007):
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cosθi dΩn

dΩr
= sinθi cosθi dθi dϕ

sin2θi 2dθi dϕ
=

1
2 sin2θi dθi dϕ

2sin2θi dθi dϕ
= 1

4
(5.11)

Substituting the expression for cosθi dΩn/dΩr of Equation 5.11 into Equation 5.10 gives (Zhai et al. 2010, Eq.
20)

Ir =
Rx R∗

x E0

4µnµ
P (µn ,ϕn) (5.12)

Because Rx R∗
x represent every possible combination of the perpendicular and parallel Fresnel reflection coef-

ficients (Zhai et al. 2012), it can readily be verified that Equation 5.12 also applies when replacing Rx R∗
x by the

4x4 Fresnel reflection matrix R f (Equation 4.66) such that the reflected diffuse Stokes vector in the scattering
plane (ϕ−ϕ′ = 0) may be computed according to

Ir =
R f E0

4µnµ
P (µn ,ϕn) (5.13)

5.2. Slope Distribution Models of Ocean Surface Waves
The distribution of the slopes of the wave facets P (µn ,ϕn) was investigated by Cox and Munk (1954, 1956)
who made photographs from a plane of the pattern of the specular reflection of the sunlight by the ocean
wave facets, better known as the Sun’s glitter or sunglint. If no waves are present the glitter would reduce to
the horizontal specular point which is the location of the mirror-image of the Sun in the water as seen from
the observer. In case of a wind-driven rough ocean surface the presence of the slopes of the wave facets allow
the glitter pattern to be wider than the horizontal specular point. Cox and Munk (1954, 1956) found indeed
that the width of the glitter pattern increases linearly with wind speed and were able to translate the statistics
of the glitter into statistics of the slope distribution.

5.2.1. The Cox and Munk Model
Cox and Munk (1954, 1956) considered a wave facet to be tilted by an angle β such that the slopes in the x and
y direction are respectively denoted by Zx and Zy . Let the x-axis point in the horizontal direction from the
facet to the Sun1; the slopes Zx and Zy may then be given by (see e.g. Sun and Lukashin 2013)

Zx = ∂Z

∂x
= sinϑcos(ϕ−ϕ′)− sinϑ′

cosϑ+cosϑ′ (5.14)

Zy = ∂Z

∂y
= sinϑsin(ϕ−ϕ0)

cosϑ+cosϑ′ (5.15)

where ϑ, ϑ′ and ϕ−ϕ0 are the zenith angle of the reflected beam, the solar zenith angle and the azimuth
difference between the reflected and incident beam as in Section 2.1.4. It may be noted that Cox and Munk
(1954, 1956) defined the slope components as Zx = sinα tanβ and Zy = cosα tanβ where α is the azimuth of
the diagonal of the wave facet.

Cox and Munk (1954, 1956) assumed the probability distribution of the water facet normals to be Gaussian.
They expressed the probability distributions of the slopes in three forms: wind-isotropic, wind-anisotropic
and wind-anisotropic with an additional Gram-Charlier series correction term. The wind-isotropic form was
used by Mishchenko and Travis (1997) who applied the probability density function (pdf) of Cox and Munk
(1954, 1956) in the form (see Breon 1993; Zhai et al. 2010) 2

P (Zx , Zy ,σ) ≈ 1

πσ2 exp

(
−

Z 2
x +Z 2

y

σ2

)
or P (µn ,σ) = 1

µ3
n

1

πσ2 exp

(
−1−µ2

n

σ2µ2
n

)
(5.16)

1Contrary to Cox and Munk (1954, 1956) in this report the x-axis points in the horizontal direction towards the Sun rather than the y-axis
following the convention of Breon (1993); Sun and Lukashin (2013).

2Care should be taken when comparing this relation with the one used by Mishchenko and Travis (1997); they defined the variance of
the pdf as 2σ2 and applied this in the formula for P yielding the same result as obtained by Equation 5.16.
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which may easily be verified by noting that tanβ =
√

Z 2
x +Z 2

y , tanβ = sinβ/cosβ =
√

1−cos2β/cosβ and

µn = |cosβ|. The factor 1/µ3
n is caused by the change of differential d Zx d Zy to dΩn (see appendix of Breon

1993). Cox and Munk (1954, 1956) showed that the variance σ2 is related to the wind speed v by (cf. Cox and
Munk 1954, Section 6.3)3

σ2 = 0.003+0.00512v (5.17)

In the wind-anisotropic form of this pdf the upwind and crosswind components are separated. The upwind
and crosswind components of the sea surface slope, Zup and Zcr , may readily be derived from Zx and Zy

according to (see e.g. Bréon and Henriot 2006)

Zup = Zx cosφwi nd +Zy sinφwi nd (5.18)

Zcr =−Zx sinφwi nd +Zy cosφwi nd (5.19)

where φwi nd is the upwind direction with respect to the x-axis. By defining the parameters ξ = Zcr /σcr and
η= Zup /σup Cox and Munk (1954, 1956) suggested to write the pdf as a Gram Charlier series as follows (Cox
and Munk 1954, Eq. 18)

P (Zup , Zcr ) = 1

2πσupσcr
exp

(
−ξ

2 +η2

2

)
·
[

1− 1

2
c21(ξ2 −1)η− 1

6
c03(η3 −3η)

+ 1

24
c40(ξ4 −6ξ2 +3)+ 1

24
c04(η4 −6η2 +3) (5.20)

+1

4
c22(ξ2 −1)(η2 −1)

]
The Gram Charlier term in Equation 5.20 accounts for the deviation from the Gaussian nature of the distri-
bution (see Cox and Munk 1956). The coefficients c21 and c03 describe the skewness of the upwind slope
component and the c40, c04 and c22 express the peakedness of the pdf. Cox and Munk (1954, 1956) estimated
σup , σcr , c21 and c03 to vary linearly with wind speed while the peakedness coefficients were set constant.
Recently Bréon and Henriot (2006) used wind vector data from the NASA Scatterometer (NSCAT) (Naderi
et al. 1991) and reflected radiance data from the POLDER radiometer (Deschamps et al. 1994) to estimate the
Gram-Charlier coefficients again. They found, however, that the modeled mean squared surface slope of Cox
and Munk (1954, 1956) was in perfect agreement with the results obtained from the satellite data (see Bréon
and Henriot 2006, Fig. 3 and 4). Because of the large satellite data set they were able to increase the order
of the c21-v and c03-v relations and to slightly correct the peakedness coefficients c40, c04 and c22. These
refinements only had a small impact on the resulting pdf (see Bréon and Henriot 2006).

5.2.2. Alternative Slope Distribution Models
Besides the work of Bréon and Henriot (2006) other estimations of the Gram Charlier coefficients and slope
variances related to wind speed have been done. Wu (1972) used the data set of Cox and Munk (1954) to
divide the slope variance dependency in two ranges (v ≤ 7 m/s and v > 7 m/s) and proposed two logarithmic
functions. Mermelstein et al. (1994) obtained the wind-anisotropic slope standard deviations by integrating
the sea-wave height power spectral density provided by Donelan and Pierson (1987) resulting in a flatter
glitter peak (i.e. higher σup and σcr values) for wind speeds lower than 20 m/s compared to the results of
Cox and Munk (1954). Shaw and Churnside (1997) did wind speed measurements with a sonic anemometer
and measured the glitter reflectance with their so-called reflective scanning-laser glint sensor. They divided
the slope variance dependency in two ranges defined by the stability of the atmosphere and sea using the
reduced Richardson number (−0.23 < Ri < 0.27 and Ri ≥ 0.27), which depends on the wind speed at a certain
height and average air and water temperatures. Ebuchi and Kizu (2001) analyzed glitter images taken by a
radiometer on the Geostationary Meteorological Satellite (GMS) in combination with sea surface wind data
from spaceborn scatterometers, such as the the NSCAT, the European Remote sensing Satellite (ERS)-1 and
-2, the Active Microwave Instrument (AMI) and the ADvanced Earth Observation Satellite (ADEOS). They
obtained a narrower slope distribution (smaller σup ,σcr and σ values) compared to the pdf of Cox and Munk
(1954).

3Similar relations for the upwind and crosswind components (σup − v and σcr − v) may be found in Cox and Munk (1954, 1956).
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5.2.3. Comparison of the Slope Distribution Models
Zhang and Wang (2010) compared the results of the various models mentioned in the latter section with
measurements from the Moderate Resolution Imaging Spectroradiometer (MODIS) at wavelengths of 859
nm, 1240 nm and 2130 nm with an image resolution of 1 km. They applied atmospheric corrections for the
atmospheric absorption, Rayleigh scattering and scattering by aerosols. It was pointed out that the model
of Shaw and Churnside (1997) could not accurately be compared since no reduced Richardson number data
was available for the data sets from which the other models were generated and was therefore omitted. Figure
5.4 shows the normalized sunglint radiance comparison of the wind-isotropic (left) and the wind-anisotropic
glitter models (right) to the MODIS measurements. An accurate fit of the Cox and Munk (1954, 1956) and
Bréon and Henriot (2006) anisotropic models may be observed.

Zhang and Wang (2010) also computed the correlation coefficients of the modeled and measured radiance
emerging at the top of the atmosphere for 12 different scenarios4 (see Zhang and Wang 2010, Table 2 and 3).
The highest correlation coefficients (between 0.951 and 0.985) were achieved by the wind-anisotropic Cox
and Munk (1954, 1956) and wind-anisotropic Bréon and Henriot (2006) models for 9 out of 12 scenarios. The
second best models in terms of correlation coefficients were the wind-isotropic and wind-anisoptropic Gram
Charlies Cox and Munk (1954, 1956) models. The good performance of the wind-isotropic Cox and Munk
(1954, 1956) model could, according to Zhang and Wang (2010), be explained by the large variability of wind
directions above open oceans. The final conclusion of Zhang and Wang (2010) was:

"Overall, the wind-direction-dependent Cox-Munk models have the highest correlations with MODIS mea-
surements. The Cox-Munk wind-direction-independent model, however, is very close to the wind-direction-
dependent ones, and for some cases it is even better. The Breon-Henriot models have about the same perfor-
mance results as from the Cox-Munk models because the Breon-Henriot and Cox-Munk models are in fact very
similar. [...] It is amazing that the Cox-Munk glint models that were developed 50 years ago are still among the
best," (Zhang and Wang 2010, p. 505).

Nowadays the wind-isotropic Cox and Munk model is still the standard model used by NASA for sunglint
corrections in ocean color satellite data processing (see Mobley et al. 2016).

Figure 5.4: Comparison of the wind-isotropic glitter models of Cox and Munk (1954, 1956); Ebuchi and Kizu (2001); Wu (1972) (left)
and the wind-anisotropic glitter models of Bréon and Henriot (2006); Cox and Munk (1954, 1956); Ebuchi and Kizu (2001); Mermelstein
et al. (1994) (right). The Gram-Charlies expanded wind-anisotropic Cox and Munk (1954, 1956) is also included in the right figure. The
Bréon and Henriot (2006) anisotropic and Gram-Charlies models almost coincide with their Cox-Munk counterparts and are therefore
not shown. Scenario: January 26, 2004, Pacific Ocean (1.8oS, 104.4oW), v̄ = 6.4 m/s and ϑ′ = 12-39o (Zhang and Wang 2010, Fig. 6).

In what follows, we will consider the wind-isotropic Cox and Munk (1954, 1956) slope distribution model. Ex-
cept for its convincing performance at moderate wind speeds and simplicity (only the wind speed is needed),
symmetry in the azimuth direction is preserved which allows us to do a Fourier decomposition of the reflec-
tion and transmission matrices of the interface matrices by computing the integral over the azimuth differ-
ence (Equation 2.82). Using this wind-isotropic model, it should be remembered that (1) the analysis of Zhang

4The MODIS scenarios varied in date, location (Indian Ocean / Pacific Ocean / Atlantic Ocean), aerosol model, aerosol optical thickness,
wind speed and solar zenith (see Zhang and Wang 2010, Table 2).
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and Wang (2010) was done only for moderate wind speeds and (2) the Cox and Munk (1954, 1956) model did
not measure wind speeds higher than 14 m/s. The wind speed in the model planets of this research do there-
fore not exceed 14 m/s.

5.3. The Reflection Matrix for a Wind Ruffled Air-Water Interface
It should be noted that up till now the reference plane of the Fresnel reflection is also the scattering plane.
That is, we assumed that the perpendicular component of the electric field vector is perpendicular to the
plane of Fresnel reflection. However, since the wave facets normals may point in directions whereϕn−ϕ0 6= 0,
the reference plane may transform from the meridian plane of the incident beam into the Fresnel reflection
plane through the rotation −σ1, and subsequently may transform again in the meridian plane of the reflected
beam through the rotation−σ2 (see also Section 2.1.4). In this section, the mathematical expressions for these
rotations and the azimuth dependent rough air-water interface reflection matrix are derived.
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Figure 5.5: Sketch of an incident beam OP1 reflected at the wave facet at O in the direction OP2. The wave facet is tilted by the angle ϑn
with respect to the z-axis and points in the azimuth angle ϕn (not indicated). The scattering angleΘ equals π−2θi .

Let us define the coordinate system of the reflection event as a right handed Cartesian coordinate system fixed
in space with the wave facet located at its origin O (see Figure 5.5), analogous to the approach of Hovenier
and van der Mee (1983). We assume the azimuth angle ϕ measured positive in the clockwise direction when
looking in the positive z-direction. The incidence beam points in the (OP1) direction and the reflected beam
points in the (OP2) direction. The normal vector to the wave facet is indicated by n̂ and θi indicates the
Fresnel reflection angle of the wave facet with respect to n̂ as in Section 4.4. The scattering angle is indicated
by Θ. Hence, by defining θ′ = π−ϑ′, θn = ϑn and θ = ϑ we can write the unit vectors of the incident, normal
and reflected beams as

î =
sinθ′ cosϕ′

sinθ′ sinϕ′
−cosθ′

 , n̂ =
 sinθn cosϕn

−sinθn sinϕn

cosθn

 , r̂ =
sinθcosϕ

sinθ sinϕ
cosθ

 (5.21)

respectively. Note the minus sign of the z-component of î due to the downward incidence direction. The
angle between î and r̂ equals cosΘ. Computing the dot product of î and r̂ yields
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cosΘ=−cosθ′ cosθ+ sinθ′ sinθ(cosϕ′ cosϕ+ sinϕ′ sinϕ) (5.22)

=−cosθ′ cosθ+ sinθ′ sinθcos(ϕ′−ϕ) (5.23)

If we only use θ′ and θ between 0 and π/2, we can write cosθ′ = |cosθ′| =µ′ and cosθ = |cosθ| =µ and

cosΘ=−µ′µ+
√

1−µ′2
√

1−µ2 cos(ϕ′−ϕ) (5.24)

The rotation angles σ2 and σ1 in Figure 5.5 are equivalent to σ2 and σ1 in Figure 2.3a of Display 2.1. Applying
the cosine rules to the spherical triangle ON P1P2 gives

cosσ1 = cosϑ−cosΘcosϑ′

sinΘsinϑ′ = cosθ+cosΘcosθ′

sinΘsinθ′
(5.25)

cosσ2 = cosϑ′−cosΘcosϑ

sinΘsinϑ
= −cosθ′−cosΘcosθ

sinΘsinθ
(5.26)

Substituting again for cosθ′ = |cosθ′| =µ′ and cosθ = |cosθ| =µ yields

cosσ1 = µ+µ′ cosΘ√
1−µ′2p1−cos2Θ

(5.27)

cosσ2 = −µ′−µcosΘ√
1−µ2

p
1−cos2Θ

(5.28)

Note that the expressions in Equations 5.27 and 5.28 are consistent with Equations 100 and 101 of Hovenier
and van der Mee (1983) if we realize that for the reflection case: µ = cosθ = cosϑ = −u and µ′ = cosθ′ =
cos(π−ϑ′) =−cosϑ′ = u′.

It may be recalled from Chapter 1 that the rotation matrices L(−σ1) and L(−σ2) that are needed for the ref-
erence plane transformations are given by Equation 1.13 where the rotation angle is positive in the anti-
clockwise direction when looking in the direction of wave propagation. Hence, the expression of the reflected
radiance vector Ir of Equation 5.13 in the coordinate system of Figure 5.5 is

Ir =
L(−σ2)R f (θi ,n1,n2)L(−σ1)E0

4µnµ
P (µn ,ϕn) (5.29)

The final goal of this section is to find a reflection matrix for the interface, Ri , that may be implemented in a
radiative transfer algorithm such as the adding-doubling method (de Haan et al. 1987) based on the reflection
mathematically described by (Hovenier et al. 2004, Eq. 5.2):

Ir (µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Ri (µ,µ′,ϕ−ϕ′)Ii nc (µ′,ϕ′) (5.30)

Since we assumed, for simplicity, that the incident beam on the air-water interface is monodirectional and
unpolarized, we could write for the incident radiance vector (see Hansen and Travis 1974):

Ii nc = δ(µ−µ0)δ(ϕ−ϕ0)πF0 (5.31)

where E0 = πF0 is again the incident irradiance such that expression 5.30 gives (Hansen and Travis 1974, Eq.
3.8)

Ri (µ,µ′,ϕ−ϕ′) = πIr

µ′πF0
= πIr

µ′E0
(5.32)

Substituting the expression for Ir of Equation 5.29 into Equation 5.32 leads to the desired reflection matrix
(Zhai et al. 2010, Eq. 25):

Ri (µ,µ′,ϕ−ϕ′) = S(µ,µ′,σ)
π

µ′
P (µn ,ϕn)

4µµn
L(−σ2)R f (θi ,n1,n2)L(−σ1) XZhai et al. (2010) (5.33)
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Note that we already introduced the multiplication by the shadowing function S(µ,µ′,σ) correcting for the
shadows of the waves which will be further explained in Section 5.7. The reflection matrix for a wind ruffled
ocean as presented by Equation 5.33 is only a function of n1,n2,σ,µ,µ′ and ϕ−ϕ′ if µn , θi , σ2 and σ1 can be
written as functions of µ,µ′ and ϕ−ϕ′. They are discussed case-by-case below:

• The incidence Fresnel angle θi and the scattering angle Θ are related by 2θi = π−Θ (see Figure 5.5).
Substituting for θi = (π−Θ)/2 in the Fresnel matrix R f (θi ,n1,n2) yields R f (Θ,n1,n2). Equation 5.23
shows thatΘ can be expressed as functions ofµ, µ′ andϕ′−ϕ. Therefore the Fresnel matrix R f (µ,µ′,ϕ−
ϕ′,n1,n2) may be obtained.

• According to the law of reflection the angle between the incident and reflected wave equals 2θi and
the projections of the unit normal vector of the wave facet on the incident and reflected unit vectors
are -î = cosθi n̂ and r̂ = cosθi n̂ respectively. Note again the minus sign is needed here to reverse the
direction of î . Consequently we can write (Cox and Munk 1956, Eq. 3-3):

r̂ − î = 2cosθi n̂ (5.34)

Now, if we only consider the z-components of r̂ , î and n̂, combining Equations 5.21 and 5.34 gives

cosθ+cosθ′ = 2cosθi cosθn (5.35)

or

µn = µ+µ′

2cosθi
(5.36)

In the former bullet point we stated 2θi =π−Θ. Hence, 2cosθi = 2cos((π−Θ)/2) =p
2cos(π−Θ)+2 =p

2−2cosΘ and Equation 5.36 becomes

µn = µ+µ′
p

2−2cosΘ
(5.37)

Since cosΘwas expressed in terms of µ, µ′ andϕ−ϕ′ in the former bullet point, µn can be expressed in
terms of µ, µ′ and ϕ−ϕ′ and consequently we can compute P (µ,µ′,ϕ−ϕ′).

Note that the approach presented in this section is equivalent to the approach of Zhai et al. (2010), but we
keep µ, µ′ and µn in the range [0,1] and therefore the z-component of our incident unit vector î is negative.
Zhai et al. (2010) chose to employ µ′ = cosθ′ < 0 such that no minus sign appears in their incident unit vector
(since their µ′ is already negative). Hence, Equation 5.37 is equivalent to Equation 28 of Zhai et al. (2010) and
our expression for cosΘ (Equation 5.24) is equivalent to the one of Zhai et al. (2010).

Figure 5.6 shows the result of the interface reflection matrix R (Equation 5.33) for an incidence angle of 33.3◦
and an azimuth difference of 0◦.

We tested the matrix elements of R as shown Figure 5.6 with the output of the code of Dr. Mishchenko avail-
able on the web page https://www.giss.nasa.gov/staff/mmishchenko/brf/ and we find an identical
result.5 The tests were performed with and without a correction for the wave shadows (the shadowing func-
tion will be treated Section 5.7).

5.4. Transmission by a Wind Ruffled Air-Water Interface
Analogous to the discussion of the reflection by a wind ruffled air-water interface of Section 4.5, the transmis-
sion by a wind ruffled air-water interface will be discussed in this section. The transmitted power of a light
beam incident on the rough air-water interface as in Figure 5.2 is described by (cf. Equations 4.75 and 4.81b)

Pt = n2

n1

cosθt

cosθi
Tx T ∗

x Pi = n2

n1

cosθt

cosθi
Tx T ∗

x E0 cos(θi )d A∗
1 (5.38)

5We tested our results also for the cases ϕ−ϕ0 < 0 and ϕ−ϕ0 > 0.

https://www.giss.nasa.gov/staff/mmishchenko/brf/
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Figure 5.6: Reflection matrix elements for the rough air-water interface. θ0 = 33.3◦,ϕ−ϕ0 = 0◦. The correction for the wave shadows was
already applied in this figure to suppress the infinite reflection at θ = 90 degrees (see Section 5.7).

where again E0 is the incident irradiance in W m−2, Tx and T ∗
x are either the parallel or perpendicular Fresnel

transmission coefficients and their complex conjugates respectively, θi is the reflection angle and d A∗
1 is the

area of the collection of all wave facets in Figure 5.1 pointing in direction (µn ,ϕn) within the solid angle dΩn .

Second, assuming that the solid angle of the reflected radiance It by this collection of wave facets is dΩt , the
reflected power from the horizontal surface area A as illustrated in Figure 5.3 in the direction µ within dΩt

may be expressed by

Pt = It cosθAdΩt (5.39)

Note that µ is the directional cosine with respect to the outward normal, hence µ= cosθ where θ is the angle
between the transmitted beam and the negative z-axis in Figure 5.3. Equating Equations 5.38 and 5.39 and
substituting d A∗

1 /A of Equation 5.9 yields

It = n2

n1

cosθt

cosθi
Tx T ∗

x
cosθi E0

µnµ

dΩn

dΩt
P (µn ,ϕn) (5.40)

where P (µn ,ϕn) is again the wave slope distribution model of Cox and Munk (1954).

Recall that for the reflected beam we could write the solid angle as functions of θi (Lenoble et al. 2007). Simi-
larly, we can write the solid angle of the transmitted beam as sin(π− (θi −θt )) = sin(θi −θt ) and evaluate the
solid angle fraction dΩn/dΩt as follows:

dΩn

dΩt
= sinθi dθi dϕ

sin(θi −θt )(dθi −dθt )dθi dϕ
(5.41)

or by applying Snell’s law (Zhai et al. 2010, Eq.31)
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dΩn

dΩt
= sinθi

(sinθi cosθt −cosθi sinθt )(1−n1 cosθi /(n2 cosθt ))
(5.42)

= n2
2 cosθt

(n2 cosθt −n1 cosθi )2 (5.43)

Substituting Equation 5.43 into Equation 5.40 yields

It = n2

n1

cosθt

cosθi
Tx T ∗

x
cosθi E0

µnµ

n2
2 cosθt

(n2 cosθt −n1 cosθi )2 P (µn ,ϕn) (5.44)

The term n2
n1

cosθt
cosθi

Tx T ∗
x may be recognized as the transmission of the irradiance (see Equation 4.77) and may

accordingly be written in its matrix form including polarization given by Equation 4.78. Hence, the expression
for the transmitted diffuse Stokes vector It in the scattering plane (i.e. ϕ−ϕ′ = 0) in W m−2 sr−1 is (Zhai et al.
2010, Eq. 32)

It = T c
f

cosθi E0

µnµ

n2
2 cosθt

(n2 cosθt −n1 cosθi )2 P (µn ,ϕn) (5.45)

where T c
f is the Fresnel matrix for the coherent Stokes vector given by Equation 4.78.

5.5. The Transmission Matrix for a Wind Ruffled Air-Water Interface
This section is analogous to Section 5.3 where we derived the reflection matrix for a wind ruffled air-water
interface. Here the derivation of the transmission matrix for a wind ruffled air-water interface as functions of
µ, µ′ and ϕ−ϕ′ will be presented.
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Figure 5.7: Sketch of an incident beam OP1 transmitted at the wave facet at O in the direction OP2. The wave facet is tilted by the angle
ϑn with respect to the z-axis and points in the azimuth angle ϕn (not indicated). The scattering angleΘ equals θi −θt .

The same right handed Cartesian coordinate system that was used to describe the reflection event in Section
5.3 may be used to describe the transmission, as illustrated in Figure 5.7. The incidence beam points in the
(OP1) direction and the transmitted beam points in the (OP2) direction. The normal vector to the wave facet
is indicated by n̂ and θi indicates the Fresnel reflection angle of the wave facet with respect to n̂ as in Section
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4.4. The transmission angle with respect to n̂ is indicated by θt and the scattering angle is indicated byΘ. Note
that the transmitted beam points in the negative z-directions and therefore we will use θ =π−ϑ here. Hence,
by defining θ′ = π−ϑ′ and θn = ϑn we can write the unit vectors of the incident, normal and transmitted
beams as

î =
sinθ′ cosϕ′

sinθ′ sinϕ′
−cosθ′

 , n̂ =
 sinθn cosϕn

−sinθn sinϕn

cosθn

 , t̂ =
sinθcosϕ

sinθ sinϕ
−cosθ

 (5.46)

respectively. Note the minus sign of the z-component of î and t̂ due to their downward directions. The angle
between î and t̂ equals cosΘ. Computing the dot product of î and t̂ yields

cosΘ= cosθ′ cosθ+ sinθ′ sinθ(cosϕ′ cosϕ+ sinϕ′ sinϕ) (5.47)

= cosθ′ cosθ+ sinθ′ sinθcos(ϕ′−ϕ) (5.48)

If we only use θ′ and θ between 0 and π/2, we can write cosθ′ = |cosθ′| =µ′ and cosθ = |cosθ| =µ and

cosΘ=µ′µ+
√

1−µ′2
√

1−µ2 cos(ϕ′−ϕ) (5.49)

It should be noted that the scattering angle is also defined by Θ = θi −θt (Figure 5.7). Hence, the minimum
value of Θ satisfies θi = θt and its maximum value is found when θi = π/2. Therefore, Θ only has a physical
meaning on the interval 0 <Θ<π/2− sin−1(n1/n2) or equivalently n1/n2 < cosΘ< 1.

The rotation angles -σ2 and -σ1 in Figure 5.7 are equivalent to -σ2 and -σ1 in Figure 2.3b. Applying the cosine
rules to the spherical triangle ON P1P2 gives

cosσ1 = cos(−σ1) = cosϑ−cosΘcosϑ′

sinΘsinϑ′ = −cosθ+cosΘcosθ′

sinΘsinθ′
(5.50)

cosσ2 = cos(−σ2) = cosϑ′−cosΘcosϑ

sinΘsinϑ
= −cosθ′+cosΘcosθ

sinΘsinθ
(5.51)

Substituting again for cosθ′ = |cosθ′| =µ′ and cosθ = |cosθ| =µ yields

cosσ1 = −µ+µ′ cosΘ√
1−µ′2p1−cos2Θ

(5.52)

cosσ2 = −µ′+µcosΘ√
1−µ2

p
1−cos2Θ

(5.53)

Note that the expressions in Equations 5.52 and 5.53 are consistent with Equations 100 and 101 of Hovenier
and van der Mee (1983) if we realize that for the transmission case: µ = cosθ = cos(π−ϑ) = −cosϑ = u and
µ′ = cosθ′ = cos(π−ϑ′) =−cosϑ′ = u′. Because we now have expressions for cosσ1 and cosσ2 as functions of
Θ and consequently of µ, µ′,ϕ′−ϕ, we may express cos2σ1 and cos2σ2 and the rotation matrices L(−σ1) and
L(−σ2) as functions of µ, µ′, ϕ′−ϕ. The conversion of cosσ1 and cosσ2 into cos2σ1 and cos2σ2 is similar to
this conversion in the reflection case (see Display 2.1).

Analogous to the reflection case, assuming a monodirectional and unpolarized incident beam, the transmis-
sion matrix that may be employed in a radiative transfer algorithm is (Hansen and Travis 1974, Eq. 3.8)

Ti (µ,µ′,ϕ−ϕ′) = πIt

µ′πF0
= πIt

µ′E0
(5.54)

Substituting the expression for It of Equation 5.45 into Equation 5.54 leads to the desired transmission matrix
for the interface (Zhai et al. 2010, Eq. 34):
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Ti (µ,µ′,ϕ−ϕ′) = S(µ,µ′,σ)
π

µ′
P (µn ,ϕn)

µµn
L(−σ2)T c

f (θi ,n1,n2)L(−σ1)
n2

2 cosθt cosθi

(n2 cosθt −n1 cosθi )2
XZhai et al. (2010)

(5.55)

where we again already introduced that shadowing function S(µ,µ′,σ) which will be further explained in
Section 5.7. The transmission matrix for a wind ruffled ocean as presented by Equation 5.55 is only a function
of µ,µ′ and ϕ−ϕ′ if also µn , θi and θt can be written as functions of µ,µ′ and ϕ−ϕ′. This may be achieved by
the following steps.

• Contrary to the reflection case, the scattering angleΘ is not only a function of θi but also of θt through
Θ= θi −θt . Hence, in order to express T c

f (θi ,n1,n2) as functions of µ, µ′ andϕ−ϕ′ we seek expressions

for θi and θt as functions of µ, µ′ and ϕ−ϕ′ in the next bullet points.
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Figure 5.8: Unit circle at the wave facet of the air-water interface for air-incident reflection and transmission.

• Figure 5.8 represents the unit circle in the scattering plane of the wave facet located at point O. The
incident unit vector î , reflected unit vector r̂ and transmitted unit vector t̂ are shown together with the
unit vector n̂ normal to the wave facet. According to Snell’s law, the magnitude of the y-component of
r̂ (i.e. sinθi ) equals n2/n1 times the magnitude of the y-component of t̂ (i.e. n2/n1 sinθt ). The vector
n2/n1 t̂ is also shown in Figure 5.8 satisfying (Mobley 1994, Eq. 4.9)

n2

n1
t̂ = î +cosθi n̂ − n2

n1
cosθt n̂ (5.56)

= î −C n̂ (5.57)

where

C =−cosθi + n2

n1
cosθt (5.58)

Consequently, the expression for n̂ becomes (Zhai et al. 2010, Eq. 35)
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n̂ =
î − n2

n1
t̂

C
(5.59)

Let us consider only the z-components of Equation 5.59

cosθn =
−cosθ′− n2

n1
(−cosθ)

C
(5.60)

or

µn =
n2
n1
µ−µ′

C
(5.61)

Note that Equation 5.61 is equivalent to Equation 39 of Zhai et al. (2010) if we realize that our µ and µ′
are positive while Zhai et al. (2010) used µ < 0 and µ′ < 0 for downward directions.

• Following Chowdhary (1999), we set the transmission matrix elements equal to zero when the normal
vector of the wave facet disappears below the air-water interface (µn < 0). This only may occur for cer-
tain awkward combinations of µ and µ′ in the transmission case and not when considering reflection
(see Equations 5.36 and 5.61).

• Note that î ··· t̂ = cosΘ (see again Figure 5.8). Then the expressions for cosθi and cosθt are (Zhai et al.
2010, Eq. 37)

cosθi =−n̂ ··· î =−
(

î − n2
n1

t̂

C

)
··· î =−

(
1− n2

n1
cosΘ

C

)
=

n2
n1

cosΘ−1

C
(5.62)

cosθt =−n̂ ··· t̂ =−
(

î − n2
n1

t̂

C

)
··· t̂ =−

(
cosΘ− n2

n1

C

)
=

n2
n1

−cosΘ

C
(5.63)

• The last step is to find an expression for the parameter C as functions of µ, µ′ and orϕ−ϕ′. Substituting
the expressions for cosθi (Equation 5.62) and cosθt (Equation 5.63) into the definition of C (Equation
5.58) yields (cf. Zhai et al. 2010, Eq. 38)

C =
√√√√n2

2

n2
1

+1−2
n2

n1
cosΘ (5.64)

Since the expression for cosΘ as functions of µ, µ′ and ϕ−ϕ′ was already found (Equation 5.49), we have
expressions for µn , cosθi and cosθt as functions of µ, µ′ and ϕ−ϕ′. Therefore, the transmission matrix for a
wind ruffled Fresnel interface of Equation 5.55 is only a function of µ, µ′ andϕ−ϕ′ and the refractive indices.

5.6. Reflection and Transmission Matrices for Illumination from Below
In the preceding sections the reflection and transmission matrices, Ri and Ti , were derived for light incident
on the top of a wind-ruffled rough air-water interface. However, for a complete description of the radiative
transfer of light travelling through the interface, the reflection and transmission matrices R∗

i and T ∗
i for light

incident at the bottom of the interface are required as well.

5.6.1. Water-incident Reflection
The derivation for the reflection matrix for illumination of a rough water-interface from below is analogous
to the derivation of the reflection matrix for illumination from above. That is, the sketch of the reflection
case of Figure 5.5 still applies, but the refractive index of the medium of the incident beam (n1) is bigger than
the refractive index of the medium of the transmitted beam (n2). Therefore, we have to take into account
total internal reflection when computing the flat Fresnel reflection matrix R f (see Section 4.5.2). That is, at
incidence angles bigger than the critical angle, all light is internally reflected at an angle of 90 degrees which
can be mathematically described by the imaginary part of the Fresnel reflection coefficients (Appendix B.2).
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5.6.2. Water-incident Transmission
The derivation for the transmission matrix for illumination of a rough water-interface from below is anal-
ogous to the derivation of the transmission matrix for illumination from above. That is, the sketch of the
transmission case of Figure 5.7 still applies, but the refractive index of the medium of the incident beam (n1)
is bigger than the refractive index of the medium of the transmitted beam (n2). Hence, the following differ-
ences need to be mentioned:

• Because n1 > n2, we have to take into account total internal reflection when computing the flat Fresnel
transmission matrix T f (see Section 4.5.2). That is, at incidence angles bigger than the critical angle, no
light is transmitted.

• The scattering angle for transmission through an interface illuminated from below is different than for
illumination from above, because we assume that n1 > n2 and therefore θt > θi . Hence, Θ = θt −θi .
Consequently, the expressions for θi and θt as functions of µ, µ′ andϕ−ϕ′ are slightly different and will
be discussed below.
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Figure 5.9: Unit circle at the wave facet of the air-water interface for water-incident reflection and transmission.

Figure 5.9 represents the unit circle in the scattering plane of the wave facet located at point O. The
incident unit vector î , reflected unit vector r̂ and transmitted unit vector t̂ are shown together with the
unit vector n̂ normal to the wave facet. Note that n̂ points in the (positive) downward direction such
that it points in the direction of medium 1 (containing the incident and reflected beams). According to
Snell’s law, the magnitude of the y-component of t̂ (i.e. sinθt ) equals n1/n2 times the magnitude of the
y-component of î (i.e. n1/n2 sinθi ). Hence, we can write

t̂ = n1

n2
î + n1

n2
cosθi n̂ −cosθt n̂ (5.65)

= n1

n2
î +C n̂ (5.66)

where

C = n1

n2
cosθi −−cosθt (5.67)
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Consequently, the expression for n̂ becomes

n̂ =
t̂ − n1

n2
î

C
(5.68)

Let us consider only the z-components of Equation 5.68

cosθn =
−cosθ− n1

n2
(−cosθ′)

C
(5.69)

or

µn =
n1
n2
µ′−µ
C

(5.70)

Note that î ··· t̂ = cosΘ (see again Figure 5.9). Then the expressions for cosθi and cosθt are

cosθi =−n̂ ··· î =−
(

t̂ − n1
n2

î

C

)
··· î =−

(
cosΘ− n1

n2

C

)
=

n1
n2

−cosΘ

C
(5.71)

cosθt =−n̂ ··· t̂ =−
(

t̂ − n1
n2

î

C

)
··· t̂ =−

(
1− n1

n2
cosΘ

C

)
=

n1
n2

cosΘ−1

C
(5.72)

The last step is to find an expression for C as functions ofµ,µ′ and orϕ−ϕ′. Substituting the expressions
for cosθi (Equation 5.71) and cosθt (Equation 5.72) into the definition of C (Equation 5.67) yields again

C =
√√√√n2

1

n2
2

+1−2
n1

n2
cosΘ (5.73)

Since the expression for cosΘ as functions of µ, µ′ and ϕ−ϕ′ is similar to Equation 5.49 for the air-
incidence case, we have expressions for µn , cosθi and cosθt as functions of µ, µ′ andϕ−ϕ′. Therefore,
the transmission matrix for a wind ruffled Fresnel interface for illumination from below is again only a
function of µ, µ′ and ϕ−ϕ′ and the refractive indices.

• Lastly, because the definition of the scattering angle changed with respect to the air-incidence case,
also the restriction on the interval of the scattering angle needs to be adjusted. Recall that the scattering
angle in this section is defined by Θ = θt −θi . Hence, the minimum value of Θ satisfies θi = θt and its
maximum value is found when θt = π/2. Therefore, Θ only has a physical meaning on the interval
0 <Θ<π/2− sin−1(n2/n1) or equivalently n2/n1 < cosΘ< 1.

5.7. Energy Balance and Wave Shadows
Conservation of energy should be satisfied at the rough air-water interface. That is, the sum of the fractions
of the incident flux reflected and transmitted through the interface should add up to 1. These fractions are
equivalent to the albedo Ar and the ’transmitted albedo’ At respectively:

Ar (µ′) = 1

π

∫ 1

0
µdµ

∫ 2π

0
R1,1(µ,µ′,ϕ−ϕ′)d(ϕ−ϕ′) (5.74a)

At (µ′) = 1

π

∫ 1

0
µdµ

∫ 2π

0
T1,1(µ,µ′,ϕ−ϕ′)d(ϕ−ϕ′) (5.74b)

where R1,1 and T1,1 are the upper left elements of Equations 5.33 and 5.55. Thus, the energy deficiency across
the rough interface may be computed according to

ε(µ′) = 1− Ar (µ′)− At (µ′) (5.75)
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Note that Ar , At and ε are functions of the cosine of the zenith angle θ′ of a hypothetical monodirectional
incident beam. Similar equations for illumination of the interface from below can be set up: we define ε∗ as
the energy deficiency across the interface for a hypothetical monodirectional beam incident at an angle θ′
with the negative zenith direction.
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Figure 5.10: Energy deficiency across the rough interface for illumination from above (a) and illumination from below (b). No shadow
correction is included.

In Figures 5.10a and 5.10b, ε and ε∗ are plotted respectively for our computations. There are two phenomena
that play a role here:

1. The energy deficiency increases with increasing incidence angle. Tsang et al. (1985) explained this en-
ergy loss by the fact that multiple scattering, i.e. scattering between the wave facets, is ignored. In other
words, our Fresnel solution combined with the wave slope distribution model of Cox and Munk (1954)
is a ’geometrical optics’ approach describing the single scattering by the rough interface only, and we
miss the part of the reflected incident light that is multiply scattered between the waves.

2. At even higher incidence angles, the trend reverses towards an infinite ’energy abundance’ at θ′ = 90◦.
This is because the Fresnel reflection is strongest at grazing angles (Section 4.5) and dominates defi-
ciency from the multiple scattering ignorance. In reality, the adjacent waves would block the light path
of the incident beam on the wave facet at this high incident angle. These wave shadows would increase
with increasing incidence angle and ultimately cause full obscuration at θ′ = 90◦.

The infinite energy abundance at grazing angles due to the ignorance of the wave shadows (point 2 above)
may be accounted for. We use the shadowing function derived by Smith (1967) and Sancer (1969) to modify
the reflection and transmission matrices, which was employed by many authors (Chowdhary 1999; Mishchenko
and Travis 1997; Sun and Lukashin 2013; Tsang et al. 1985; Zhai et al. 2010).

Suppose we have a random wave facet located at point F in Figure 5.11, at a vertical distance ξ0 separated
from the mean horizontal plane. Let us assume that the orientation of all surrounded wave facets are de-
scribed by the same wave slope probability distribution, and, that the incident beam GF lies in the y z−plane
of this 2D sketch. The probability that the wave facet at F is not shadowed by a facet of a surrounded wave, is
equivalent to the probability S′ that no wave facet to the right of F intersects GF , or

S′(F,θ′) = lim
ε→∞S′(F,θ′,ε) (5.76)

where S′(F,θ′,ε) is the probability that no wave facet between y = 0 and y = ε intersects the incident beam
GF . Using the well-known relation between joint probability and conditional probability from probability
theory, Smith (1967) wrote the problem as:

S′(F,θ′,ε+∆ε) = S′(F,θ′,ε) ·Q(∆ε|F,θ′,ε) (5.77)
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Figure 5.11: 2D sketch of the geometry of wave shadowing. The light beam GF in the y z-plane incident on wave facet F , which is located
at a vertical distance ξ0, may be blocked by a wave facet located somewhere in the vertical interval ξ(∆ε) and a horizontal interval ∆ε
from the origin at the mean plane. It is assumed that inclinations of the wave facets at F and in y = ∆ε are both drawn from the wave
slope probability distribution of Cox and Munk (1954, 1956). The shadowing function S′ is the probability that the incident beam on
F is not blocked by a surrounding wave facet. The shadowing function S is the probability that both the incident beam on F and the
scattered beam towards the observer are not blocked by a surrounding wave facet. A similar figure, using a somewhat different notation,
may be found in the paper of Smith (1967).

where Q(∆ε|F,θ′,ε) is the conditional probability that GF will not be intersected in the interval ∆ε, given it
does not in the interval ε. The conditional probability Q is in turn mutually exclusive with the conditional
probability g (ε)∆ε that the incident beam GF will be intersected by a wave facet in the interval ∆ε given that
it is not intersected in the interval ε, and we can write

S′(F,θ′,ε+∆ε) = S′(F,θ′,ε) · (1− g (ε)∆ε) (5.78)

The problem can be solved by finding the expression for g (ε) and the integration over the entire range of ε,
which was done by Smith (1967).6

The reflected ray may, of course, also be blocked by a surrounded wave facet. A complete description was
found by Sancer (1969). Note that, following this approach, the probability S that an incident or scattered
beam on a wave facet is not blocked by a surrounded wave facet depends only on the lightning geometry
(θ,θ′) and the standard deviation of the wave slope inclinations σ (Section 5.2). The commonly used form
of the shadowing function employed by the authors mentioned above is the one of Tsang et al. (1985), who
wrote:

S(θ,θ′,σ) = 1

1+Λ(θ,σ)+Λ(θ′,σ)
(5.79)

where

Λ(γ,σ) = 1

2

{
σ

cosγ

[
1−cos2γ

π

]1/2

exp

[
− cos2γ

σ2(1−cos2γ)

]
−erfc

[
cosγ

σ
√

1−cos2γ

]}
(5.80)

and erfc(x) is the complementary error function.

6In order to avoid the difficulty of autocorrelation between points in ∆ε and ε Smith (1967) approximated the problem by replacing
g (ε)∆ε as the conditional probability that the wave facet at F will be shadowed by a wave facet in ∆ε given that it was not shadowed at
y = ε (instead of the interval ε.)
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Figure 5.12: Energy deficiency across the rough interface for illumination from above (a) and illumination from below (b). The reflection
and transmission matrices are multiplied with the shadowing function (Equation 5.79).

The energy deficiencies ε and ε∗ across the interface, after multiplying Ri , Ti , R∗
i and T ∗

i by the shadowing
function (Equation 5.79), are plotted in Figures 5.12a and 5.12b. We compare these with Figure 4 of Nakajima
(1983) and find an almost identical result. The energy deficiency for illumination from below is more severe
than the energy deficiency for illumination from above. According to Nakajima (1983), this may be explained
by the angular size difference of the transmitted cone of light. That is, light travelling from water to air is
refracted into a wider cone compared to the narrow cone of light transmitted from the air into the water (see
Figure 5.15). Therefore, the number of grazing angle geometries of the rays refracted from the ocean into
the atmosphere is larger, which means that the ignorance of the multiple scattered light by the wave facets
causes a larger error. This explains also the bimodal behaviour of ε∗: the energy deficiency for illumination
from below is a superposition of the ignorance of two modes of multiple scattering, which are the reflected
and refracted beams that encounter surrounded wave facets along their path at grazing angles. For ε, the
transmitted beam into the water is too narrow to encounter surrounded wave facets, even after multiplying
by the wave slope probability distribution function.

Although the energy deficiencies are less than unity, the problem remains to completely satisfy conservation
of energy at the interface in order to avoid nonphysical absorbing behaviour. Unfortunately, to the best of
our knowledge, no reliable radiative transfer solution is available for the rough interface including multiple
scattering among wave facets. As long as no such complete model is available, a normalization is needed at
the interface to account for the energy deficiency. Zhai et al. (2010) mentioned that radiative transfer codes
for atmospheres bounded by a rough ocean surface that ignore the sub-interface water layer generally do not
account for this problem at all (see e.g. Mishchenko and Travis 1997). We choose to follow the approach of
Nakajima (1983), who renormalized their reflection and transmission matrices of the interface through the
division by the scattered fraction of the incident flux:

R i (µ,µ′,ϕ−ϕ′) = 1

1−ε(µ′)
Ri (µ,µ′,ϕ−ϕ′) (5.81a)

T i (µ,µ′,ϕ−ϕ′) = 1

1−ε(µ′)
Ti (µ,µ′,ϕ−ϕ′) (5.81b)

R
∗
i (µ,µ′,ϕ−ϕ′) = 1

1−ε∗(µ′)
R∗

i (µ,µ′,ϕ−ϕ′) (5.81c)

T
∗
i (µ,µ′,ϕ−ϕ′) = 1

1−ε∗(µ′)
T ∗

i (µ,µ′,ϕ−ϕ′) (5.81d)
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5.8. Polar Plots of the Interface Reflection and Transmission
In this section, we show the polar plots of the upper left element of the reflection and transmission matrices
(Equations 5.33 and 5.55) and the corresponding degree of polarization. The light source is located at ϕ−ϕ0

= 180◦.

Figure 5.13 shows the polar plots of the upper left element (left column) and degree of polarization (right
column) of the interface reflection matrix for an incidence angle of 40◦ and wind speeds of 7.5 m/s (top row),
3 m/s (middle row) and 1 m/s (bottom row). With increasing wind speed, the reflected intensity is more con-
centrated at the specular point. Outside the glint region, the reflectance decreases rapidly but never reaches
0 which is caused by the long tails of the Gaussian probability distribution of the wave facet inclinations. The
degree of polarization is unaffected by the varying wind speed, however, at 1 m/s the degree of polarization
becomes 0 at the edge in the backscattering direction, because of the low values of Q and I . We encounter
values for both around 10−205, but squaring Q in the computation of the degree of polarization results in a
zero, which is due to computational limitations.

In Figure 5.14 the polar plots of the upper left element (left column) and degree of polarization (right col-
umn) of the interface reflection matrix for a wind speed of 7.5 m/s and incidence angles of 40◦ (top row), 50 ◦
(middle row) and 60 ◦ (bottom row). With increasing incidence angle, the reflection angles at the wave facets
increase which results in stronger Fresnel reflection (Chapter 4). The band of maximum polarization shifts
slightly towards the backscattering direction.

Figure 5.15 shows the upper left elements of Ri and R∗
i (top row) and T ∗

i and T ∗
i (bottom row) for an inci-

dence angle of 40 degrees and a wind speed of 7.5 m/s. The concentrated transmittance around a certain
transmission angle. For the air-to-water transmission the transmission cone is sharper than the cone for
water-to-air transmission, as expected. Due to the tails of the Gaussian distribution of the wave facet incli-
nations, very small but nonzero reflectance values are found outside the transmission cone. Physically, these
long Gaussian tails represent the few wave facets in these geometries that allow for the transmittance of light
into the water. This may appear somewhat counter-intuitive, but it should be remembered that our solution
describes the reflection and transmission by the air-water interface, while statistically correcting for the ori-
entations of its wave facets, rather than the reflection by a single wave facet. It should be noted that, strictly
speaking, the polar plot of Ri and R∗

i cannot accurately be compared using the same incidence angle of 40
degrees (for illumination from above and below respectively), since the directional cosines of the geometries
in the atmosphere should be refracted when translating it to geometries in the water according to Snell’s law.

The reflection from illumination from below is heavily affected by the total internal reflection of the wave
facets (upper right plot of Figure 5.15). As explained in Section 4.5.2, for reflection angles on the wave facet
bigger than the critical angle, all light is reflected parallel to the interface. Since we multiply with the prob-
ability distribution for the wave facet inclinations, the point where the critical angle is reached depends on
wave facet inclination and therefore varies for each wave facet (of distinct orientation).

Figure 5.16 shows the degree of polarization of the matrices in Figure 5.15. The band of maximum degree of
polarization for R∗

i is shifted to the backward scattering direction. However, as explained above, we should
take care in this comparison when using the same incidence angle for illumination from above and below.
The polarization of light transmitted, for either the air-incident and water-incident cases, is relatively low as
expected from 4.5, where we saw that the Fresnel transmission coefficients T∥ and T⊥ do not vary much with
incidence angle (i.e. reflection angle at the wave facet). The transmitted light is not significantly polarized,
compared to the reflected light, where R∥ reaches zero at the Brewster angle. Furthermore, we encounter
again zero degree of polarization values due to computational limitations (as explained above). Additionally,
T ∗

i becomes zero in the nadir viewing zenith angle direction which explains the NaN values inside in these
geometries.
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Figure 5.13: Polar plots of the upper left element (left column) and degree of polarization (right column) of the interface reflection matrix
for an incidence angle of 40◦ and wind speeds of 7.5 m/s (top row), 3 m/s (middle row) and 1 m/s (bottom row). The light source is located
at ϕ−ϕ0 = 180◦. The viewing zenith angle is indicated in red. As explained in the text, the degree of polarization becomes zero at the
edge in the backscattering direction because of computational limitations.
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Figure 5.14: Polar plots of the upper left element (left column) and degree of polarization (right column) of the interface reflection matrix
for a wind speed of 7.5 m/s and incidence angles of 40◦ (top row), 50◦ (middle row) and 60◦ (bottom row). The light source is located at
ϕ−ϕ0 = 180◦. The viewing zenith angle is indicated in red.
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Figure 5.15: The upper left element of Ri , Ti , R∗
i and T ∗

i for an incidence angle of 40◦ and a wind speed of 7.5 m/s. The scattering angle
is not defined in the white area of the transmission plots (bottom row).
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Figure 5.16: Similar as Figure 5.15, but its corresponding degree of polarization. Where the intensity becomes too small, the degree of
polarization is undefined, as explained in the text.



6
Reflection by the Ocean System (Water +

Interface)

In the former chapter, the reflection matrix for polarized light of the rough air-water interface, Ri , was de-
rived. The reflection of light by the ocean, however, cannot be described by the interface alone, if the aim is
to construct a realistic reflection model. The color of the subinterface ocean, mainly caused by wavelength
dependent absorption of underwater scattered light, needs to be modeled because the higher water-leaving
flux at blue wavelengths may be visible at the top of the atmosphere of our exoplanet models. In this chap-
ter we will find an expression for the reflection of light by the bulk ocean in its reflection matrix, RW , whose
integral of its (1,1) element over the scattered angles will be referred to as the ocean albedo. However, we will
fully include scattering of polarized light in the water by applying the adding-doubling method to a stack of
homogeneous plane-parallel water layers to compute RW . This reflection of light by the bulk ocean will en-
counter repeated reflections with the air-water interface, and we may define the total water-leaving reflected
(polarized) light that originates from the subinterface ocean which will be stored in the reflection matrix RW L .
The reflection by the clean ocean can then by described by the sum of RW L and Ri . We will show that this
sum is analogous to the adding equation for a reflection matrix when we write it in the form of supermatrices
(recall Equation 3.28). Finally, we will account for the foam of the waves, assuming it to be a Lambertian re-
flector with an appropriate foam albedo, and we take the weighted sum of the foam reflectance RW C (where
only the (1,1) element is nonzero) and the clean ocean reflection. The complete ocean reflection may then be
expressed by

ROC E AN = qRW C + (1−q)RW L + (1−q)Ri (6.1)

where q is the fraction of the ocean covered by foam. In the following subsections the individual terms of
Equation 6.1 will be explained in more detail.

The approach as explained in the former paragraph has been applied already in Earth observation retrieval
studies, when modeling the flux only (Sayer et al. 2010) but also when including polarization (see Sun and
Lukashin 2013). The latter paper used Equation 6.1 to implement their ocean reflection of polarized light in
the adding-doubling method, but assumed the water leaving reflected light to be Lambertian. Xu et al. (2016)
also followed a similar approach for their aerosols and water-leaving radiance retrieval, and used the adding-
doubling method to compute RW , and subsequently to compute RW L , which we will call in this report the
extended adding-doubling method.

6.1. Whitecaps
A wind-ruffled ocean may develop broken waves with a foaming white crest, also known as whitecaps (refer-
ring to patches) and foam streaks. Koepke (1984) investigated the effective reflectance of the oceanic white-
caps and foam streaks, resulting from wind speeds of 8 m/s and ≈15 m/s respectively, by analyzing their
lifetime and reflection through photographs. For convenience in this report both phenomena are referred to
as ’whitecaps’ in what follows, similar to the formulation of the final effective reflectance by Koepke (1984).
The adjective ’effective’ refers to the lower albedo of the whitecaps than concluded by Whitlock et al. (1982)
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in laboratory conditions, caused by the aging of the whitecaps.1 Koepke (1984) estimated the effective re-
flectance to be (22±11)% and independent of wavelength in the visible range (cf. Fig. 8 of Koepke (1984)). We
would like to emphasize the error of 11 %, which should be treated with care when interpreting results when
whitecaps are included.

The study of Koepke (1984), however, did not include polarization effects. Sun and Lukashin (2013) assumed
the foam to be a Lambertian reflector such that only the upper left element of the 4x4 matrix RW C is nonzero
and represents the whitecap albedo or effective reflectance. The total reflectance due to foam may then be
computed by the product of the fraction of the ocean surface covered with foam, q , and the effective re-
flectance by the whitecaps (cf. Equation 6.1 and Koepke (1984) Eq. 16).

Both Koepke (1984) and Sun and Lukashin (2013) used the expression for the fraction of the whitecaps q as a
function of wind speed v in m/s from Monahan and Ó Muircheartaigh (1980), given by

q = 2.95 ·10−6v3.52 (6.2)

which is valid for a water temperature above 14oC . It should be noted that the expression for q above is a
rough approximation. The ’real’ fraction depends, besides wind speed, on the wave travel distance, the water
temperature and thermal stability of the lower atmosphere influencing the lifetime of the whitecaps (Koepke
1984). Nevertheless the model of Monahan and Ó Muircheartaigh (1980) has been adopted by many authors
since only wind speed input data is needed (Chowdhary 1999; Sayer et al. 2010; Sun and Lukashin 2013; Xu
et al. 2016).

6.2. Scattering of Polarized Light in the Ocean Water
Light that originates from the subinterface ocean water is strongly wavelength dependent since the light at
long wavelengths in the visible domain is strongly absorbed by the water, while light at short wavelengths
is not and is scattered in the water. The absorbing and scattering properties of seawater are determined by
its constituents, ranging from water molecules (size ≈ 0.1 nm), to large organic molecules (size ≈ 10 nm),
viruses, bacteria (size ≈ 0.2-1.0 µm), phytoplankton (size ≈ 1- 200µm), organic detritus to living animals
(Mobley 1994). Chowdhary et al. (2006) modeled their (inorganic and organic) particles, or hydrosols, as
spherical particles allowing them to use Mie theory, analogous to scattering by spherical aerosols in the at-
mosphere (cf. Section 2.1.2). They remarked that the hydrosols are generally not spherical, but that precise
information about the representative hydrosol structures is simply not available yet. In our exoplanet mod-
els, we only consider pure seawater, and leave the implementation of hydrosols in the water of the exoplanet
oceans for future studies. We do, however, model the albedo of the subinterface ocean in two ways. First, by
using the bio-optical model for Case 1 Waters of Morel and Maritorena (2001), which depends on chlorophyll
concentration (see Appendix B.3). The albedo computed from this bio-optical model, or its former widely
employed version of Morel (1988), is often assigned to a Lambertian surface underneath the air-water inter-
face representing the ocean color (see e.g. Sun and Lukashin 2013; Zugger et al. 2010). Since we aim to infer
information from the degree of polarization at the top of the atmosphere, we decided not to use a Lamber-
tian surface underneath the air-water interface, because it will depolarize the light by definition. Instead,
we model the bulk ocean as a stack of homogeneous water layers using the adding-doubling method, anal-
ogous to the approach in Section 3, which was also done by Chowdhary et al. (2006, 2012); Xu et al. (2016).
We do not include hydrosols, which would require a proper determination of the hydrosol scattering matrix
elements (see e.g. Chowdhary et al. 2006). The oceans of our exoplanet models thus consist of pure seawater
and belong to the clearest natural waters. Then, we recompute the albedo from the computed reflection ma-
trix of the combined water later, RW , which is our second way to compute the ocean albedo, albeit without
chlorophyll concentration, and we continue with this approach only. However, we use the bio-optical model
for comparison in order to avoid unrealistic ocean albedos when using pure seawater, which may be caused
by the various data sets available for the spectral absorption coefficients of pure seawater yielding different
results due to the high measurement uncertainties at short wavelengths in the visible domain and different
measurement techniques (Mason et al. 2016; Pope and Fry 1997; Smith and Baker 1981; Sogandares and Fry
1997).

1After a few seconds the whitecap does not reflect as effective anymore as in the moment of maximum reflection. The maximum reflec-
tion of a fresh dense foam patch is ≈ 55% found at ≈1.5 seconds after wave breaking (see Whitlock et al. (1982) and Koepke (1984) Fig.
5.
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Scattering in pure water is often called Rayleigh scattering, and measurements by Voss and Fry (1984) in a va-
riety of ocean waters indeed showed that the normalized scattering matrix elements have a comparable an-
gular dependence. However, physically, scattering of light in water can certainly not be explained by Rayleigh
theory. The proper explanation is provided by Einstein-Smoluchowski theory, which says that scattering in
a liquid is caused by the random molecular motions in the liquid which give rise to density fluctuations,
where the volume is small compared to the wavelength of light, resulting in fluctuations in the refractive in-
dex. An extensive review is provided by Morel (1974), who also explained that, although Rayleigh’s molecular
scattering theory does not physically apply to a liquid because of the strong molecular interactions, ’for the
wavelength dependence, the symmetry of the scattering diagram, and the polarization the results obtained con-
tinue to exist in the theory of fluctuations’. That is, the Einstein-Smoluchowski theory provides a new way to
compute the so-called Rayleigh ratio (or the volume scattering function at an angle of 90◦). However, the
imperfect scattering at 90◦, that was attributed to the anisotropy of the molecules in Rayleigh theory (recall
Section 2.1.2), may still be computed with the Cabannes factor (Eqs. 17 and 18 of Morel (1974)), using the
depolarization factor for unpolarized incident light (Young 1982). For this reason, Chowdhary et al. (2006)
could model the scattering in pure seawater with the scattering matrix for anisotropic Rayleigh scattering of
Hansen and Travis (1974), which will also be employed in this research. Following Chowdhary et al. (2006),
we use a depolarization factor of 0.09, which was measured by Morel (1974).2 Note that, for the determina-
tion of the scattering coefficient, bw , we do not have to use Einstein-Smoluchowski theory since we use the
tabulated values as a function of wavelength by Smith and Baker (1981).

The scattering matrix for single scattering including polarization effects in the ocean, FW (Θ,λ), may be com-
puted by (Chowdhary et al. 2006)

FW (Θ,λ) = bw (λ)Fw (Θ,λ)+bp (λ)Fp (Θ,λ)

bw (λ)+bp (λ)
(6.3)

where the corresponding single scattering albedo reads

ωW (λ) = bw (λ)+bp (λ)

bw (λ)+bp (λ)+a(λ)
(6.4)

In these equations, bw (λ) is the wavelength dependent scattering coefficient of pure seawater which was tab-
ulated by Smith and Baker (1981), bp (λ) is the hydrosol scattering coefficient, Fp (Θ,λ) is the hydrosol scat-
tering matrix and a(λ) is the absorption coefficient. bp (λ) and a(λ) may be computed from the bio-optical
model of Morel and Maritorena (2001). However, since we do not include hydrosols, the absorption coeffi-
cient equals the absorption coefficient of pure seawater, aw , and we use the tabulated values of Pope and Fry
(1997)3. Since we do not include hydrosols, we have:

FW (Θ,λ) = Fw (Θ,λ); ωW (λ) = bw (λ)

bw (λ)+aw (λ)
(6.5)

Converting the scattering matrix FW to a phase matrix ZW with Equation 2.40 and subsequently to reflection
and transmission matrices for single scattering (Equations 2.60 and 2.61), the adding-doubling method may
be applied. Vertically dividing the ocean in plane parallel layers, similar as for the atmosphere in Chapter
3, and starting from sufficiently thin layers, the reflection matrix for the oceanic water volume RW may be
computed. The ocean optical thickness τocean is computed from the geometric ocean depth z, measured in
meters positive downward from the mean sea surface, and the beam attenuation coefficient c(λ) = b(λ)+a(λ)
(see Mobley (1994) Chapter 4, 5 and 6). Note that b, a and c have units of m−1 while τocean is nondimensional,
and τocean = c · z (Xu et al. (2016) Eq. D23), where we assume for simplicity that c is invariant with depth.

2Other values of the depolarization factor have been measured, which may be attributed to the different ways that stray light is accounted
for during the measurements, according to Jonasz and Fournier (2011).

3The lower limit of the range from 380 nm to 350 nm is extended by using the additional data of Sogandares and Fry (1997). Between
727.5 nm and 800 nm we use the values of Smith and Baker (1981).
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Figure 6.1: (a) Albedo of the ocean just below the air-water interface for an incidence zenith angle of 30 degrees. The solid lines are
the theoretical values computed with the bio-optical model of Morel and Maritorena (2001) for Case 1 Waters at various chlorophyll
concentrations. The blue dots are the recomputed albedos from the doubling-adding result including polarization, where we assume
[Chl] = 0 mg/m3 and an ocean depth of 100 m. (b) Element F21 of the phase matrix for anisotropic Rayleigh scattering of Hansen and
Travis (1974) using a depolarization factor of 0.09 (solid line), and compared to the single scattering matrix for the atmosphere where we
use a value of 0.03 (dashed line).

Figure 6.1a shows ocean albedo computed with the bio-optical model of Morel and Maritorena (2001) chloro-
phyll concentrations ranging from 0 mg/m3 to 3 mg/m3 (solid line), and the ocean albedo at [Chl] = 0 mg/m3

recomputed from the adding-doubling result of RW at the wavelengths that will be employed in the exoplanet
models in Chapter 7 (blue dots) according to

Aocean(µ′) = 1

π

∫ 1

0
µdµ

∫ 2π

0
RW (µ,µ′,ϕ−ϕ′)d(ϕ−ϕ′) (6.6a)

where RW is the (1,1) element of RW . The recomputed result is in good agreement with the bio-optical model,
except for the slight deviations at the two shortest wavelengths (350 nm and 443 nm). However, it should
be mentioned that (1) there are several assumptions involved in the bio-optical model4, (2) the bio-optical
model was designed for waters that contain at least some chlorophyll, (3) the uncertainty of the absorption
coefficient at 443 nm and 350 nm is 9% and 13% respectively (Pope and Fry 1997; Sogandares and Fry 1997)
and (4) different ocean albedos could be found at short wavelengths if other data sets would be used for
aw (λ). Although most data sets are in agreement at λ> 440 nm (Mason et al. 2016; Pope and Fry 1997), using
the data set of Mason et al. (2016) for example atλ< 440 nm, who found relatively low absorption coefficients,
would result in uncomfortably high ocean albedos.

Figure 6.1b shows the scattering element F21 of the phase matrix of Hansen and Travis (1974) for anisotropic
Rayleigh scattering, normalized by element F11 (recall the matrix elements stated in Section 2.1.2). As men-
tioned above, this matrix will be used for the single scattering matrix for water, FW . The line for δw = 0.09
cannot be distinguished from the line for pure seawater in Fig. 3 of Chowdhary et al. (2006).

6.3. Adding the Bulk Ocean to the Interface
This section explains the coupling of the oceanic water volume to the ocean surface for the transfer of polar-
ized light with the so-called extended adding-doubling method, which was explained by Xu et al. (2016), but

4We assumed that the ocean color is independent of viewing geometry. That is, we set α of Eq. 8 of Chowdhary et al. (2006) equal to the
often used value 0.33. The shape of the spectral reflectance curve does not change withα, but a slight upward shift is expected for larger
solar zenith angles, as described at the end of Sec. 3.4 of Morel and Maritorena (2001), and could be modeled with the parameterization
of Morel and Gentili (1991). The parameters µd and µu in Eq. 8 of Morel and Maritorena (2001) are set at 0.9 and 0.4 respectively, as
proposed by Morel (1988), which actually depend on chlorophyll concentration and wavelength.
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was also already treated in the PhD Thesis of Chowdhary (1999).

The extended adding-doubling method accounts for the conversion from the underwater reflection matrix
for the bulk ocean, RW , to the contribution of the underwater leaving reflected light to the total reflection by
the ocean, given by RW L (recall Equation 6.1). Thus, RW L describes the light originating from the subinter-
face ocean that possibly encountered repeated reflections with the air-water interface inside the water before
leaving the ocean.

First, we use Equation 2.82 to compute the Fourier coefficients of the interface matrices Ri , R∗
i , Ti and T ∗

i .
The integration over the azimuth difference is done with a Runge-Kutta-Fehlberg method using adaptive
stepsize control. Once also the Fourier coefficients of RW have been computed (see Section 6.2), the matrix
RW L may be computed according to the scheme (see Xu et al. 2016, App. C1):

Q1 = R∗
i RW (4Nw ·4Nw ) · (4Nw ·4Nw ) (6.7)

Qp+1 =Q1Qp (4Nw ·4Nw ) · (4Nw ·4Nw ) (6.8)

Q =
∞∑

p=1
Qp (4Nw ·4Nw ) · (4Nw ·4Nw ) (6.9)

D = Ti +QTi (4Nw ·4Na)+ (4Nw ·4Nw ) · (4Nw ·4Na) (6.10)

U = RW D (4Nw ·4Nw ) · (4Nw ·4Na) (6.11)

RW L = T ∗
i U (4Na ·4Nw ) · (4Nw ·4Na) (6.12)

where all matrices in this scheme are supermatrices. Note that this adding scheme is analogous to the adding
scheme for the atmosphere (Equations 3.13 to 3.19), where the air-water interface is assumed to be a pseu-
dolayer without any thickness such that all attenuation related terms may be removed.

The alert reader may have noticed that a problem may arise when using a similar set of Gaussian quadrature
points for the atmosphere (Na) and ocean (Nw ), since the light transmitted from air to water is refracted into
a sharp cone (see Figure 5.15). That is, we would have a lower angular resolution in the cone compared to the
resolution in the atmosphere and, if not enough Gauss points would be used, the sharp cone could not accu-
rately be covered. In Sec. 3.2.4 of the PhD thesis of Chowdhary (1999), it is mentioned that the supermatrix
formalism of de Haan et al. (1987) can be used in the case of two different Gauss sets Na and Nw . We show
in Appendix A.4 that this is indeed possible with an elaborated example for two different hypothetical small
Gauss sets. The dimensions of the supermatrices are shown next to Equations 6.7 to 6.12. The transmission
matrices of the interface, Ti and T ∗

i , where the transition between the two Gauss sets occurs, are thus rect-
angular supermatrices. Note that the result, RW L , has dimensions (4Na ·4Na) and can simply be added to
Ri in Equation 6.1. Consequently, the final reflection matrix for the complete ocean system, ROC E AN , is only
defined in terms of the Gauss set for the atmosphere, such that it can straightforwardly be implemented as
the reflection matrix of the bottom layer in the adding scheme of the atmosphere.

6.4. Polar Plots of the Ocean Reflection
In Figure 6.2 polar plots are shown for the (1,1) element of the reflection matrix of the ocean, ROC E AN , (left
plot) and the degree of polarization for an unpolarized incident beam (right plot). The wind speed is 7.4 m/s,
the incidence zenith angle is 38.9°, the water depth is 100 m and the wavelength is 350 nm. Underneath the
water layer, we place a black Lambertian surface representing the ocean bottom.5 Compared to the degree of
polarization by the reflection from the interface (recall Figure 5.16), the degree of polarization has changed
significantly. This is due to the nonzero and increased reflection outside the glint because of the additional
water leaving light in the blue part of the visible spectrum, as will be explained below.

5Some papers chose to use a fixed optical thickness for the ocean, an often used value is τocean = 10 (Chowdhary et al. 2006; Zhai et al.
2010). Indeed, τocean varies with wavelength for a fixed geometric ocean depth, but using a fixed geometric ocean depth allows us to
easily vary the ocean bottom albedo in future studies. In Appendix B.4 we will show that an almost similar planetary phase curve is
obtained if we would use τocean = 10 instead of an geometric ocean depth of 100 m.
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Figure 6.2: Polar plots of the upper left element (left plot) and degree of polarization (right plot) of the ocean reflection matrix, ROC E AN ,
at λ = 350 nm for an incidence angle of 38.9°, an ocean depth of 100 m and a wind speed of 7.4 m/s. The unpolarized light source is
located at ϕ−ϕ0 = 180°. The viewing zenith angle is indicated in red.

Figure 6.3 shows the cross-section of the polar plot of the (1,1) element of ROC E AN (Figure 6.2) at ϕ−ϕ0 = 0◦.
Indeed, outside the glint region, the reflectance does not decrease towards 0, contrary to the reflection by
the interface only, but goes to approximately 0.05. Because the degree of polarization is a measure of the
polarized flux with respect to the total flux, and because the total flux is increased outside the glint region due
to the water-leaving light which is only partly polarized, the degree of polarization is decreased outside the
glint region (Figure 5.16). Inside the glint region, where the Fresnel reflection is most significant, the degree
of polarization is still relatively large.

Figure 6.3: Cross-section of the polar plot of the (1,1) element of ROC E AN (Figure 6.2) at ϕ−ϕ0 = 0◦, at λ = 350 nm. Outside the glint
region the reflectance does not decrease towards 0, contrary to the reflection by the interface only, but goes to approximately 0.05, due
to the additional water-leaving light.
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7
Phase Curves of Exoplanet Models

Containing Oceans

In the former chapters the theory of transfer of polarized light in the planetary atmosphere and the reflection
by the ocean were discussed. We explained how the reflected light at the TOA (top of the atmosphere) can be
computed in terms of the Stokes vector with the adding-doubling method, and we presented the extension to
this algorithm to implement the reflection by the ocean. Let us now assume that the atmosphere and ocean in
the computations are the atmosphere and ocean of a planet outside our solar system orbiting its parent star.
In what follows, we will refer to these planets as exoplanets. As discussed in the Background and Motivation
pages in the beginning of this report, light originating from a solar type star, incident on the exoplanet, may
be considered as unpolarized. In this chapter, we will present the modeled flux, degree of polarization and
the polarized flux of this starlight that is reflected by oceanic exoplanets in the direction of the observer.

In Section 7.1 it will be explained how the disk-integrated signal can be computed from the local reflection
at the top of the atmosphere on the exoplanet, in Section 7.2 the planetary phase curves will be presented of
horizontally homogeneous ocean planets and in Section 7.3 the horizontally inhomogeneous ocean planets
will be discussed. That is, we introduce clouds that do not cover the complete planet, but only partly, in the
form of patchy clouds and a substellar cloud. Finally, we will investigate in Section 7.3.3 whether the planetary
phase curves can also be computed with the often used quasi horizontally inhomogeneous approach, which
is an additive sum of the planetary phase curves of horizontally homogeneous planets.

7.1. Integration over the Planetary Disk
The geometry of the observation of an exoplanet is sketched in Figures 7.1a and 7.1b. The planetary phase
angle α is defined by the angle between the observer and star as measured from the center of the planet
(0o ≤α≤ 180o) and α= 180o −Θwhere Θ is the scattering angle (Stam 2008). As illustrated in Fig. 6b of Stam
(2008), for increasingly face-on orbits (i → 0◦) the flux and polarization signal dependency on phase angle
will approach zero. However, Stam (2008) explained that the degree of polarization is smallest when it is most
difficult to directly observe the planet (for i close to 90◦ combined with α= 0,180o, or 360o), which is a bene-
ficial coincidence. In all our simulations in this research we assume an orbital inclination of 90o.

The starlight reflected by an exoplanet measured at a distance d by an instrument nowadays is spatially un-
resolved, that is, all information of the measured signal is stored in one pixel. Consequently, the computed
Stokes vectors of the locally reflected light emerging at the top of the atmosphere of the exoplanet with the
adding-doubling method (Chapter 3) should be integrated over the illuminated part of the planetary disk to
obtain the total flux (and its polarization) of the reflected light. Stam et al. (2006) provided an integration
method that is based on the expansion of the radiation field of a spherical, horizontally homogeneous planet
into spherical functions. The computed total and polarized locally reflected fluxes may then be integrated
over the illuminated part of the planetary disk to simulate the total received (polarized) flux for arbitrary
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planet
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α

Θ
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(a)

orbital plane
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Figure 7.1: Geometry of the observation of an exoplanet. (a) Observation in the scattering plane for an edge-on orbit. Planet and star
radii are assumed to be much smaller than distances between the bodies (Stam et al. 2004, Fig. 1). (b) Definition of the orbital inclination.
Edge-on orbits correspond to i = 90o and face-on orbits correspond to i = 0o.

planetary phase angles according to (see Stam et al. 2006, Eq. 16)

πF (α) = 1

d 2

∫
%
µI ′(µ,µ0,ϕ−ϕ0)dO (7.1)

= 1

d 2

∫
%
µµ0R ′

1(µ,µ0,ϕ−ϕ0)F0dO

where µdO/d 2 is the solid angle under which a surface element dO of a planet is seen by the observer, %
indicates the illuminated part of the planetary disk, µ0 is the directional cosine of the local stellar zenith an-
gle positively towards the planet surface, F0 is the incident stellar flux on the exoplanet divided by π in W
m−2 sr−1 and α is the planetary phase angle. We assume an incident unpolarized stellar beam with a flux
of π measured perpendicular to the direction of propagation, such that F0=1 (as in de Haan et al. (1987)). It
should be noted that the resulting Stokes vector from the adding-doubling method was defined with respect
to the local meridian plane of the planet. Therefore, I ′ is defined as the Stokes vector with respect to the
planetary scattering plane, obtained by rotating the polarization axes of I by a positive angle β in the anti-
clockwise direction when looking in the direction of propagation (cf. Equation 1.13). This rotation may be
written as R ′

1 = L(β)R1 where L is the rotation matrix of Equation 1.13 and R1 is the local reflection matrix
of the atmosphere-ocean system on the exoplanet (see Part I and Part II). For a detailed discussion of this
integration method the reader is referred to Stam et al. (2006).

In case of a horizontally inhomogeneous model planet the approach of Stam et al. (2006) mentioned above
may be employed by using weighted sums of horizontally homogeneous planets (see Stam 2008). However,
these quasi horizontally inhomogeneous model planets would not account for the actual spatial distribution
of the inhomogeneities. For example, if the surface of the rotating model planet is divided into a specular
reflecting ocean surface and a vegetated ground surface, a differentiation of the local reflection properties
may be desired. This may be done by replacing the integration of Equation 7.1 by the summation over N
visible and illuminated pixels on the planet described by (see Stam et al. 2014, Eq. 13)

πF (α) = F0

d 2

N∑
n=1

µnµ0n L(βn)R1(µn ,µ0n ,ϕn −ϕ0n)dOn (7.2)

where all parameters with the subscript n, including R1, depend on the location on the planet as seen from
the observer and are consequently unique for each pixel. Also, µ0, ϕ−ϕ0 and β are functions of the phase
angle. The 2D projection of the planet perpendicular to the line of sight is divided into square pixels. The
pixel area as seen by the observer is µdO, as illustrated in Figure 7.2.

We take a minimum of 40x40 pixels at each phase angle, resulting in a decreased number of illuminated pix-
els N at crescent phase. The phase curves of the horizontally inhomogeneous planets are computed with the
Python shell PyMieDAP (Rossi et al. 2018) which assigns the TOA reflection matrices to the pixels of model
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towards the observer

local zenith

dOθ

Figure 7.2: Sketch of a surface area dO on the planet (side view) and its projection perpendicular to the observer. The observed pixel
area equals cosθdO where θ is the local viewing zenith angle (Rossi et al. 2018, Fig. 3).

planets having varying configurations (e.g. patchy cloud covers instead of a homogeneous cloud deck). In
this research we used PyMieDAP only to import the precomputed TOA reflection matrices (Chapter 3) and to
combine them in the horizontally inhomogeneous model planet. We refer to Rossi et al. (2018) for a detailed
explanation of the PyMieDAP code.

Furthermore, we remark that the flux phase curves presented in the following sections are normalized such
that at zero phase angle the reflected flux πF0 equals the planet’s geometric albedo AG given by

AG = πF (0◦)

πF0

d 2

r 2 (7.3)
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Figure 7.3: Solid curve: disk-integrated flux as a function of planetary phase angle α for a Lambertian sphere (as = 1) computed with
Equation 7.2 and normalized such that at α = 0◦ it equals its geometric albedo AG . Dashed curve: phase function of a Lambertian
reflecting, spherical planet (as =1) computed with the analytical expression of van de Hulst (1980).

It should be noted that AG is wavelength dependent. Physically, the geometric albedo describes the reflected
flux from the planet at phase angle 0◦ that could be observed at a distance d with respect to the reflected flux
from a Lambertian sphere, which receives the same incoming flux and subtends the same solid angle πr 2/d 2.
The phase curve of the reflected flux of Equation 7.2 normalized by 7.3 can be tested against the analytical
expression found by van de Hulst (1980) for the phase function of a Lambertian reflecting, spherical planet

ψ(α) = 2

3π
as (sinα+πcosα−αcosα) (7.4)
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where as is the surface albedo of the Lambertian planet. Figure 7.3 shows the output of the code (i.e. Equa-
tion 7.2) when taking as = 1 compared to the analytical expression 7.4. The output of the code can hardly be
distinguished from the analytical expression.

Note in Figure 7.3 that the reflected flux from the Lambertian planet is at its maximum at full phase (α= 0◦)
and decreases with increasing phase angle because the illuminated fraction of the disk decreases (cf. Figure
7.1a). In the following sections we will see that the shape of the phase curve significantly changes when an
atmosphere and ocean are introduced in the model.

7.2. Horizontally Homogeneous Planets
In the former section it was explained how the TOA reflection locally on the planet can be integrated over
the planetary disk to obtain the modeled signal from the planet as a point light source. Although the spatial
resolution is only one pixel, the observations may be observed at various wavelengths if the telescope has
enough spectral resolution and, additionally, the degree of polarization may be analyzed if a polarimeter is
integrated in the optics of the telescope. This section shows the planetary phase curves of the flux, the degree
of polarization and the polarized flux of horizontally homogeneous exoplanets, that is, without horizontal
variations of the atmosphere or surface type in the model planet.

7.2.1. Lambertian Planet vs. Ocean Planet
Figure 7.4b shows the planetary phase curves of the reflected flux of a planet completely covered by an ocean
and a wind speed of 7 m/s. The atmosphere consists of a homogeneous gas layer in hydrostatic equilibrium,
where a bottom pressure of 1 bar and top pressure of 0 bar is assumed. The ocean water layer is assumed 100
meter deep.1 The bottom of the ocean is a black Lambertian surface. The parameters of the atmosphere and
ocean are listed in Table 7.1. Note that the air refractive index used for the Fresnel computations is set equal to
1.0, while the air refractive index to compute the scattering cross section of the gas molecules (Equations 2.8)
varies with wavelength using the dispersion formula of Peck and Reeder (1972). In Figure 7.4b, also the phase
curves of the reflection from the rough air-water interface at 7 m/s are presented (i.e. a black sub-interface
ocean and no atmosphere), including whitecaps and without whitecaps. Figure 7.4a shows the planetary
phase curves for the reflected flux when the ocean surface is replaced by a Lambertian surface with a surface
albedo of 0 (but having the same gaseous atmosphere on top).2 The planet with a black Lambertian surface
is an approximation of for example a very dark rocky planet. The following features may be observed:

• The reflected flux from the Lambertian planet with a gaseous atmosphere (Figure 7.4a) is at its maxi-
mum at full phase (α= 0◦) and decreases with increasing planetary phase angle while the illuminated
fraction of the disk decreases, similar to the flux phase curve of the Lambertian planet with nonzero
surface reflection and without an atmosphere (Figure 7.3). The reflected flux at shorter wavelengths is
higher due to the more effective Rayleigh scattering in the atmosphere at shorter wavelengths propor-
tional to 1/λ4 (see Equation 2.8).

• The reflected flux from the ocean planet with a gas atmosphere (Figure 7.4b) is higher than the reflected
flux from the Lambertian planet with a gas atmosphere at approximately all wavelengths. This increase
is more significant for the shorter wavelengths at smaller phase angles (approximately forα between 0◦
and 90◦) and is more significant for the longer wavelengths at higher phase angles (approximately forα
between 90◦ and 180◦). The increase at shorter wavelengths when an ocean is included may be caused
by (1) the direct contribution of the glint at the TOA, (2) the part of the glint that is multiply scattered in
the atmosphere, (3) the repeated reflections between the glint and the atmosphere and (4) contribution
of the ocean color. The direct contribution of the glint at the TOA at small phase angles seems to be mi-
nor because of the small reflection angles at the wave facets at these phase angles, causing weak Fresnel
reflection (Chapter 4). This low and approximately constant glint contribution at small phase angles is

1The recomputed albedo of the water layer is approximately equal to this albedo if we would use an optical thickness of 10 for the chosen
set of wavelengths, which is shown in Appendix B.4. Using one depth allows us to compare these results with phase curves for oceans
having nonzero ocean bottom reflection in future studies.

2Comparing the ocean reflection with the reflection by a black Lambertian surface allows us to fully investigate the effect of the ocean
only. Also, the black Lambertian surface is immediately a good test case, because we will see that the glint reflection yields an high
degree of polarization at red wavelengths but polarized singly scattered light by gaseous molecules above a black Lambertian surface
at long wavelengths also results in a high degree of polarization, because it is not depolarized by multiple scattering and, in this case,
surface reflection (cf. Fig. 4 of Stam 2008).
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Table 7.1: Parameters of our standard atmosphere and ocean. Unless stated otherwise, the values listed in this table are used. For the
Lambertian planet, the ocean is replaced by a Lambertian surface with a surface albedo, as , equal to 0.

Atmosphere Parameters Symbol Value

Surface pressure [bar] ps 1.0
Depolarization factor δ 0.03
Mean molecular mass [g/mol] mg 29
Acceleration of gravity [m/s2] g 9.81

Ocean Parameters

Wind speed [m/s] v 7.0
Foam albedo afoam 0.22
Depolarization factor δw 0.09
Air refractive index just above air-water interface n1 1.0
Water refractive index just below air-water interface n2 1.33
Chlorophyll concentration [mg/m3] [Chl] 0
Ocean depth [m] z 100
Ocean bottom surface albedo abs 0
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Figure 7.4: Disk-integrated flux as a function of planetary phase angle α for the (a) Lambertian planet with a gas atmosphere, surface
albedo = 0 and the (b) ocean planet with a gas atmosphere. Also, the rough Fresnel interface (F) and rough Fresnel interface without
whitecaps (F - WC) are drawn, where the surface pressure is set equal to 0 bar and the subinterface ocean scattering is neglected. The
wind speed is 7 m/s for all curves. The lines for F and F −W C can hardly be distinguished.

represented by the dashed curve in Figure 7.4b where the scattering in the atmosphere and ocean is
ignored. A similar result was found by Williams and Gaidos (2008), who also ignored the scattering of
light in the atmosphere and sub-interface ocean. In order to distinguish between the contribution of
the ocean color and the part of the glint multiply scattered or repeatedly reflected, we analyze the differ-
ences between the phase curves for a black ocean and colored ocean, both with gaseous atmospheres
on top, in Section 7.2.2.

• The increase of the reflected flux at big phase angles (approximately for α between 90◦ and 180◦) for
long wavelengths is mainly caused by the direct contribution of the glint. This can be concluded from
the increased Fresnel reflection (dashed curve and dotted curves in Figure 7.4b) at big phase angles
due to big reflection angles on the wave facets and an increased glint fraction of the crescent shaped
illuminated disk (Williams and Gaidos 2008). The light beams of longer wavelengths are less effectively
scattered by Rayleigh scattering which allows them to have longer path lengths in the atmosphere,
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compared to the shorter wavelengths. They are more likely to penetrate through the atmosphere at
these big phase angles, to be reflected by the ocean, and to reach the TOA again without being multiply
scattered in the atmosphere. These light beams of longer wavelengths travelling upwards to the TOA are
strongly reflected by the Fresnel reflection, which we assumed to be wavelength independent. Note that
in Section 7.2.6 we will check the validity of the assumption of the wavelength independent refractive
index of water when modeling the Fresnel reflection.

• The dotted and dashed lines can hardly be distinguished from each other at all phase angles which
means that the phase curve of the reflected flux by the air-water interface alone is not affected by the
whitecap contribution in Figure 7.4a. This may be explained by the relatively low whitecap percentage
of 0.28% at 7 m/s (cf. Equation 6.2). In Section 7.2.3 we will vary the wind speed and analyze the
whitecap contribution.

• Note that the reflected flux for various wavelengths intersect at α = 135◦. As discussed above, the re-
flected flux by an oceanic exoplanet with a gas atmosphere is a superposition of two phenomena: (1)
the decreasing reflection by the atmosphere with increasing wavelength and (2) the increasing contri-
bution of the air-water interface at the TOA with increasing wavelength. Since the scattering optical
thickness of the gaseous atmosphere scales with 1/λ4 and both the reflection and attenuation by the
atmosphere are a function of the scattering optical thickness, the location of the intersection point may
be determined by considering the two limits: (1) the phase curve at 350 nm, where at the location of the
intersection point (between ≈120◦ and ≈140◦ phase angle) the contribution of the air-water interface
reflection may be neglected and (2) the phase curve for the Fresnel solution where no atmosphere is
present, which represents the phase curve at a wavelength long enough such that atmospheric Rayleigh
scattering may be ignored. Note that, also, light originating from the subinterface ocean may be ne-
glected at long wavelengths in the visible domain. At 550 nm and local incidence zenith angle of 30◦ we
compute a subinterface ocean albedo of 0.00581 in the absence of chlorophyll, which further decreases
with increasing wavelength, due to the absorption by the water. The location of the intersection point
in the normalized reflected flux is then defined by value of α for which

N∑
n=1

µ0nR ′
1(µn ,µ0n ,ϕn −ϕ0n ,λ= 350 nm) =

N∑
n=1

µ0nR ′′
1 (µn ,µ0n ,ϕn −ϕ0n ,n1,n2,σ) (7.5)

where R ′
1 is the reflectance of the atmosphere only at 350 nm, R ′′

1 is the reflectance of the rough air-water
interface, n1 is the refractive index of air, n2 is the refractive index of the water and σ is the standard
deviation of the wave facet inclinations as in Section 5.3. All angles in Equation 7.5 depend on α and
the location of the corresponding pixel n on the illuminated part of the disk. Equation 7.5 shows that
the location of the intersection point of the disk-integrated reflected flux in terms ofα is determined by
(1) the directional reflection properties of the atmosphere at a short wavelength (λ = 350 nm), (2) the
directional reflectance of the surface that is encountered by light of long wavelengths, but also by (3)
the fraction of the illuminated disk that is dominated by this atmospheric or surface reflection. Thus, if
we want to understand the sensitivity of the location of the intersection point on the surface reflection,
we need to take into account the spatial coverage of this reflection on the illuminated disk as well.

Figure 7.5a and 7.5b show the degree of polarization of the model planets with a Lambertian surface and
ocean respectively. The polarization phase curve for the Lambertian planet with 0 surface albedo is fairly
symmetrical around α= 90◦ which is caused by the symmetrical degree of polarization around α= 90◦ of the
singly scattered light by the gaseous molecules. Stam (2008) explained that there is much less multiple scat-
tering at longer wavelengths, which is the reason for the most apparent symmetric degree of polarization at
λ= 865 nm. Compared to the Lambertian planet, the polarization peak of the ocean planet is shifted towards
bigger planetary phase angles with increasing wavelength, which was also found by Zugger et al. (2010). They
attributed this shift to the less effective Rayleigh scattering in the atmosphere, which causes the polarization
peak to approach two times the Brewster angle. Recall from Section 4.1.3 that the Brewster angle can be com-
puted as arctann2/n1 = 53◦, which corresponds to a planetary phase angle of 106◦ (cf. Figure 7.1a). It can be
seen in Figure 7.5b that the peak in the degree of polarization is indeed located at α= 106◦. Note that we use
a wind speed of 7 m/s, but that the degree of polarization is independent of wind speed, as will be explained
in Section 7.2.3. Furthermore, note that at α> 100◦ and with increasing wavelength, the phase curves of the
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Figure 7.5: Degree of polarization as a function of planetary phase angle α for (a) the Lambertian planet with a gas atmosphere, surface
albedo = 0 and (b) the ocean planet with a gas atmosphere. Also, the reflected flux from the rough Fresnel interface (F) and rough Fresnel
interface without whitecaps (F - WC) are drawn, where the surface pressure is set equal to 0 bar and the subinterface ocean scattering is
neglected. The wind speed is 7 m/s for all curves.
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Figure 7.6: Stokes parameter Q as a function of planetary phase angle α for (a) the Lambertian planet with a gas atmosphere, surface
albedo = 0 and (b) the ocean planet with gas atmosphere. Also, the reflected flux from the rough Fresnel interface (F) and rough Fresnel
interface without whitecaps (F - WC) are drawn. The wind speed is 7 m/s for all curves. The lines for F and F −W C can hardly be
distinguished.

degree of polarization are separated from the symmetrical bell shaped curve of Rayleigh scattering.

Stam (2008) showed that Lambertian surface reflection results in a decrease of the degree of polarization in
the phase curve, which is more apparent for higher surface albedos and at long wavelengths where the flux
from scattering in the atmosphere is relatively low. In this research, light is also reflected at the bottom of the
atmosphere, but because the surface is not a Lambertian surface but a Fresnel reflecting ocean, the light is
not heavily depolarized in the red part of the visible spectrum. Hence, the order of the degree of polariza-
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tion phase curves for the particular wavelengths, with the highest polarization at 865 nm, is similar to this
order for the Lambertian planet with 0 surface albedo. The degree of polarization phase curves of the ocean
planet (Figure 7.5a) could therefore be confused with the degree of polarization phase curves of the Lamber-
tian planet (Figure 7.5a). However, the degree of polarization is not a measure of the polarized flux. That is,
although the degree of polarization phase curves of Figure 7.5a and 7.5b do not seem to differ much except of
the shifted peak, the actual polarized flux at long wavelengths differs significantly, as we will explain below.

In Figure 7.6a and Figure 7.6b we plot the polarized flux, in terms of the Stokes parameter Q, for the Lam-
bertian and ocean planet respectively, both again with a gaseous atmosphere in hydrostatic equilibrium.3

Note the increased polarized flux at long wavelengths at phase angles between 90◦ and 180◦. The order of the
phase curves for the particular wavelengths is reversed at approximatelyα= 122◦ for the ocean planet, which
is not the case in the phase curves of the Lambertian planet. This reversal of ’polarized flux colors’ seems to
be a better candidate for the characterization of a cloud-free ocean planet than the increased reflected flux at
big phase angles because the increased reflected flux at big phase angles may be also caused by the increased
domination of reflection from the poles (if present) at crescent phase (Cowan et al. 2012) or by clouds (Section
7.2.5). Also, the intersection of the phase curves for the different wavelengths in Q occurs at α= 122◦ whose
observability may be less limited by the inner working angle of the telescope compared to the intersection in
the flux, which occurs around α = 135◦. The reversal of polarized flux colors seems also to be a better can-
didate for the characterization of a cloud-free ocean planet than the shift of the polarization peak towards
higher phase angles first found by Zugger et al. (2010), because as explained above the high degree of polar-
ization at long wavelengths for the ocean planet may be confused with the high degree of polarization at long
wavelengths due to single scattering in the atmosphere above a dark Lambertian surface, while the polarized
flux represented by Q differs significantly. That is, in both Figure 7.5a and 7.5b the shift of the peak cannot be
detected for 350 nm, 443 nm and 550 nm, but the intersection in Q is clearly visible for these wavelengths in
Figure 7.6b while it is absent in Figure 7.6a.

7.2.2. Effect of Ocean Color
In Figure 7.4b it was shown that the planetary phase curve of the reflected flux by the ocean planet was in-
creased at small phase angles compared to the Lambertian planet, in particular at shorter wavelengths. In
this section we will compare the results of the former section with a planetary phase curve where a black
ocean is assumed in order to investigate the contribution of the ocean color to this increased reflected flux.

The solid lines in Figure 7.7a are the flux phase curves employing the complete atmosphere-ocean model
using the Rayleigh scattering approximation within the water layer, while the dotted curves are the results
when using a Lambertian surface with zero albedo underneath the air-water interface. The blue color of the
ocean indeed is responsible for a substantial part of the increased flux at phase angles between approximately
0◦ and 90◦ found in Figure 7.4b at short wavelengths. The effect of the ocean color is largest for 443 nm, as
expected from Figure 6.1a. In Figure 7.7b the degree of polarization is lower for the blue ocean, caused by
the increased disk-integrated flux at the blue wavelengths which is only partly polarized. Zugger et al. (2010)
argued that the degree of polarization peak is limited by ’scattering within the water’, however, they modeled
their subinterface ocean that accounts for the ocean albedo as a Lambertian surface, which depolarizes the
underwater light by definition. In Figure 7.7c it is shown that the polarized flux is actually slightly increased
at blue wavelengths for the blue ocean when scattering of polarized underwater light is taken into account.

7.2.3. Effect of Wind Speed
In Figure 7.8a the flux phase curves of the ocean exoplanet are shown for three wind speeds: 1 m/s, 7 m/s
and 13 m/s. Recall from Section 5.2 that higher wind speeds cause the glint to be wider. However, the wind
speed hardly affects the planetary phase curves between α= 0◦ and 135◦. At short wavelengths, scattering in
the atmosphere is too dominant for the glint to be visible, even at big phase angles, which was explained in
Section 7.2.1. At long wavelengths, this may be explained by the integration we perform over the planetary
disk. That is, although the reflected light from a smooth air-water interface is more intense at certain pixels
compared to a rough interface, the amount of glint pixels is smaller because the solid angle of the reflected
light is smaller. Approximately the same amount of energy is reflected in the direction of the observer for each
of the wind speeds considered.

3Because the planets are perfectly symmetrical with respect to the scattering plane, U = 0. See also Chapter 1.
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Figure 7.7: Solid curves: disk-integrated flux (a), degree of polarization (b) and Stokes parameter Q (c) as a function of planetary phase
angle α for a homogeneous ocean planet and gas atmosphere. The wind speed is 7 m/s. Dashed curves: similar to the solid curves, but
using a black surface underneath the air-water interface instead of a water layer.

The location of the intersection point of the normalized reflected flux in terms of α is independent of the
wind speed. At the intersection point the equality of Equation 7.5 holds for all wind speeds considered, while
the glint reflectance R ′′

1 is obviously not invariant with wind speed at the intersection point. However, at low
wind speeds the glint is also wider, which results in the same flux when integrated over the illuminated part
of the disk.

Between α ≈ 135◦ and 180◦, the smaller wind speeds cause the reflection to be more significant. The non-
inclined wave facets of an air-water interface at low wind speeds already experience strong Fresnel reflection
because of the large phase angle. These optimal reflection geometries are disturbed when the wave facets are
randomly inclined in other directions.

Figure 7.8b shows the degree of polarization of the ocean planet at the different wind speeds. At 550 nm, 670
nm and 865 nm the polarization peak is lower for 13 m/s, which may be explained by the increased Lamber-
tian reflection from the whitecaps. The whitecap percentages are 3E−4%, 0.28% and 2.46% for 1 m/s, 7 m/s
and 13 m/s respectively. In order to prove that the depolarization at 865 nm at 13 m/s compared to 7 m/s and
1 m/s indeed is caused by the Lambertian whitecap reflection, we plot the phase curve of the degree of po-
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Figure 7.8: Clear ocean planet: (a), (b), and (c) are the normalized reflected flux, degree of polarization and Stokes parameter Q respec-
tively for the clear ocean planet at the wind speeds 1 m/s (solid curve), 3 m/s (dashed curve) and 7 m/s (dotted curve), presented at 5
wavelengths: 350 nm (purple lines), 443 nm (blue lines), 550 nm (green lines), 670 nm (red lines) and 865 (brown lines).

larization at 13 m/s including (dotted line) and without whitecaps (dashed-dotted line) at 865 nm only, and
compare them to 7 m/s including whitecaps (solid line) in Figure 7.9. It can be seen that the disk-integrated
normalized reflected flux (Figure 7.9a) is hardly affected by the whitecaps at v = 13 m/s. A small increase
for the case including whitecaps may be observed at α< 100◦ which increases with decreasing α and can be
attributed to the additional reflected flux from the Lambertian whitecaps at these small phase angles where
the area of the illuminated disk outside the glint region is relatively large. However, this difference is less than
0.01. The decrease of the degree of polarization at 13 m/s with respect to 7 m/s as observed in Figure 7.8b may
indeed be explained by the increased whitecap fraction at v =13 m/s, because if there would be no whitecaps
(dashed-dotted line) the peak of the degree of polarization phase curve would shift up again towards 0.935 at
α= 103◦. In Figure 7.9c it can be seen that the Stokes parameter Q is hardly affected by the whitecaps when
using this scale for the Q-axis in the graph.

In Section 6.1 it was mentioned that the foam albedo of Koepke (1984) has a significant uncertainty of ±0.11.
Therefore, we also plot the phase curve using a foam albedo of 0.33 (dashed curve) instead of 0.22, which may
be considered as the upper limit of depolarization caused by the whitecaps. In Figure 7.9b it is shown that
indeed the peak of the degree of polarization is lower when using a f oam = 0.33. We do not consider the lower
limit of a f oam = 0.11, since it cannot be claimed that this would be actually the lower limit. Recall that we
assumed the foam to be a Lambertian reflector and therefore a perfect depolarizer, as suggested in many pa-
pers (e.g. Chowdhary et al. 2006; Williams and Gaidos 2008; Zugger et al. 2010). Ideally, the foam reflectance
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should be described with a proper scattering matrix for seafoam, which may possibly not result in 100% depo-
larization. Thus, for the Lambertian approach we can only do an estimate as presented in this section of the
maximum possible depolarization by the whitecaps if the foam would indeed depolarize perfectly. In what
follows, we will again continue with the often used mean value of a f oam = 0.22, but the uncertainty in the
degree of polarization phase curves at long wavelengths should be noted. Another property of Lambertian
surface reflection is its equal reflectance in all hemispherical directions. Indeed, in the discussion above it is
assumed that the reflectance by the foam is equal in all hemispherical directions.
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Figure 7.9: Effect of the whitecaps at 865 nm. Solid curves: disk-integrated flux (a), degree of polarization (b) and Stokes parameter Q (c)
as a function of planetary phase angle α for a homogeneous ocean planet and gas atmosphere. The solid curves and dotted curves are
also found in Figure 7.8b and are for v = 7 m/s and 13 m/s respectively. The dashed curves is for v = 13 m/s where we change the foam
albedo of the whitecaps to 0.33 (for studying the case when the uncertainty of the foam albedo given by Koepke (1984) is added). The
dashed-dotted curve is for v = 13 m/s where we set the whitecap percentage equal to 0%.

Finally, we note that, in the absence of whitecaps and for a thin atmosphere, the degree of polarization is
independent of wind speed, which causes the location of the polarization peak at two times the Brewster
angle to be independent of wind speed. This may be explained by the fact that the probability distribution
of Cox and Munk (1954, 1956) for the wave slope inclinations, and the corresponding geometry terms, are
multiplied with the Fresnel reflection matrix to obtain the reflection matrix for polarized light of the interface.
This redistribution of the wave facets thus influences the reflected flux, but not the degree of polarization
since all these terms are eliminated by division (cf. Equation 5.33). Physically, this means that the polarized
flux from an inclined wave facet may differ compared to a non-inclined facet, but since the total flux is lower
in this viewing geometry the degree of polarization is unaffected (see Figure 5.13).
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7.2.4. Effect of Surface Pressure
In the former sections, the surface pressure, ps, was assumed to be 1 bar. However, it is reasonable to consider
planets with surface pressures that differ from 1 bar, since there is no evidence that the Earth’s atmospheric
pressure has always been 1 bar in the history of planet Earth, nor that surface pressures of oceanic exoplanets
are constrained to 1 bar. In this section we will present the planetary phase curves of the cloud free ocean
planets with a surface pressure of 0.5 bar, 5 bar and 10 bar respectively. The wind speed equals 7 m/s. The
corresponding boiling temperature, i.e. the approximate maximum atmospheric surface temperature for an
oceanic exoplanet, can be determined from the phase diagram for liquid water. The Clausius-Clapeyron
relation may be used to compute the boiling temperature of water, T ∗, at a certain pressure p∗, when it is
written in the form:

T ∗ =
[

R

Ls
ln

p0

p∗ + 1

T0

]−1

(7.6)
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Figure 7.10: Planetary phase curves of the normalized reflected flux by the clear ocean planet for a surface pressure of (a) 0.5 bar, (b) 5
bar and (c) 10 bar at 5 wavelengths.

where R = 8.3145 J mol−1 K is the gas constant, Ls = 40700 J mol−1 is the latent heat for water and T0 = 373 K
and p0 = 1 bar are the standard surface temperature and pressure. The boiling temperatures at 0.5 bar, 5 bar
and 10 bar are then respectively 354 K (81 ◦C), 425 K (152 ◦C) and 452 K (179 ◦C). Consequently, the extension
of the habitable zone, i.e. the distance from the star where liquid water can exist, may depend on surface
pressure. An attempt to estimate the habitable zone dependency on surface pressure has been made already
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by Vladilo et al. (2013), who found an increase of the habitable zone of 0.25 AU with an increasing surface
pressure from 1/3 bar to 3 bar, for planets with an Earth-like atmospheric composition.
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Figure 7.11: RGB colors of the reflected light by the clear ocean planet for surface pressures varying between 0.5 bar and 10 bar in steps
of 0.5 bar. The white color at α≈ 135◦ corresponds to the intersection point of the phase curves for different wavelengths as observed in
Figure 7.10. With increasing surface pressure, the planets start to have a white color at the full range of large phase angles.

Figure 7.10a, 7.10b and 7.10c show the planetary phase curves of the normalized reflected flux reflected by
the clear ocean planet with a surface pressure of 0.5 bar, 5 bar and 10 bar respectively. As the scattering op-
tical thickness of the gas, bm

sca , in our model scales with the column density of the gas molecules and the
vertical pressure difference in the atmospheric layer (see Equation 2.7), the Rayleigh scattering intensity of
the gaseous atmosphere decreases with decreasing surface pressure. This explains why the magnitude of the
normalized reflected flux at a surface pressure of 0.5 bar (Figure 7.10a) is smaller at all wavelengths compared
to the similar graph for a surface pressure of 1 bar (Figure 7.8a), 5 bar and 10 bar at small phase angles where
the atmospheric Rayleigh scattering dominates the reflection by the ocean. Recall from Section 7.2.1 that at
small phase angles the Fresnel reflection is weak. At large phase angles the reflected flux in Figure 7.10a at all
wavelengths intersect again at α= 135◦. The color reversal becomes weaker with increasing surface pressure
(see Figures 7.10b and 7.10c), which may be explained by the fact that for a high surface pressure, the light at
long wavelengths is also not able to travel to the air-water interface and subsequently reach the TOA again.
Note that the path length of the light at these large phase angles is already relatively long, and the attenu-
ation is increased at higher surface pressures due to the higher scattering optical thickness. Consequently,
the planet appears white at these large phase angles and this ’whitening’ increases with increasing surface
pressure.

The RGB colors of the ocean planet for α between 0◦ and 180◦ and surface pressures varying from 0.5 bar to
10 bar are plotted in Figure 7.11.4 In this figure the increased whitening of the planet with increasing surface
pressure is apparent. Note that, in the absence of a color reversal, a false negative for the presence of an ocean
may be found when the surface pressure is higher than 10 bar if only the reflected flux would be analyzed,
because there was also no color reversal found for a Lambertian planet already at a surface pressure of 1 bar.

4The RGB colors are computed using weighted additive color mixing of the phase curves at λ = 443 nm (blue), λ = 550 nm (green) and
λ= 670 nm (red), such that for an equal measured flux at these wavelengths the mixed signal is perfectly white.
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Figure 7.12: Planetary phase curves of the degree of polarization of light reflected by the clear ocean planet for a surface pressure of (a)
0.5 bar, (b) 5 bar and (c) 10 bar at 5 wavelengths.

Figures 7.12a, 7.12b and 7.12c show the planetary phase curve of the degree of polarization of starlight re-
flected by the clear ocean planet with a surface pressure of 0.5 bar, 5 bar and 10 bar respectively. Figures
7.13a, 7.13b and 7.13c are the corresponding graphs for the Stokes parameter Q. The following features may
be observed:

• The degree of polarization generally decreases with increasing surface pressure, which may be at-
tributed to the increase of multiple scattering by the gas with increasing scattering optical thickness of
the gas. Recall that this scattering optical thickness also increases with decreasing wavelength accord-
ing to 1/λ4. This explains, for example, why the shape of the phase curve of the degree of polarization
at 550 nm at 5 bar surface pressure (Figure 7.12b) is approximately similar to the shape of the curve at
670 nm at 10 bar surface pressure (Figure 7.12c).

• The shift of the peak of the degree of polarization towards two times the Brewster angle (α= 106◦) with
increasing wavelength, which was observed for 1 bar surface pressure, cannot be detected anymore for
surface pressures of 5 bar and 10 bar.

• With increasing surface pressure and decreasing wavelength, the phase curves of the degree of polariza-
tion start to follow the bell shaped curve of Rayleigh scattering again that is symmetrical about α≈ 90◦.
At 10 bar, only the degree of polarization of the disk-integrated light at 865 nm seems to be significantly
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Figure 7.13: Planetary phase curves of the stokes parameter Q of light reflected by the clear ocean planet for a surface pressure of (a) 0.5
bar, (b) 5 bar and (c) 10 bar at 5 wavelengths.

affected by the Fresnel reflection, which is the only curve that is clearly separated from the others at
α> 120◦. The separation of the phase curves at these large phase angles thus remains visible at ps = 5
and 10 bar, while the shift of the polarization peak does not. This separation of phase curves, together
with the color analysis of the planet in the reflected flux, could help estimating the surface pressure on
the ocean planet. Note that we do not yet introduced clouds and that we only may conclude this for the
clear ocean planet. However, in Section 7.3.1 we will show that, in case of patchy clouds, for a surface
pressure of 1 bar, the cloudy ocean planet starts to follow the clear ocean phase curves again, where the
separation of the phase curves is again visible. We will see that the phase angle at which this separation
is visible again depends on the cloud fraction or substellar cloud size.

• The intersection point in the Stokes parameter Q caused by Fresnel reflection remains visible and its
location at α ≈ 120− 122◦ is hardly affected (only a small shift towards ≈ 122◦ may be observed at a
surface pressure of 0.5 bar). It should be noted, however, that the intersection at 10 bar is only apparent
due to the inclusion of 865 nm in the graph.

From the discussion above, it is reasonable to conclude that the increase of the wavelength range increases
the detectability of the intersection point in the Stokes parameter Q and therefore increases the chance of de-
tecting ocean planets, assuming these ocean planets may have a surface pressure that differs from 1 bar. Also,
we showed that the intersection in Q remains visible at surface pressures up to 10 bar, contrary to the shift in
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Figure 7.14: RGB colors of the polarized reflected light in terms of |Q| by the clear ocean planet for surface pressures varying between
0.5 bar and 10 bar in steps of 0.5 bar. The white color at α ≈ 120◦ −122◦ corresponds to the intersection point of the phase curves for
different wavelengths as observed in Figure 7.13. With increasing surface pressure, the location of this intersection point is unaffected.

the degree of polarization suggested by Zugger et al. (2010) which already disappeared at 5 bar, provided that
measurements at short or moderate wavelengths in the visible domain are combined with measurements in
the near-infrared.

Figure 7.14 shows the RGB colors of the polarized reflected light in terms of the magnitude of the Stokes pa-
rameter Q. The white color at α ≈ 120◦−122◦ corresponds to the intersection point of the phase curves for
different wavelengths as observed in Figure 7.13. It may be observed that, with increasing surface pressure,
the location of this intersection point is unaffected. However, from the analysis of Figure 7.13 we again em-
phasize that the required measurement accuracy at the different wavelengths would need to increase with
increasing surface pressure, or that measurements at a longer wavelength are required.

7.2.5. Cloudy Ocean Planet
In the former section it was shown that the ocean on an exoplanet manifests itself in the planetary phase
curves as an increased reflected flux at large phase angles and long wavelengths, a shift of the polarization
peak towards two times the Brewster angle with increasing wavelength and as the reversal of the order of the
wavelengths in Q with an intersection point at a phase angle around 122◦. In this section we will investigate
whether these features are still visible when the exoplanet is covered with a homogeneous cloud deck above
the ocean. The specification of the clouds are listed in Table 7.2.

Spherical cloud droplets are assumed which allows us to use the Mie algorithm to compute the elements of
the aerosol scattering matrix (see Section 2.1.2). We use a two-parameter gamma distribution for the par-
ticles (Hansen and Travis (1974)). The real refractive index of the water cloud droplets is assumed 1.33 and
we neglect absorption of light by these droplets (i.e. ba = ba

sca in Section 2.1.3). The cloud optical thickness
varies with wavelength because of the wavelength dependence of the droplet’s extinction cross-section. In
particular, at λ= 350 nm, ba = 4.87016316 and at λ= 865 nm, ba = 5.00155958, which we obtained by linearly
scaling bc with the droplet’s extinction cross-section assuming a constant column density of the cloud parti-
cles. The effect of particle size distribution and optical thickness of the clouds will not be treated in this study
because it has already been studied by Karalidi et al. (2011, 2012). Note that these studies did not include an
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Table 7.2: Parameters of the clouds. Unless stated otherwise, the values listed in this table are used in the cloudy atmosphere models.

Cloud Parameters Symbol Value

Cloud particle effective radius [µm] reff 10.0
Cloud particle effective variance veff 0.1
Cloud optical thickness (at λ= 858 nm) ba 5.0
Cloud-top pressure [bar] pct 0.7
Cloud-bottom pressure [bar] pcb 0.8

ocean underneath the clouds, but knowledge about the expected dependency of the scattered light by clouds
on varying size distributions and optical thicknesses can be retrieved from these papers. We will also not
vary the influence of varying cloud-top pressure, which was already done by Rossi and Stam (2017), albeit for
clouds above a flat air-water interface yielding an infinitely narrow beam of reflected light representing the
stellar glint.5

In Figure 7.15a the phase curves of the reflected flux are shown for the cloudy ocean planet at three wind
speeds. For comparison, the phase curves for a cloudy Lambertian planet with a surface albedo of 0 are also
given.

The following features may be observed :

• At all wavelengths the normalized reflected flux of the cloudy ocean planet forαbetween approximately
0◦ and 110◦ is higher than the cloudy Lambertian planet.

• The order of the wavelengths in the phase curves of the reflected flux reverses at α= 110◦, for both the
cloudy ocean and cloudy Lambertian planet, due to Rayleigh scattering above the clouds. Analogous
to the discussion in Section 7.2.1, the longer wavelengths are reflected by the clouds and reach the TOA
more easily because of the ’thinner’ gas layer above the clouds at the longer wavelengths.

• The phase curves for the reflected flux from the cloudy ocean planet are indistinguishable for the three
wind speeds considered.

In conclusion, the reflection by the ocean underneath the cloud deck increases the reflected flux at small
phase angles, however, the disk-integrated reflected flux is independent of glint size. At long wavelengths, the
phase curves of both the cloudy ocean planet and cloudy Lambertian planet are altered at big phase angles
and the phase curves of the different wavelengths intersect. We may conclude that (1) it would be difficult to
retrieve the glint through the homogeneous cloud deck and (2) the intersection point is not a characteristic
that belongs to the presence of an ocean only. The location of the intersection point, however, could be useful
in estimating the cloud cover, as we will show in Section 7.3.1.

Figure 7.15b shows the degree of polarization of the cloudy ocean planet and Figure 7.15c shows the corre-
sponding Stokes parameter Q. The following features may be observed:

• At α≈ 40◦ a strong increase is found in the degree of polarization and the magnitude of Q and is com-
monly known as the rainbow feature, which can be explained by geometrical scattering where the light
ray is internally reflected once inside the liquid spherical cloud droplets (recall Figure 2.2). The in-
creased polarization occurs where the angle of incidence within the droplet is close to the Brewster
angle. The rainbow feature is also visible in the flux, but less apparent. At α≈ 56◦ a small bump may be
observed in the degree of polarization and Q which is a hint of the secondary rainbow, caused by twice
internal reflection in the droplet. The occurrence of a rainbow is a well-known indicator of spherical
particles in the atmosphere (Bailey 2007; Hansen and Travis 1974; Karalidi et al. 2012). Bailey (2007)
showed that a slight deviation of the particle from sphericity would result in a rapid fade out of the
rainbow feature. According to Bailey (2007): ’Small liquid droplets are naturally spherical, since surface
tension is the dominant force controlling their shape. Scattering from solid particles in an atmosphere is

5An infinitely narrow glint may be scattered in the atmosphere adding some multiple scattering to it, however, the glint has no size and
can therefore probably not be captured as a specularly reflected beam by the Gauss points.
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Figure 7.15: Cloudy ocean planet: (a), (b), and (c) are the normalized reflected flux, degree of polarization and Stokes parameter Q
respectively where the planet is completely covered with clouds at the wind speeds 1 m/s (solid curve), 3 m/s (dashed curve) and 7 m/s
(dotted curve), presented at 5 wavelengths: 350 nm (purple lines), 443 nm (blue lines), 550 nm (green lines), 670 nm (red lines) and 865
(brown lines). Additionally, the phase curves for the Lambertian planet with the same atmosphere are shown (dashed-dotted curve),
with a surface albedo of 0.

very unlikely to result in a rainbow, since small size, nonsphericity, absorption, or a combination of these
is likely to prevent the occurrence of rainbow scattering.’

• The direction of polarization changes sign with respect to the reference frame at several instances along
the phase curves. Since the degree of polarization is a measure between 0 and 1 (i.e. the Stokes param-
eters were squared in the computation), the sign of the slope of the phase curves changes abruptly at
zero degree of polarization.

• The order of the phase curves of the degree of polarization corresponding to a particular wavelength is
reversed compared to the degree of polarization of the clear ocean (Figure 7.5b). That is, light in the red
part of the visible spectrum is significantly depolarized by the clouds. The low degree of polarization
of cloudy planets compared to that of planets with clear atmospheres was explained by Stam (2008)
and is caused by (1) the increased multiply scattering of light within the atmosphere due to the cloud
particles, which decreases the degree of polarization, (2) the lower degree of polarization of the singly-
scattered light by the cloud particles compared to the singly-scattered light by the gaseous molecules
and (3) the opposite direction of polarization of light singly-scattered by the cloud particles compared
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Figure 7.16: Same as Figure 7.15: wind speed 7 m/s (solid line) and when the ocean is replaced by a Lambertian surface (dashed-dotted
line). We do not plot the other wind speeds, but instead the phase curve for a wind speed of 7 m/s is plotted again but now without ocean
color (dotted line), i.e. the Fresnel interface only, but including whitecaps and the same atmosphere with clouds on top.

to that of the singly-scattered light by the gaseous molecules. Because the molecular scattering optical
thickness of the gas is much lower at long wavelengths compared to the cloud optical thickness, almost
all the reflected light at 865 nm is reflected by the clouds.

• The degree of polarization at 350 nm, 443 nm and 550 nm of the cloudy ocean planet is less than for
the cloudy Lambertian planet, because of the increased diffusely reflected flux at blue wavelengths (cf.
Figure 7.7b). However, in Figure 7.15a it can be seen that at 865 nm the reflected flux at small phase
angles of the cloudy ocean planet is also higher than the reflected flux at small phase angles of the
cloudy Lambertian planet. It is likely that the increased flux and lower degree of polarization at short
wavelengths is caused by the extra flux from the color of the ocean, and that the increased flux (but no
depolarization) at long wavelengths is caused by glint. We test this hypothesis by a small experiment:
we replace the subinterface ocean by a black Lambertian surface in order to distinguish between the
glint and ocean color contribution. In Figure 7.16 we plot this phase curve with a dotted line, again next
to the curve of the Lambertian planet (dashed-dotted line) and the phase curve of the regular colored
ocean (solid line). At λ = 865 nm and 670 nm indeed both the colored and colorless ocean planet
models give the same normalized reflected flux, while a flux difference can be observed at the shorter
wavelengths. The increased flux at short wavelengths with respect to the Lambertian planet is thus
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indeed caused by the glint, as in our hypothesis.6 The increased flux at short wavelengths is caused by
both the ocean color and glint contributions. At short wavelengths, the glint (besides the ocean color)
also results in a slightly lower degree of polarization, which may probably be explained by the portion
of the glint that is multiply scattered in the gaseous atmosphere and clouds.

• Note that no intersection point in Q is found in Figure 7.15c. Also, there is not shift of the peak of the
degree of polarization towards two times the Brewster angle, which was the case for the clear ocean
planet in Section 7.2.1.

From this section it may be concluded that all ocean-related planetary phase curve features that were ob-
served for the clear ocean in Section 7.2.1 (i.e. an increased reflected flux at large phase angles compared to
small phase angles at long wavelengths7, a shift of the polarization peak towards two times the Brewster angle
with increasing wavelength and the reversal of the order of the wavelengths in Q with an intersection point
at around 122◦) cannot be detected with a homogeneous cloud deck that is specified by the settings in Table
7.2. Moreover, all phase curves for the cloudy ocean are approximately of a similar shape compared to the
cloudy Lambertian planet, meaning that the ocean could not be retrieved.

7.2.6. Effect of Refractive Index
In Section 7.2.1 we saw that the phase curves of the normalized reflected flux reflected by a clear ocean planet
intersect for the different wavelengths at a certain phase angle (Figure 7.4b). An intersection of the curves for
all wavelengths except 350 nm was also found in the Stokes parameter Q (Figure 7.6b). It was explained that
the intersection in a single point could be attributed to the dependency of the atmospheric scattering and
attenuation of the stellar light on the scattering optical thickness of the gas that scales with 1/λ4, while the
surface reflection is assumed to be equally intensive at all wavelengths. The latter assumption may, however,
affect the intersection point. Recall that we assumed the real refractive index of the ocean water to be con-
stant with wavelength and equal to 1.33, which we found a good approximation since it varies in the visible
domain only between 1.328 (at 875 nm) and 1.343 (at 350 nm) (Hale and Querry 1973). The impact of this as-
sumption on the planetary phase curve of the normalized reflected flux, the degree of polarization and Stokes
parameter Q, will be discussed in this section.

Figures 7.17a, 7.17b and 7.17c show the phase curves of the normalized reflected flux, degree of polarization
and Q respectively for an ocean planet with a black subinterface ocean and a surface pressure of 0 bar. That
is, the incident starlight is only reflected by the rough air-water interface. The wind speeds are 1 m/s and 7
m/s. No whitecaps are included. The solutions are shown for the range of the refractive index in the visible
domain (n = 1.33 and n = 1.34), but also for n = 1.31, corresponding to a mean value of the real refractive in-
dex of water ice in the visible domain (Warren 1984), and for n = 1.29, corresponding to a mean value for the
real refractive index of liquid methane in the visible domain at a temperature of ≈ 100K (Badoz et al. 1992). It
may be observed that the phase curves of the flux and degree of polarization are hardly affected when using
n = 1.33 or n = 1.34. The magnitude of the Stokes parameter Q is slightly bigger for 1.34 than for 1.33, which
was expected because a larger difference in refractive index of the air and liquid causes a stronger Fresnel
reflection, which is mainly visible in the polarized flux. Note the axis of the graph of Q: if we would rescale
the axis of the normalized reflected flux graph, a small difference would also be visible for 1.33 and 1.34. We
decided not to do so, such that the figures remain consistent throughout the report.

The disturbance of the intersection point in the reflected flux in terms ofα, caused by a difference in refractive
index of the oceanic water between low and high wavelengths in the visible domain, would be small (<0.5◦)
and hard to detect in the near future. The degree of polarization peaks at α= 2θB = 106.1◦ for n = 1.33 and at
α= 2θB = 106.5◦ for n = 1.34 and is independent of wind speed (see Section 7.2.3). The difference in planetary
phase angle near the intersection point of Figure 7.6b, corresponding to a similar value of Stokes parameter
Q, would be less than 2◦. Thus, only the phase curves for the highest wavelengths in the visible domain may

6The alert reader may notice that, if the degree of polarization stays approximately equal at long wavelengths, Q should have increased
as well. A small increase of the absolute magnitude of Q indeed occurs compared to the Lambertian planet at long wavelengths (most
visible around α = 30◦), however the values of Q are relatively small and the division by a small number in the computation of the
degree of polarization results in a relatively large effect.

7Note that there is an increase a long wavelengths in Figure 7.15a, but this would not directly appear as a false positive for the glint since
for long wavelengths at small phase angles the phase curves of the clear and cloudy ocean significantly differ, unless only measurements
at big phase angles are done. If the cloud cover would strongly vary throughout the orbit of the planet, with e.g. a seasonal dependent
cloud cover, a false positive for the glint could possibly occur because of the clouds (not shown in this report).
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Figure 7.17: Normalized flux (a), degree of polarization (b) and polarized flux in terms of the Stokes parameter Q (c) for the disk-
integrated light reflected by the air-water interface only for a water refractive index of 1.29 (dotted curve), 1.31 (dashed-dotted curve),
1.33 (solid curve), 1.34 (dashed curve) at two wind speeds: 1 m/s and 7 m/s.

show a maximum deviation of about 2◦.8 We may conclude that the assumption of a wavelength independent
refractive index of water does not affect our conclusions of the former sections about the approximate loca-
tion of the intersection point and the order of colors reversal in the phase curves of the normalized reflected
flux and Stokes parameter Q.

The medium of the refractive beam may, however, consist of other substances than liquid water. The flux
and degree of polarization phase curves corresponding to a refractive index of 1.29 (liquid methane) and
1.31 (water ice) can hardly be distinguished from each other and from the phase curves corresponding to a
refractive index of 1.33 and 1.34. The peak polarization of water ice is at α = 105.3◦ and of liquid methane
is at α = 104.4◦. The changes in Stokes parameter Q seems to be more apparent, however, the smaller scale
of the Q-axis of Figure 7.17c compared to the normalized reflected flux axis of Figure 7.17a magnifies these
differences. When interpreting the curves for n = 1.31 and n = 1.29 we should remember the following:

• A surface roughness corresponding to a wind speed of 1 m/s and 7 m/s was assumed. The surface
of the water ice planet thus consists of patches having random orientations which are defined by the

8Note the air-water interface solution may be considered as the end-member case for an infinitely thin atmosphere and a black ocean
(Figure 7.5b), where the Fresnel reflection impact at the TOA is strongest.
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Gaussian slope distribution and standard deviation that belongs to water facets ruffled by these wind
speeds. The ice planet is thus not a perfect sphere but the surface is roughened.

• It would be challenging to distinguish between Fresnel reflection by water and by water ice only from
the inspection of planetary phase curves. However, Fresnel reflection from an icy planet may only occur
when this ice is clean and free of dust, snow, rocks or other substances.

• We may conclude that Fresnel reflection from a methane ocean can hardly be distinguished from Fres-
nel reflection from a water ocean from the inspection of the phase curves of the normalized reflected
flux and degree of polarization. Note that we did not model an atmosphere on top of the methane
ocean, since our atmosphere is Earth-like which may not be appropriate for the methane planet with
a methane-based meteorological cycle. There seems to be some difference in Q, however, these dif-
ferences are not more apparent than the differences in the reflected flux, but are magnified due to the
scale of the Q-axis of the graph.

• We did not take into account the wave slope inclinations dependency on the viscosity of liquid sub-
stance (Ghafoor et al. 2000; Lorenz et al. 2010). The phase curves for n = 1.29 presented in this section
may thus be interpreted as theoretical curves that show the influence of the refractive index only. Recall
from Section 7.2.3 that, since the location of the intersection point in the flux and Q is not affected by
wind speed, it may be expected that the location of the intersection point will not change with viscosity
if the reflected light by a realistic methane planet with an appropriate atmosphere would be modeled.
This, however, remains to be shown.

• Zugger et al. (2010) already mentioned that, despite the approximately similar reflection properties of
water and liquid methane, the detection of a Fresnel reflecting planet combined with knowledge about
the equilibrium temperature derived from the orbital period of the planet and the star’s luminosity
could help distinguishing between these liquids, since at a surface pressure of 1 bar the boiling point of
liquid methane is below 112 K (compared to 373 K for water). If the planet would have a meteorological
cycle similar to the water cycle on Earth, knowledge about the nature of the cloud droplets could help
characterizing the liquid. That is, the location of the rainbow feature atα≈ 40◦ for water cloud droplets
would shift towards bigger phase angles if the cloud droplets are made of methane and have a similar
size distribution (Bailey 2007). The location of the rainbow feature on the planetary phase curve cannot
be used for a unique retrieval of the liquid of the spherical droplets, since more liquids may have the
same refractive index. However, the observation of a rainbow feature at α ≈ 40◦, together with the
detection of the absorption band of water vapor from the analysis of the spectrum, could be a strong
indicator of a hydrological cycle rather than a methane cycle. This would increase the likelihood that
the ocean, or the clear ice, is made out of water instead of methane.

7.3. Horizontally Inhomogeneous Planets
Each pixel on the planetary disk of a cloud free planet observed at a certain phase angle uniquely contributes
to the disk-integrated flux and polarization because it has its own illumination and viewing geometry and
consequently, for the ocean planet, the pixel may lie either inside or outside the glint region. If some of these
pixels would be overcasted by clouds, while others are not, the shape of the planetary phase curve would
depend on the configuration of these clouds. It is expected that the glint appearing and hiding behind these
patchy clouds induces rapid oscillations in the planetary phase curve when the planet rotates around its rota-
tion axis. Additionally, it should be remembered that the phase function of the cloud droplets and the degree
of polarization of scattered light by the gas molecules, both strongly depend on the scattering geometry.

In this section the planetary curves of the horizontally inhomogeneous planets will be presented. First, the
patchy clouds will be discussed, and thereafter the results are shown for planet models with a substellar
cloud, located and fixed at the substellar point, which may be expected for tidally-locked planets. Finally, we
investigate whether the phase curves of the patchy cloudy ocean planets may be reproduced by a weighted
sum of horizontally homogeneous model planets.

7.3.1. Patchy Clouds
We model the patchy clouds as clouds of varying horizontal shapes randomly located over the planet, whose
configuration is determined by the cloud fraction Fc on the full disk and the asymmetry parameters related
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to a zonal-oriented pattern similar to that observed on Earth (Rossi et al. 2018).9 Instead of using a rotating
planet, we use a different and randomly chosen cover of patchy clouds at each interval of the planetary phase
curve. The cloud covers are thus independent and possible seasonal autocorrelation is ignored. The value for
Fc is kept constant for a certain model planet. We present the mean phase curves of the 300 iterations and its
variability in terms of its ±1 standard deviation.10 Cloud cover examples used in the planetary phase curve
computations for Fc = 0.25,0.50 and 0.75 are shown in Figure 7.18.

(a) Fc = 0.25 (b) Fc = 0.50 (c) Fc = 0.75

Figure 7.18: Cloud cover examples for three different cloud fractions that are used in the planetary phase curve computations.

The planetary phase curves for the normalized reflected flux by the ocean planets are simulated at three wind
speed (v = 1 m/s, 7 m/s and 13 m/s) and three cloud fractions (Fc = 0.25, 0.50 and 0.75). In Figure 7.19 these
planetary phase curves are shown for each combination of wind speed and cloud fraction. In the figures in
the bottom row of Figure 7.19 the planetary phase curves are shown for the planet with a black Lambertian
surface. The following features may be observed:

• With decreasing wind speed the variability in the reflected flux at big phase angles increases because, at
low wind speeds, the narrow glint may be either free of clouds or be completely overcasted. Because the
air-water interface at these large phase angles is a stronger reflector than the clouds, in particular at long
wavelengths (cf. Figure 7.8a and 7.15a), the disk-integrated reflected flux starts alternating between
the visible glint and non-visible glint cases. At higher wind speeds, the chance that the wider glint is
either completely cloud free or completely overcasted decreases, simply because of its bigger area, and
different patchy cloud configurations above the wide glint, with the same local cloud fraction, will less
affect the disk-integrated result.

• For a wind speed of 1 m/s and big phase angles, also the mean reflected flux for the 300 iterations at long
wavelengths is increased compared to the higher wind speed cases, because we already concluded in
Section 7.2.3 that a smaller wind speed allows for stronger Fresnel reflection at this beneficial reflection
geometry. Also, the chance of a cloud free glint occurring may expected to be higher at low wind speeds.

• At short wavelengths (λ = 350 nm) the variability in reflected flux is unaffected by the wind speed,
because (1) at small phase angles both the reflected flux phase curves of the cloudy and cloud free
ocean planets are independent of wind speed (Section 7.2.3 and 7.2.5), and (2) at large phase angles,
the glint is not visible at in the disk-integrated flux at 350 nm, because the effective Rayleigh scattering
in the atmosphere (cf. Figure 7.8a).

• With increasing cloud fraction, the disk-integrated reflected flux at small phase angles increases at all
wavelengths. Near the intersection point (α ≈ 110◦−130◦) only the flux at long wavelengths (λ = 550
nm, 670 nm and 865 nm) is still increased due to the increased cloud fraction. This may be explained
by the long path lengths at these large phase angles, causing the Rayleigh scattering above the clouds to

9We use the default settings of PyMieDAP, which are xscale = 0.1 and yscale = 0.01.
10Its ±2 standard deviation can simply be obtained by multiplying the standard deviation by 2, but is not considered to keep the figures

readable.
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Figure 7.19: Normalized flux of reflected starlight by oceanic exoplanets with patchy clouds for a wind speed of 1 m/s (top row), 7 m/s
(second row), 13 m/s (third row) and a Lambertian exoplanet with patchy clouds (bottom row) with zero surface albedo. The cloud
fractions are 25% (first column), 50% (second column) and 75% (third column). A surface pressure of 1 bar is assumed. The lines are the
mean curves from 300 iterations of cloud configurations randomly chosen at each phase angle and the 1 standard deviation variability is
represented by the shaded areas for each of the 5 wavelengths. At full phase (α= 0◦), the normalized reflected flux is highest for λ= 350
nm and decreases with increasing λ for all curves.

be dominant at short wavelengths resulting in the cloud-fraction independent disk-integrated flux at
these phase angles. Because the light beams of long wavelengths do reach the cloud top or the air-water
interface, they are affected by the cloud fraction. This causes the intersection point of the phase curves
to shift towards smaller phase angles with increasing cloud fraction. From the end member cases ’clear
ocean’ and ’cloudy ocean’ as discussed in Sections (7.2.3 and 7.2.5) we may expect that the intersection
point shifts from α≈ 135◦ for Fc = 0.0 towards α≈ 110◦ for Fc = 1.0.

• The planetary phase curve of the Lambertian planet with a black surface does not show a clear inter-
section point for Fc = 0.25, but instead appears ’white’ from α = 140◦ towards transit (α = 180◦). With
increasing cloud fraction the intersection becomes more visible.

In Figure 7.20 the planetary phase curves of the degree of polarization are shown for each combination of
wind speed and cloud fraction. Again, in the figures in the bottom row the planetary phase curves are shown
for the planet with a black Lambertian surface. We will simultaneously discuss the planetary phase curves of
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Figure 7.20: Degree of polarization of the reflected starlight by oceanic exoplanets with patchy clouds for a wind speed of 1 m/s (top
row), 7 m/s (second row), 13 m/s (third row) and a Lambertian exoplanet with patchy clouds (bottom row) with zero surface albedo. The
cloud fractions are 25% (first column), 50% (second column) and 75% (third column). The lines are the mean curves from 300 iterations
of cloud configurations randomly chosen at each phase angle and the 1 standard deviation variability is represented by the shaded areas
for each of the 5 wavelengths. For α= 90◦, the mean degree of polarization is highest for λ= 350 nm and decreases with increasing λ for
all curves.

the Stokes parameter Q (Figure 7.20). Let us first analyze the Lambertian planet, where the following features
may be observed:

• The degree of polarization generally decreases with increasing cloud fraction, simply because the scat-
tered light from the clouds increases the reflected flux (cf. bottom row of Figure 7.19) but does not nec-
essarily add polarized flux (recall Section 7.2.5), which may be concluded from the plot of the Stokes
parameter Q (bottom row of Figure 7.21).

• The variability in degree of polarization decreases with increasing cloud fraction. Rossi and Stam (2017)
explained this by the increase of possible locations for the cloudy pixels on the planet. Recall that we
define Fc on the full disk, and that the probability that the illuminated part of the disk is completely
cloud-free increases with decreasing Fc .

• The order of the wavelengths is preserved for both the degree of polarization and Q at all phase angles,
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Figure 7.21: Polarized flux in terms of the Stokes parameter Q of the reflected starlight by oceanic exoplanets with patchy clouds for a
wind speed of 1 m/s (top row), 7 m/s (second row), 13 m/s (third row) and a Lambertian exoplanet with patchy clouds (bottom row)
with zero surface albedo. The cloud fractions are 25% (first column), 50% (second column) and 75% (third column). The lines are the
mean curves from 300 iterations of cloud configurations randomly chosen at each phase angle and the 1 standard deviation variability
is represented by the shaded areas for each of the 5 wavelengths. For α= 90◦, the absolute magnitude of Q is biggest for λ= 350 nm and
decreases with increasing λ, for all curves.

except for the points in the degree of polarization where the polarization direction changes sign, as
discussed in Section 7.2.5.

• The rainbow feature at α ≈ 40◦ is clearly visible and followed by all wavelengths. It seems approxi-
mately independent of cloud fraction, however, by inspection of Q we may conclude that the polarized
flux from the rainbow is much more apparent at high cloud fractions. The wavelength dependent sig-
nificance of the rainbow feature in Q may help estimating the cloud fraction.

Let us now analyze the degree of polarization and Q for the case with patchy clouds above the ocean.11 We
may observe the following features:

• At long wavelengths, again the degree of polarization decreases with increasing cloud fraction, because

11Note that the polarized flux can only be presented in terms of Q if U = 0, which happens in a perfectly symmetrical planet about the
scattering plane. This may not be the case for the patchy clouds, however, we find very small values for U whose mean is centered
around U ≈ 0.
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of the depolarization by the clouds (recall Section 7.2.5). However, the degree of polarization of the light
beams of longer wavelengths which penetrate through the atmosphere, strongly depends on whether
these beams reach a cloud top or the air-water interface. This results in a high variability because the
disk-integrated polarized signal starts alternating between the visible and non-visible glint cases. This
variability increases with increasing phase angle because of the stronger Fresnel reflection at higher
phase angles, where the degree of polarization starts to ’follow’ the degree of polarization curve of the
cloud free ocean planet (cf. Figure 7.8b). This may also be concluded by comparing the plots of Q for the
cloudy and cloud-free ocean (Figures 7.6b and 7.15c), where it can be seen that the polarized flux from
the glint rapidly increases for α> 100◦. In the most extreme situation, the curve for 865 nm alternates
between the degree of polarization phase curves of the cloud free ocean planet (Figure 7.8b) and the
completely cloudy ocean planet (7.15b). Because the difference between these two end member cases
is largest at 865 nm, the variability at 865 nm is largest.

• The intersection point in the degree of polarization strongly depends on cloud fraction. Thus, for a
low cloud fraction, the degree of polarization phase curve of the cloud free ocean starts to dominate
the degree of polarization phase curve of the cloudy ocean already at smaller phase angles, compared
to the case of high cloud fraction. The intersection points are located at α ≈ 122◦, 132◦ and 145◦ for
Fc = 0.25, Fc = 0.50 and Fc = 0.75 respectively. Note that the phase curve for 350 nm seems not to follow
the intersection point precisely, probably because the reflected light at 350 nm has not reached the
air-water interface.

• As mentioned earlier in this report, the degree of polarization is independent of wind speed at long
wavelengths (except for the whitecap contribution), which causes the location of the polarization peak
at two times the Brewster angle to be independent of wind speed. We explained that this independence
is caused by the division of the wind speed related terms when computing the degree of polarization,
but the the (polarized) flux would not be independent of wind speed. Indeed, we see that Q for the
clear ocean in Figure 7.8c does depend on wind speed and, consequently, Q for the patchy cloudy
ocean depends on wind speed as well (Figure 7.21). The value for Q at big phase angles increases with
decreasing wind speed at all wavelengths except for 350 nm.

• The location of the intersection point in Q is unaffected by wind speed, but shifts from α ≈ 128◦ at
Fc = 0.25 towards α ≈ 136◦ at Fc = 0.75. Together with the wavelength dependence of the significance
of the rainbow feature the location of this intersection point (and also the intersection point in the
degree of polarization) may help estimating the cloud fraction.

We may conclude that the most apparent features that are found in the phase curves of the cloudy ocean
planet, which are not found in the phase curves of the cloudy Lambertian planet, are the (1) intersection point
in the degree of polarization, (2) the much stronger variability at the (near-infra)red wavelengths compared
to the short wavelengths and (3) the intersection point in Q.

7.3.2. Substellar Cloud
The cloud cover of an exoplanet is not necessarily randomly distributed in its latitudinal and longitudinal
directions. For example, the cloud cover on tidally-locked planets may be concentrated at and approximately
symmetrical about its substellar point. Yang et al. (2013) argued that the substellar cloud would increase
the planetary albedo and would lower the surface temperature. They explained that, contrary to non-tidally
locked planets, the albedo is expected to increase with increasing stellar flux, due to the increased convection
at the substellar point, which would expand the inner edge of the habitable zone. They mentioned that, since
the clouds block the outgoing longwave radiation, this contrast between the day and nightside of the planet
could be detected with the James Webb Telescope. In this section we will model the planetary phase curves
of the flux and degree of polarization, again at various wavelengths in the visible domain, of ocean planets
with a substellar cloud.

In our model, the cloud is concentrated at and symmetrical about its substellar point. The angular size of the
cloud, σC , is defined as the local zenith angle at the substellar point that is subtended by the cloud. Because
the planet is tidally-locked it does not rotate around its rotation axis and the phase curve may be presented as
a single line without variability. We model the tidally-locked planets again at v = 1 m/s, v = 7 m/s and v = 13
m/s. The substellar clouds are modeled at σc = 15◦, σc = 30◦ and σc = 45◦.
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Figure 7.22: Normalized flux of the reflected starlight by oceanic exoplanets with a substellar cloud for a wind speed of 1 m/s (top row),
7 m/s (second row), 13 m/s (third row) and a Lambertian exoplanet with a substellar cloud (bottom row) with zero surface albedo. The
cloud sizes σc are 15◦ (first column), 30◦ (second column) and 45◦ (third column). The curves are again drawn for λ = 350 nm, 443 nm,
550 nm, 670 nm and 865 nm. At full phase (α= 0◦), the normalized reflected flux is highest for λ= 350 nm and decreases with increasing
λ for all curves.

Figure 7.22 shows the normalized reflected flux at each combination of v and σc . In the bottom row of Figure
7.22 the ocean is replaced by a black Lambertian surface again. The main differences in the planetary phase
curves of the normalized reflected flux with respect to these phase curves for the model planets with patchy
clouds (Figure 7.19) are the following:

• As mentioned above, it is expected that the planetary phase curve of the tidally-locked planet is approx-
imately free of variations about its mean.

• The intersection point of the phase curves for various wavelengths is located at α = 135◦ for all ocean
planets in Figure 7.22. Note that the intersection point for the clear ocean planet (Section 7.2.1) is also
located at α= 135◦. At these large phase angles, the substellar cloud does not cover the glint anymore
since it is rotated away from the observer.

Figure 7.23 shows the planetary phase curves of the degree of polarization of the substellar cloud. Figure 7.24
shows the corresponding planetary phase curves of the Stokes parameter Q. The following features may be
observed:
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Figure 7.23: Degree of polarization of the reflected starlight by oceanic exoplanets with a substellar cloud for a wind speed of 1 m/s (top
row), 7 m/s (second row), 13 m/s (third row) and a Lambertian exoplanet with a substellar cloud (bottom row) with zero surface albedo.
The cloud sizes σc are 15◦ (first column), 30◦ (second column) and 45◦ (third column). The curves are again drawn for λ = 350 nm, 443
nm, 550 nm, 670 nm and 865 nm. For α= 140◦, the degree of polarization is highest for λ= 865 nm and decreases with decreasing λ for
all curves.

• The phase curves of the degree of polarization oscillate at certain ranges. These oscillations and the
range at which they occur mainly depend on the size of the substellar cloud. These oscillations occur
because of the pixellation of the cloud and have no physical meaning. However, these oscillations
indicate where the pixels of the substellar cloud disappear from the visible and illuminated part of
the planetary disk. They are caused by the discretized removal of cloudy pixels when the substellar
cloud rotates away from the observer with increasing planetary phase angle. These oscillations would
decrease if the number of pixels would increase (see also Rossi and Stam 2017). We used 60x60 pixels
for these computations, which turned out to be a good compromise between sufficient phase curve
smoothness and reasonable computation times.

• For phase angles bigger than the phase angle at which the substellar cloud has been rotated away from
the disk, no oscillations in the degree of polarization due to the pixellated cloud are visible anymore
and the phase curves completely follow the phase curves of the cloud free planets (Figure 7.5b and
7.5a). The phase angles at which the substellar cloud is out of view are 93◦, 111◦ and 126◦ for σc = 15◦,
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Figure 7.24: Polarized flux in terms of the Stokes parameter Q of the reflected starlight by oceanic exoplanets with a substellar cloud for a
wind speed of 1 m/s (top row), 7 m/s (second row), 13 m/s (third row) and a Lambertian exoplanet with a substellar cloud (bottom row)
with zero surface albedo. The cloud sizes σc are 15◦ (first column), 30◦ (second column) and 45◦ (third column). The curves are again
drawn for λ = 350 nm, 443 nm, 550 nm, 670 nm and 865 nm. For α = 90◦, the absolute magnitude of Q is highest for λ = 350 nm and
decreases with increasing λ for all curves.

σc = 30◦ and σc = 45◦ respectively. It should be noted that these phase angles are all smaller than 135◦,
which explains why the intersection point in the flux at α= 135◦ (Figure 7.22) is independent of σc .

• At small phase angles (α < 50◦), the phase curves are approximately invariant with wind speed and
approximately equal the phase curves if the ocean would be replaced by a black Lambertian surface.

• For planets with a substellar cloud of significant size (σc = 30◦ and σc = 45◦), the reversal of colors in
the degree of polarization becomes clear. As the substellar cloud rotates away from the planetary disk,
the phase curves begin to ’follow’ the planetary phase curves of the clear ocean (Figure 7.5b), which
has a strong degree of polarization in the red wavelengths. If the surface would be replaced by the
black Lambertian planet, the colors of the degree of polarization are also reversed due to less multiple
scattering at long wavelengths, but the color difference after the reversal is less significant. That is, the
separation of the phase curves for the particular wavelengths at these phase angles is much larger for
the ocean planets.

• The latter bullet point implicates that the intersection of the colors in the degree of polarization found
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for a patchy cloudy ocean planet (Figure 7.20), may also appear when a substellar cloud is present above
an extremely dark surface. However, recall from Section 7.2.1 that the actual scattered polarized light in
the atmosphere has a negligible flux at these long wavelengths compared to the polarized flux caused
by the glint for the ocean planet. The latter becomes evident when analyzing the stokes parameter Q
which is illustrated Figure 7.24. In this figure it may be observed that the polarized flux at these big
phase angles is near 0 for the Lambertian planet, while the polarized flux of the ocean planet increases
significantly at large phase angles. Hence, we would like to emphasize that if the surface albedo of
the Lambertian planet would be nonzero, the high degree of polarization in the red of the Lambertian
planet would rapidly vanish (see Fig 4.b of Stam 2008).

• The intersection point in the phase curves of the Stokes parameter Q is only visible for the ocean plan-
ets. The location of the intersection point (α= 122◦) is independent of wind speed (which was also ob-
served for the patchy clouds), but is also independent of cloud size. Note that at α= 122◦ the substellar
cloud has been rotated away from the visible and illuminated part of the planetary disk for σc = 15◦
and σ = 30◦, but not for σ = 45◦ where the cloud is only completely out of view at α = 126◦. However,
in the latter case, the glint is not overcasted by the substellar cloud anymore. For this cloud, the glint
appears at α> 80◦, which may be concluded from the oscillations due to the pixellation of the cloud at
this phase angle.

• The rainbow feature at α≈ 40◦ is visible again in the degree of polarization and becomes slightly more
apparent with increasing cloud size. The rainbow feature in Q, however, is much more evident and
becomes more significant with increasing cloud size, which was also observed for an increasing cloud
fraction for the patchy cloudy planets.

We may conclude that the intersection point in the degree of polarization, that was an apparent ocean feature
in the patchy cloudy case, is not a unique characteristic of an ocean, since it is also observed for the Lamber-
tian planet with a substellar cloud. However, (1) the color reversal is much less significant for the Lambertian
planet and may be expected to rapidly disappear for nonzero surface albedos, (2) after the intersection, the
separation between the lines could serve as an ocean indicator and/or help estimating the surface pressure
(recall Section 7.2.4) and (3) the intersection point in Q is still only observed for the ocean planet and not for
the Lambertian planet.

7.3.3. Quasi Horizontally Inhomogeneous Planets
In the former sections the exoplanets were modeled taking into account the horizontal inhomogeneities of
the planet by assigning either a cloudy or clear local atmosphere-surface model to each pixel. This was done
for patchy clouds having a random configuration on the disk and for a substellar cloud that was fixed at the
substellar point. This approach allowed us to analyze the variability of the planetary phase curves caused by
the glint appearing and hiding behind the patchy clouds and to analyze the transition of the phase curves
from cloudy-like to ocean-like when the substellar cloud rotates away from the observer. In previous studies
to cloudy exoplanets, however, the planets often have been modeled in a quasi horizontally homogeneous
way (e.g. Stam 2008). This means that the phase curves of the clear planet and the cloudy planet are added
using a weighted sum:

F (λ,α) =
M∑

m=1
fm Fm(λ,α) with

M∑
m=1

fm = 1 (7.7)

where fm are weighing factors and Fm are the planetary phase curves of M homogeneous end-member model
planets. In this section, we set fm equal to the cloud fraction and use the end member model planets of this
chapter for Fm : the clear ocean planet and the cloudy ocean planet (M=2). Figures 7.25, 7.26 and 7.27 show
that this quasi horizontally inhomogeneous approach is a good approximation of the mean phase curves for
the patchy clouds (Figures 7.19, 7.20 and 7.21). However, (1) information is lost about the variability of the
signal (e.g. we cannot see the glint hiding and appearing behind patchy clouds) and (2) the quasi horizontally
inhomogeneous approach only approximates the patchy cloudy case. It could certainly not be used to model
the signal of a tidally-locked planet with a substellar cloud, and it may be expected that the performance of
the quasi horizontally inhomogeneous approach deteriorates when other horizontal inhomogeneities would
be introduced, such as continents below the clouds. The latter argument remains to be proven and we leave
this for future studies.
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Figure 7.25: Normalized flux reflected by the quasi horizontally homogeneous cloudy ocean planet. The cloud fraction is the weighing
factor for the cloudy ocean planet. The curves are again drawn for λ = 350 nm, 443 nm, 550 nm, 670 nm and 865 nm. At full phase
(α= 0◦), the normalized reflected flux is highest for λ= 350 nm and decreases with increasing λ, for all curves.

An advantage of the quasi horizontally inhomogeneous approach is that, once phase curves of the the end
member bases are computed, the results for various cloud fractions are easily computed with a computation
time of only a few seconds. Figures 7.28 show the RGB colors of the reflected flux for both the cloudy ocean
planet (Figure (a)) and the cloudy Lambertian planet (Figure (b)). The Lambertian planet does not show a
major intersection point in the absence of clouds, contrary to the ocean planet, which was already shown
earlier. The Lambertian planet thus appears white at large phase angles, while with increasing cloud fraction
the whiteness occurs already at smaller phase angles and the planets starts to look red. It should be remem-
bered that the clear ocean planet at high surface pressures (ps > 10 bar) may also look white only at large
phase angles without a major color reversal (Figure 7.11). Note that (1) these RGB results show the reflection
by the planet assuming a wavelength independent incoming flux and (2) the intensity of the reflected light
decreases with increasing phase angle. The actual color may depend on the stellar spectrum of the incident
light on the planet. However, our results can be used for any stellar spectrum after a correction for this stellar
spectrum, which directly can be measured, is applied.

Figure 7.29a and 7.29b show the RGB colors of the polarized flux, in terms of Stokes parameter Q, respectively,
for both the cloudy ocean planet (Figure (a)) and the cloudy Lambertian planet (Figure (b)). The intersection
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Figure 7.26: Degree of polarization of the reflected light by the quasi horizontally homogeneous cloudy ocean planet. The cloud fraction
is the weighing factor for the cloudy ocean planet. The curves are again drawn for λ = 350 nm, 443 nm, 550 nm, 670 nm and 865 nm. For
α= 90◦, the degree of polarization is highest for λ= 350 nm and decreases with increasing λ for all curves.

point in Q remains visible for the cloudy ocean planet up to a cloud fraction of 95%. No major intersection
(i.e. color reversal) is found for the Lambertian planet. The bright yellow and purple colors at large phase
angles are caused by the sign change of Q.
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Figure 7.27: Polarized flux reflected by the quasi horizontally homogeneous cloudy ocean planet in terms of Stokes parameter Q. The
cloud fraction is the weighing factor for the cloudy ocean planet. The curves are again drawn for λ = 350 nm, 443 nm, 550 nm, 670 nm
and 865 nm. For α= 90◦, the absolute magnitude of Q is biggest for λ= 350 nm and decreases with increasing λ for all curves.
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Figure 7.28: RGB colors of the reflected light by (a) the cloudy ocean planet and (b) the cloudy Lambertian planet for cloud fractions
varying between 0% and 100% in steps of 5%, using the quasi horizontally inhomogeneous approach. The white color at corresponds to
the intersection point of the phase curves for different wavelengths as observed in Figure 7.25.

0 20 40 60 80 100 120 140 160 180
Phase angle (in degrees)

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

100

C
lo

ud
 fr

ac
ti

on
 (i

n 
%

)

RGB colors of the reflected polarized light

(a)

0 20 40 60 80 100 120 140 160 180
Phase angle (in degrees)

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

100

C
lo

ud
 fr

ac
ti

on
 (i

n 
%

)

RGB colors of the reflected polarized light

(b)

Figure 7.29: RGB colors of the polarized reflected light, in terms of Stokes parameter Q, by (a) the cloudy ocean planet and (b) the
cloudy Lambertian planet for cloud fractions varying between 0% and 100% in steps of 5%, using the quasi horizontally inhomogeneous
approach. The white color at corresponds to the intersection point of the phase curves for different wavelengths as observed in Figure
7.27. Note that no major intersection point is found in the colors of Q for the Lambertian planet. The bright yellow and purple colors at
large phase angles are caused by the sign change of Q.
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8
Discussion and Concluding Remarks

In this research we presented the modeled planetary phase curves of the normalized flux, polarized flux and
degree of polarization of light reflected by various oceanic exoplanets, whose air-water interface roughness
depends on wind speed. We included whitecaps, the contribution of the ocean color and the polarization
effects of scattering within the ocean. We studied the effect of two horizontal inhomogeneous cloud covers:
patchy clouds and a substellar cloud. We varied the wind speed, surface pressure, refractive index of the liq-
uid, cloud fraction and substellar cloud size at the wavelengths 350 nm, 443 nm, 550 nm, 670 nm and 865 nm.
We included a gaseous Rayleigh scattering layer above the clouds, similar to a realistic Earth-like atmosphere.
The results were compared to the planetary phase curves if the ocean would be replaced by a black Lam-
bertian surface. Finally we compared the patchy cloud results with the quasi horizontally inhomogeneous
approach. Recall that the research objective was to investigate the signatures of an ocean in the planetary
phase curves. The main conclusions of this research are presented below.

Normalized reflected flux
The planetary phase curves of the normalized reflected flux by a clear ocean planet at the considered wave-
lengths intersect at a phase angle of 135◦, which we explained by the wavelength dependence of the reflec-
tion and attenuation by the atmospheric gas layer versus the wavelength independent Fresnel reflection. We
semi-analytically showed that the location of the intersection point is independent of wind speed which can
be explained by the integration over the planetary disk. We showed that when a set of wavelengths is used
the intersection in the flux is not a unique characteristic of reflection by an ocean, since it also appears when
clouds are modeled with a Rayleigh scattering gas layer on top. The location of the intersection point, how-
ever, could help estimating the cloud fraction, since it shifts towards smaller planetary phase angles with
increasing clouds fraction, for both the patchy cloudy planet and a quasi horizontally inhomogeneous mix of
a clear and cloudy ocean planet. We showed that in that case we should not forget that (1) the intersection
point may not move away from α= 135◦ in the presence of a substellar cloud, which may have been rotated
away from the observer at big phase angles, and that (2) the intersection point also moves towards bigger
phase angles with increasing surface pressure.

Furthermore, we showed that the absence of an apparent intersection may be a false negative of an ocean,
when the surface pressure is higher than about 10 bar. Finally, the variability in the phase curves of the
patchy clouds at big phase angles increases with decreasing wind speed, which can be explained by the glint
appearing and hiding behind the patchy clouds. This variability is strongest at long wavelengths but should
be interpreted with care because we did not consider possible other types of surface reflection below the
clouds.

Degree of polarization and polarized flux
In the presence of an ocean, the peak of the degree of polarization shifts, from the symmetrical bell-shape
around α ≈ 90◦, in the direction of α = 106◦ which corresponds to the local Brewster angle. With increasing
wavelength, i.e. decreasing scattering optical thickness of the atmosphere, the reflection by the ocean be-
comes more dominant and the shift is more apparent. This shift was suggested by Zugger et al. (2010, 2011a)
as a potential indicator of an exoplanetary ocean. We showed that the shift of the peak degree of polarization
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of light reflected by a clear ocean planet is sensitive to surface pressure: the peak shift can hardly be detected
for a surface pressure of 5 bar and is absent for a surface pressure of 10 bar.

The degree of polarization of both the clear ocean planet and the clear Lambertian planet with a black sur-
face increases with wavelength. The high degree of polarization for the ocean planets is caused by the Fresnel
reflection and decreased attenuation in the atmosphere, while the high degree of polarization in the red for
the Lambertian planet is caused by singly scattered (and limited multiply scattered) light from the gas. The
degree of polarization only does, however, not provide information about how much polarized flux actually
can be measured. An intersection point in the polarized flux, in terms of Stokes parameter Q, is found for
the phase curves of the considered wavelengths in case of a clear ocean planet, which is absent for the clear
Lambertian planet because of the low polarized flux from molecular single scattering. The intersection in the
polarized flux may be more useful than the degree of polarization peak shift for the detection of an ocean
because (1) at short wavelengths (350 nm, 443 nm, and 550 nm) no shift of the peak degree of polarization
can be detected for both the clear ocean planet and the clear Lambertian planet, while the intersection in Q
is already apparent at these wavelengths only for the ocean planet, (2) the shift of the peak degree of polariza-
tion is increasingly diminished with increasing surface pressure, while the intersection in Q is hardly affected
(provided that a near-infrared wavelength is combined with a short wavelength), (3) a substellar cloud on a
black Lambertian planet may also result in an intersection in the degree of polarization. The substellar cloud
causes a small color reversal for the Lambertian planet when the cloud has been rotated away from the ob-
server, due to polarization of single scattering at long wavelengths in the absence of a cloud, while Q shows
an intersection in the presence of an ocean underneath the cloud only.

We concluded that for a homogeneous cloud deck with a gas layer on top the ocean could not be retrieved.
The clouds were also one of the limiting factors for the peak polarization shift due to Fresnel reflection in the
work of Zugger et al. (2010, 2011a). We showed that, when modeling the phase curves for planets of random
patchy cloud cover configurations, the degree of polarization approximately alternates between the cloudy
and clear ocean planet phase curves, since the degree of polarization, in particular in the red, is mostly de-
termined by the glint appearing and hiding behind patchy clouds. Because the difference in the degree of
polarization between the end-member cases (i.e. cloudy and clear ocean planets) is largest at 865 nm, the
variability in the phase curves is largest.

The location of the intersection point in the mean phase curves for the patchy clouds strongly depends on
cloud fraction. Together with the wavelength dependence of the magnitude of the rainbow feature in Q, the
location of the intersection point could therefore help estimating the cloud fraction. Note that, because we
modeled the planetary phase curves at a set of wavelengths, and because our model includes a gas layer
above the clouds, the clouds are not necessarily a limiting factor in the detection of an ocean. Actually, their
presence is the reason that an intersection is observed in the degree of polarization, which is absent for the
Lambertian cloudy planet. This is a direct result of the opposite order of wavelengths in the degree of po-
larization for the clear ocean planet compared to the cloudy planets, while the ocean reflection increasingly
dominates with increasing phase angle.

Final remarks
The most apparent ocean feature in the degree of polarization, for cloud fractions smaller than 100%, is the
intersection of the phase curves of the degree of polarization at the considered wavelengths, which is visible
for either the patchy clouds, substellar cloud and the quasi horizontally inhomogeneous model. At low cloud
fractions, this intersection occurs at beneficial planetary phase angles (α ≈ 122◦ − 132◦ for cloud fractions
of 25%-50%) which does not require unrealistically small inner working angles of the telescope. However, a
color reversal could, although no very apparent, also be found in case of a substellar cloud above an extremely
dark surface (e.g. a dark rocky planet).

The most robust feature related to the presence of an ocean is the intersection in the Stokes parameter Q
at approximately 120◦ (and shifts towards bigger phase angles with increasing cloud fraction). This color
reversal in the polarized flux was observed in the presence of an ocean for surface pressures up to 10 bar and
cloud fractions up to 95% and was never found when the ocean was absent. We concluded that, if the aim is
to increase the ocean detectability (i.e. at a larger range of surface pressures), it is recommended to increase
the wavelength range. For example, if at least two wavelengths are combined, where one wavelengths is in
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the near-infrared and the other in the short or mid-visible range, the intersection point in Q is more apparent
for 10 bar. Note, however, that we showed in Section 7.2.6 that it would be hard to distinguish between water,
water ice and liquid methane in the near future by inspection of the phase curves only. The following two
hypotheses should not be confused:

1. If the exoplanet is completely covered by a (frozen) ocean, then an intersection point in Stokes param-
eter Q may be found.

2. If an intersection point in Stokes parameter Q is measured, then a (frozen) ocean is present on the
planet.

Hypothesis 1 can already be rejected from this research, since, although the intersection point in Q appears
to be very robust compared to the shift of the peak in the degree of polarization towards the Brewster angle,
it is vanished for 100% cloud fraction. Also, it is reasonable to expect, by inspection of Figure 7.13c, that for
very high surface pressures (e.g. more than 20 bar) the intersection in Q would vanish. Of course, if we would
add to the hypothesis idealized circumstances for the planet, Hypothesis 1 could be modified such that it can
be accepted. However, in that case these circumstances for the planet should first be proven. If we would
assume, for some reason, that the atmospheres on oceanic exoplanets are Earth-like, from the results of this
research the modified Hypothesis 1 could temporarily be accepted, provided that any other attempt in the
future to model an Earth-like atmosphere on top of an ocean planet also yields an intersection point in Q.

Hypothesis 2 can be rejected if there are no planets without an ocean that cause an intersection point in the
planetary phase curves of the Stokes parameter Q. We showed that a cloud deck (with a gas layer on top) on a
Lambertian planet may increase the normalized reflected flux at long wavelengths, but an intersection point
in Q was absent. Highly reflecting poles may possibly increase the flux in the crescent phase as well (Cowan
et al. 2012). However, unless the surface reflection by the poles is strongly polarizing, it may be expected that
the polarized flux does not significantly increase at red and near-infrared wavelengths, compared to the po-
larized flux from Fresnel reflection. In fact, it remains to be shown that the intersection in Stokes parameter Q
may also occur when an ocean on the planet is absent.

Finally, it should be mentioned that one of the limiting factors in the work of Zugger et al. (2010, 2011a)
were the maritime aerosols in the atmosphere, such as a mixture of water droplets and crystals of sea salt
above the sea surface. We did not take these maritime aerosols into account in our clear (i.e. cloud free)
models. Since atmospheric aerosols generally decrease the polarization signal, the polarization results in this
research thus may be interpreted as the maximum polarization signals that could be detected in the absence
of atmospheric aerosols. This is useful because (1) it is unknown what the potential characteristics are of
the aerosol profiles of oceanic exoplanets and (2) neglecting the atmospheric aerosols limited the parameter
space which allowed us to describe the sensitivity of the signal on the ocean parameters and the horizontally
inhomogeneous cloud covers only. For the purpose of realistically modeling an Earth-like atmosphere the
implementation of these aerosols is desired, and will be done in a future study.





9
Recommendations

Below the recommendations for future studies are listed.

• In this research the direction of wind speed was assumed to be isotropic. Zugger et al. (2010) men-
tioned that for the application to horizontal homogeneous oceanic exoplanets, where no continents
are present to break the winds, the winds may be very strong and unidirectional. This could result in
a highly asymmetric shape of the planetary phase curves. In that case, a wind-anisotropic probability
distribution of the wave facet may be more appropriate, which can be modeled with the Gram-Charlier
series expansion (Equation 5.20).

• The features of an ocean that were found at wavelengths where the atmosphere is thin enough to ap-
proach the Fresnel solution (i.e. the increased reflected flux at large phase angles, the shift of the po-
larization peak towards two times the Brewster angle and the increase in magnitude of Q at big phase
angles) may also be detected when the ocean consists of another substance than liquid water but with
a real refractive index in the same range (1.29-1.34), or even when it would be frozen, clear and uncov-
ered by other materials. Nevertheless, the estimation of the temperature of the planet, the location of
the rainbow in the planetary phase curve and the detection of the gaseous absorption bands together
may potentially constrain the chemical cycle present on the planet. If, additionally, the oceanic fea-
tures mentioned above are detected in the planetary phase curves, these constraints would most likely
also constrain the material of the (frozen) ocean, provided that this ocean is a main contributor to the
chemical cycle similar to the oceans on planet Earth. For an Earth-like atmospheric composition (and
for various pressures and cloud covers), the phase curves presented in this research can be used. If
the chemical cycle will be, for example, based on methane, the phase curves need to be modeled for
planets with Titan-like atmospheres on top of the oceans. In that case, also the dependency of the re-
lation between wind speed and interface roughness on the viscosity of the liquid should preferably be
corrected for, as explained in Section 7.2.6.

• Although we decided not to include hydrosols in the water layer, the code is ready for implementa-
tion of these hydrosols if their scattering matrix elements are properly determined. Thus, Equation 6.3
can be used to compute the single scattering matrix of the water where hydrosols are included, where
the single scattering matrix elements of the hydrosols are implemented through Fb and the absorption
and scattering coefficient can be computed with the bio-optical model for Case 1 Waters of Morel and
Maritorena (2001), following the equations stated in Chowdhary et al. (2006). It should, however, be re-
membered that the retrieval of hydrosols from space in Earth-observation is already a challenging task
and the top of the atmosphere total and polarized reflectance sensitivities to chlorophyll concentration
are small (see Fig. 5 en 6 of Chowdhary et al. 2012). Nevertheless, in a hypothetical exoplanetary ocean
(1) the chlorophyll concentration may possibly be extremely high or (2) the oceans may possibly be
shallow (note that the depth of the ocean can be varied in the code and that the albedo of the bottom of
the ocean can be set). In the latter case it should be checked whether the assumption of Case 1 Waters
is still valid, since the category Case 2 Waters is usually employed in oceanography for shallow waters
(Gitelson et al. 2009).
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• In a second version of the code, the water layer is replaced by a subinterface Lambertian surface with
an ocean albedo that (1) is computed with the bio-optical model of Morel and Maritorena (2001) (in-
cluding chlorophyll concentration) or (2) is defined by the user. Option (2) was used in this study to
model the black ocean by setting the albedo equal to zero. Note that in Figure 6.1a we saw that the re-
computed ocean albedo from the adding-doubling method was slightly different than the output of the
bio-optical model when using option (1). Nevertheless, this second version of the code may be useful if
one wants to neglect the color of the ocean as a first order approximation, for example if the code will be
used for modeling Fresnel reflection by a methane ocean on a Titan-like planet. Note that, contrary to
the equations for the air-water interface presented in most Earth-observation papers (e.g. Mishchenko
and Travis 1997; Zhai et al. 2010), we analytically re-derived all reflection and transmission solutions
through the interface keeping the refractive index of air, n1, in the equations (i.e. instead of eliminating
this parameter since n1 ≈1 for an Earth-like atmosphere). Hence, in future studies, both the refractive
index of the atmosphere and liquid can be varied in the interface computations of the code.

• Zugger et al. (2010, 2011a,b) used Lorenz-Mie theory to show that atmospheric maritime aerosols just
above the ocean surface decrease the degree of polarization signal. It is desired to investigate the sensi-
tivity of the signal on maritime aerosols, such as a mix of salt crystals and water droplets, when horizon-
tally inhomogeneous model planets are used. On the other hand, only analyzing the end member case
of a clear (i.e. non-cloudy) ocean with maritime aerosols could already answer the question whether
an intersection point can be expected in Q. A deliberate study to the effect of Earth-like aerosols and
aerosol profiles, but also to the effect of hypothetical aerosols and aerosol profiles to explore the param-
eter space for exoplanets, is strongly recommended to increase the knowledge about the limitations of
the research presented in this thesis.

• Hypothesis 2 of the former section implies that it remains to be shown that the intersection in the
Stokes parameter Q may also occur when an ocean on the planet is absent. In other words, there is a
need to model the phase curves of potential model planets that cause a high reflected polarized flux
at red and near-infrared wavelengths at big phase angles. If all these model planets do not show an
intersection point in Q, Hypothesis 2 could temporarily be accepted. As a first step, one can assume
that the atmospheric composition (from transit spectroscopy) and surface temperature (from stellar
luminosity and orbital period) are approximately determined. In order to look for false positives for
the presence of an ocean, the phase curves can be modeled for planets with all kind of hypothetical
surface reflections that could occur underneath Earth-like atmospheres (e.g. desert planets, realistic
rocky planets, planets covered by snow or dirty ice and vegetated planets, either cloudy, partly cloudy
and clear, and possibly in the form of continents or poles).

• Note that in this research we did not investigate the effect of continents. While the planets rotates
around its axis, a longitudinal inhomogeneous land cover would probably induce oscillations in the
flux, degree of polarization and polarized flux because the glint appears and disappears. These os-
cillations would differ from the oscillations caused by patchy clouds, because the patchy clouds are
modeled randomly while the continents would induce a periodic signal. It could be studied (1) what
the effect is on the ocean related features in the (polarized) flux and degree of polarization, (2) what
knowledge could be retrieved about the land cover and (3) what knowledge could be retrieved about the
rotation rate of the planet. Possibly, an autocorrelation study could be performed, however, it should
be kept in mind that near future telescopes require a certain integration time for their measurements.
This potential future research would benefit from a literature study to realistic integration times of near
future and far future telescopes and expected ranges of planetary rotation rates. Also, we showed that
the quasi horizontally inhomogeneous approach is a good approximation for the mean phase curves
in case of patchy clouds above an ocean planet. However, when other horizontal inhomogeneities
would be introduced, it may be expected that the quasi horizontally inhomogeneous approach loses
performance compared to the horizontally inhomogeneous approach. It remains to be shown what
the differences are in the results of both methods when continents are introduced.
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Appendix

A.1. Relation between the Amplitude and Scattering Matrix
This appendix shows the computation of the scattering matrix elements from the amplitude matrix elements
as was presented by van de Hulst (1957). First, reconsider the amplitude matrix as in Equation 2.1:(

S2 S3

S4 S1

)
(A.1)

Then, compute the real numbers Mk , Sk j , S j k , Dk j and D j k from the relations:

Mk = Sk S∗
k = |Sk |2 (A.2)

Bk j = B j k = 1

2
(S j S∗

k +Sk S∗
j ) (A.3)

−Dk j = D j k = i

2
(S j S∗

k −Sk S∗
j ) (A.4)

where j,k = 1, 2, 3, 4 and the asterisk denotes the complex conjugate. Then, by substitution of these real
numbers the scattering matrix yields (see van de Hulst 1957, Sec 5.14)

F =


1
2 (M2 +M3 +M4 +M1) 1

2 (M2 −M3 +M4 −M1) B23 +B41 −D23 −D41
1
2 (M2 +M3 −M4 −M1) 1

2 (M2 −M3 −M4 +M1) B23 −B41 −D23 +D41

B24 +B31 B24 −B31 B21 +B34 −D21 +D34

D24 +D31 D24 −D31 D21 +D34 B21 −B34

 (A.5)
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A.2. Second Order of Scattering
Following the iterative scheme presented in 2.2.1 the expression for the scattered intensity of the second or-
der (see Hovenier 1971, Eq. A-25) is derived in this Appendix.

1. Compute intensity of the downward beam not scattered at all at the top of the medium for n = 0.
Assuming the incident to be in the downward direction (u > 0), from Equation 2.49 we have

I0(τ,u,µ0,ϕ−ϕ0) = e−τ/uδ(u −µ0)δ(ϕ−ϕ0)πF0 (A.6)

2. Compute source vector of the beam scattered once in the medium, so n = 1.

In−1 = I0 = I0(τ,u,µ0,ϕ′−ϕ0) (A.7)

J1(τ,u,µ0,ϕ−ϕ0) = a

4π

∫ 1

−1
du′

∫ 2π

0
dϕ′Z (u,u′,ϕ−ϕ′)I0(τ,u′,µ0,ϕ′−ϕ0) (A.8)

= a

4π

∫ 1

−1
du′

∫ 2π

0
dϕ′Z (u,u′,ϕ−ϕ′)

[
e−τ/u′

δ(u′−µ0)δ(ϕ′−ϕ0)πF0

]
(A.9)

= a

4
Z (u,µ0,ϕ−ϕ0)e−τ/µ0 F0 (A.10)

3. Compute intensities of the beam scattered once in the medium.
Hovenier (1971) defined the functions

c(τ,u,µ0) =
∫ τ

0

dτ′

u
e−τ

′/µ0 e−(τ−τ′)/u =


µ0
µ0−u

(
e−τ/µ0 −e−τ/u

)
(u 6=µ0)

τ
µ0

e−τ/µ0 (u =µ0)
(A.11)

and

d(τ,u,µ0) =
∫ b

τ

dτ′

(−u)
e−τ

′/µ0 e−(τ′−τ)/(−u) = µ0

µ0 −u

(
e−τ/µ0 −e(b−τ)/ue−b/µ0

)
(A.12)

Using these functions, for the downward direction (u > 0) we find

I1(τ,u,µ0,ϕ−ϕ0) =
∫ τ

0

dτ′

u
J1(τ′,u,µ0,ϕ−ϕ0)e−(τ−τ′)/u

=
∫ τ

0

dτ′

u

a

4
Z (u,µ0,ϕ−ϕ0)e−τ

′/µ0 e−(τ−τ′)/u F0 (A.13)

= a

4
Z (u,µ0,ϕ−ϕ0)c(τ,u,µ0)F0

By analogy, for the upward direction (u < 0) we find

I1(τ,u,µ0,ϕ−ϕ0) = a

4
Z (u,µ0,ϕ−ϕ0)d(τ,u,µ0)F0 (A.14)

and for u = 0

I1(τ,0,µ0,ϕ−ϕ0) = a

4
Z (0,µ0,ϕ−ϕ0)e−τ/µ0 F0 (A.15)

4. Set n = 2 and go back to step 2

5. Calculate source vector of the beam scattered twice in the medium, so n = 2.

In−1 = I1 = I1(τ,u,µ0,ϕ′−ϕ0) (A.16)

The 2nd order source vector may be written as

J2(τ,u,µ,ϕ−ϕ′) = a

4π

∫ 1

−1
du′

∫ 2π

0
dϕ′Z (u,u′,ϕ−ϕ′)I1(τ,u′,µ0,ϕ′−ϕ0)

= a2

16π

∫ 1

0
du′

∫ 2π

0
dϕ′ [Z (u,u′,ϕ−ϕ′)Z (u′,µ0,ϕ′−ϕ)c(τ,u′,µ0)F0 (A.17)

+Z (u,−u′,ϕ−ϕ′)Z (−u′,µ0,ϕ′−ϕ0)d(τ′,−u′,µ0)F0
]

It may be noted that in the expression above the incident directional cosines are replaced by their neg-
ative counterparts (u′ =−u′) for the upward direction such that the integral is evaluated from 0 to 1.
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6. Compute intensities of the beam scattered twice in the medium.

I2(τ,u,µ0,ϕ−ϕ0) =
∫ τ

0

dτ′

u
J2(τ′,u,µ0,ϕ−ϕ0)e−(τ−τ′)/u

=
∫ τ

0

dτ′

u

a2

16π

∫ 1

0
du′

∫ 2π

0
dϕ′ [Z (u,u′,ϕ−ϕ′)Z (u′,µ0,ϕ′−ϕ)c(τ′,u′,µ0)F0 (A.18)

+Z (u,−u′,ϕ−ϕ′)Z (−u′,µ0,ϕ′−ϕ0)d(τ′,−u′,µ0)F0
]

e−(τ−τ′)/u

Write out c and d again for u 6=µ0 in the expression above.

I2(τ,u,µ0,ϕ−ϕ0) =
∫ τ

0

dτ′

u

a2

16π

∫ 1

0
du′

∫ 2π

0
dϕ′ [Z (u,u′,ϕ−ϕ′)Z (u′,µ0,ϕ′−ϕ)

·
∫ τ

0

dτ′

u
e−τ

′/µ0 e−(τ−τ′)/u µ0

µ0 −u′
(
e−τ

′/µ0 −e−τ
′/u′)

F0 (A.19)

+Z (u,−u′,ϕ−ϕ′)Z (−u′,µ0,ϕ′−ϕ0)

·
∫ b

τ

dτ′

(−u)
e−τ

′/µ0 e−(τ′−τ)/(−u) µ0

µ0 +u′
(
e−τ

′/µ0 −e(b−τ′)/(−u′)e−b/µ0
)

F0

]
e−(τ−τ′)/u

Evaluate the integrals.

µ0

µ0 −u′

∫ τ

0

dτ′

u

(
e−τ

′/µ0 −e−τ
′/−u′

e−(τ−τ′)/u
)
= µ0

µ0 −u′
[
c(τ,u,µ0)− c(τ,u,u′)

]
(A.20)

µ0

µ0 +u′

∫ τ

0

dτ′

u

(
e−τ

′/µ0 −e(b−τ′)/(−u′)e−b/µ0
)

e−(τ−τ′)/u

= µ0

µ0 +u′

[
c(τ,u,µ0)−

∫ τ

0

dτ′

u
e(b−τ′)/u′

e−b/µ0 e−(τ−τ′)/u
]

= µ0

µ0 +u′

[
c(τ,u,µ0)−

∫ τ

0

dτ′

u
e−τ

′/u′
e
−b

(
1
µ0

+ 1
u′

)
e−(τ−τ′)/u

]
(A.21)

= µ0

µ0 +u′

[
c(τ,u,µ0)−e

−b
(

1
µ0

+ 1
u′

)
c(τ,u,−u′)

]
Substituting the evaluated integrals into Equation A.19 yields the intensity vector for the second order
of scattering for u > 0 (Equation A.22). The expression for u < 0 may be obtained by replacing functions
c by functions d (Hovenier et al. 2004).

I2(τ,u,µ0,ϕ−ϕ0) = a2µ0

16π

∫ 1

0
du′

∫ 2π

0
dϕ′

·
c(τ,u,µ0)−e

−b
(

1
µ0

+ 1
u′

)
c(τ,u,−u′)

µ0 +u′ Z (u,−u′,ϕ−ϕ′)Z (−u′,µ0,ϕ′−ϕ0)F0 (A.22)

+c(τ,u,µ0)− c(τ,u,u′)
µ0 −u′ Z (u,u′,ϕ−ϕ′)Z (u′,µ0,ϕ′−ϕ0)F0

]
(u > 0)

This latter expression is equivalent to Equation 4.27 in Hovenier et al. (2004) and was first derived in
Hovenier (1971).
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A.3. Derivation of the Adding Equations
This appendix shows the derivation of the adding equations of Hovenier (1971) including all intermediate
steps, which is particularly useful if one wants to understand how these adding equations originate from the
description of light reflected and transmitted by an interface separating two plane-parallel layers.

In Section 3.1 the descriptions of the intensity vector of the first three crossings of the interface illustrated in
Figure 3.1 were presented as

I (1)(b′,µ,ϕ) = e−b′/µI0(0,µ,ϕ)+ 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′T ′(µ,µ′,ϕ−ϕ′)I0(0,µ′,ϕ′) (A.23)

I (2)(b′,−µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)I (1)(b′,µ′,ϕ′) (A.24)

I (3)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′R ′∗(µ,µ′,ϕ−ϕ′)I (2)(b′,−µ′,ϕ′) (A.25)

where I (1) and I (3) are traveling downward and I (2) is in the upward direction. Thus, following Hovenier et al.
(2004), Equation A.25 may also be written as (Hovenier et al. 2004, Eq. 5.4 and 5.5)

I (3)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q1(µ,µ′,ϕ−ϕ′)I (1)(b′,µ′,ϕ′) (A.26)

where

Q1(µ,µ0,ϕ−ϕ0) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′R ′∗(µ,µ′,ϕ−ϕ′)R ′∗(µ′,µ0,ϕ′−ϕ0) (A.27)

By the continuation of this approach, the fifth crossing of the interface may indeed be written as (Hovenier
et al. 2004, Eq. 5.6)

I (5)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q1(µ,µ′,ϕ−ϕ′)I (3)(b′,µ′,ϕ′) (A.28)

As mentioned in Section 3.1 this may be recognized as the start of an infinite series (Hovenier et al. 2004, cf.
Eq. 5.8 and 5.9). Hence, the total radiance traveling downward at the interface may be given by

I (tot ,down)(b′,µ,ϕ) = I (1)(b′,µ,ϕ)+ I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ) (A.29)

with

I (2p+3)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp+1(µ,µ′,ϕ−ϕ′)I (1)(b′,µ′,ϕ′) (A.30)

and where

Qp+1(µ,µ0,ϕ−ϕ0) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q1(µ,µ′,ϕ−ϕ′)Qp (µ′,µ0,ϕ′−ϕ0) (A.31)

for p = 1,2,3, ... (see Hovenier et al. 2004, Section 5.2). Recall, however, that the total downward traveling
radiance for a multiple scattering event at τ= b′ may be presented by Equation 2.54

I (b′,µ,ϕ) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′D(b′,µ,µ′,ϕ−ϕ′)I0(0,µ′,ϕ′)+e−b′/µI0(0,µ,ϕ) (A.32)

Equating Equations A.29 and A.32 yields the expression

1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′D(b′,µ,µ′,ϕ−ϕ′)I0(0,µ′,ϕ′)+e−b′/µI0(0,µ,ϕ) = I (1)(b′,µ,ϕ)+I (3)(b′,µ,ϕ)+

∞∑
p=1

I (2p+3)(b′,µ,ϕ)

(A.33)
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Substitute for I (1)(b′,µ,ϕ) (Equation A.23)

1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′D(b′,µ,µ′,ϕ−ϕ′)I0(0,µ′,ϕ′)+e−b′/µI0(0,µ,ϕ) =

e−b′/µI0(0,µ,ϕ)+ 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′T ′(µ,µ′,ϕ−ϕ′)I0(0,µ′,ϕ′)+ I (3)(b′,µ,ϕ) (A.34)

+
∞∑

p=1
I (2p+3)(b′,µ,ϕ)

Note that the primes for the symbols b and T do not indicate integrand variables, as for µ and ϕ, but rather
denote the upper layer here. Consider the incident light beam to be monodirectional such that I0(0,µ,ϕ) =
δ(µ−µ0)δ(ϕ−ϕ0)πF0 where δ is the Dirac delta function (see Section 2.2.1)

µ0D(b′,µ,µ0,ϕ−ϕ0)F0 +e−b′/µ0πF0 = e−b′/µ0πF0 +µ0T ′(µ,µ0,ϕ−ϕ0)F0 + I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ)

(A.35)
Eliminate e−b′/µ0πF0 on both sides.

µ0D(b,µ,µ0,ϕ−ϕ0)F0 =µ0T ′(µ,µ0,ϕ−ϕ0)F0 + I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ) (A.36)

As an intermezzo, evaluate the last two terms of Equation A.36 by substituting I (3) (Equation A.26) and I (2p+3)

(Equation A.30).

I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q1(µ,µ′,ϕ−ϕ′)I (1)(b′,µ′,ϕ′)

+
∞∑

p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp+1(µ,µ′,ϕ−ϕ′)I (1)(b′,µ′,ϕ′) (A.37)

Substitute for I (1)(b′,µ,ϕ) (Equation A.23) such that

I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ) = 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q1(µ,µ′,ϕ−ϕ′)

[
e−b′/µ′ I0(0,µ′,ϕ′)

+ 1

π

∫ +1

0
µ′′dµ′′

∫ 2π

0
dϕ′′T ′(µ′,µ′′,ϕ′−ϕ′′)I0(0,µ′′,ϕ′′)

]
+

∞∑
p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp+1(µ,µ′,ϕ−ϕ′)

[
e−b′/µ′ I0(0,µ′,ϕ′)

+ 1

π

∫ +1

0
µ′′dµ′′

∫ 2π

0
dϕ′′T ′(µ′,µ′′,ϕ′−ϕ′′)I0(0,µ′′,ϕ′′)

]
(A.38)

where an extra prime is added for µ and ϕ when a second integration over solid angle (in between the square
brackets) is performed. Note that Q1 +∑∞

p=1 Qp+1 =∑∞
p=1 Qp , therefore

I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ) =

∞∑
p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp (µ,µ′,ϕ−ϕ′)

[
e−b′/µ′ I0(0,µ′,ϕ′)

+ 1

π

∫ +1

0
µ′′dµ′′

∫ 2π

0
dϕ′′T ′(µ′,µ′′,ϕ′−ϕ′′)I0(0,µ′′,ϕ′′)

]
(A.39)

Consider again the incident light beam to be monodirectional writing it as I0(0,µ,ϕ) = δ(µ−µ0)δ(ϕ−ϕ0)πF0
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where δ is the Dirac delta function (see Section 2.2.1) and substitute this into Equation A.39.

I (3)(b′,µ,ϕ)+
∞∑

p=1
I (2p+3)(b′,µ,ϕ)

=
∞∑

p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp (µ,µ′,ϕ−ϕ′)

[
e−b′/µ′δ(µ′−µ0)δ(ϕ′−ϕ0)πF0

+ 1

π

∫ +1

0
µ′′dµ′′

∫ 2π

0
dϕ′′T ′(µ′,µ′′,ϕ′−ϕ′′)δ(µ′′−µ0)δ(ϕ′′−ϕ0)πF0

]
=

∞∑
p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp (µ,µ′,ϕ−ϕ′)

[
e−b′/µ′δ(µ′−µ0)δ(ϕ′−ϕ0)πF0

]
+

∞∑
p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp (µ,µ′,ϕ−ϕ′)

[
1

π

∫ +1

0
µ′′dµ′′

∫ 2π

0
dϕ′′T ′(µ′,µ′′,ϕ′−ϕ′′)δ(µ′′−µ0)δ(ϕ′′−ϕ0)πF0

]

=
∞∑

p=1
Qp (µ,µ0,ϕ−ϕ0)e−b′/µ0µ0F0 +

∞∑
p=1

1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Qp (µ,µ′,ϕ−ϕ′)T ′(µ′,µ0,ϕ′−ϕ0)µ0F0 (A.40)

Introduce the notation Q(µ,µ0,ϕ−ϕ0) =∑∞
p=1 Qp of Hovenier et al. (2004) (Eq. 5.13), and substitute the latter

result into Equation A.36, yielding the expression

µ0D(b′,µ,µ0,ϕ−ϕ0)F0 =µ0T ′(µ,µ0,ϕ−ϕ0)F0 +Q(µ,µ0,ϕ−ϕ0)e−b′/µ0µ0F0

+ 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q(µ,µ′,ϕ−ϕ′)T ′(µ′,µ0,ϕ′−ϕ0)µ0F0 (A.41)

Dividing both sides of Equation A.41 by µ0F0 gives the desired adding equation for the downward traveling
light at the interface (cf. Equation 3.7):

D(b′,µ,µ0,ϕ−ϕ0) =T ′(µ,µ0,ϕ−ϕ0)+e−b′/µ0Q(µ,µ0,ϕ−ϕ0)

+ 1

π

∫ +1

0
µ′dµ′

∫ 2π

0
dϕ′Q(µ,µ′,ϕ−ϕ′)T ′(µ′,µ0,ϕ′−ϕ0) (A.42)

The next step is to derive the adding equation for the upward traveling light at the interface in Figure 3.1
which is relatively straightforward since the adding equation for the downward traveling light at the interface
was obtained above. That is, the upward traveling light crossing the interface is the reflected light from the
bottom layer, emerging at the top of the bottom layer (at τ= b′), presented by (cf. Equation 2.55 and 2.56)

I (b′,−µ,ϕ) = 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)Ii nc (b′,µ′,ϕ′) (A.43)

where R ′′ is again the reflection matrix of the bottom layer and Ii nc is the downweling incident beam at the
top of the bottom layer originating from the top layer given by (cf. Equation 2.54)

Ii nc (b′,µ′,ϕ′) = e−b′/µI0(0,µ,ϕ)+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′D(b′,µ,µ′,ϕ−ϕ′)I (0,µ′,ϕ′) (A.44)

Substituting Equation A.44 into A.43 gives

I (b′,−µ,ϕ) = 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)

[
e−b′/µ′ I0(0,µ′,ϕ′)

+ 1

π

∫ 1

0
µ′′dµ′′

∫ 2π

0
dϕ′′D(b′,µ′,µ′′,ϕ′−ϕ′′)I (0,µ′′,ϕ′′)

]
(A.45)

where again an extra prime is added when a second integration is performed over the solid angle (in between
the square brackets) to distinguish the integrand variables. Substituting again for I0(0,µ,ϕ) = δ(µ−µ0)δ(ϕ−
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ϕ0)πF0 gives

I (b′,−µ,ϕ) = 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)

[
e−b′/µ′δ(µ′−µ0)δ(ϕ′−ϕ0)πF0

+ 1

π

∫ 1

0
µ′′dµ′′

∫ 2π

0
dϕ′′D(b′,µ′,µ′′,ϕ′−ϕ′′)δ(µ′′−µ0)δ(ϕ′′−ϕ0)πF0

]
= 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)

[
e−b′/µ′δ(µ′−µ0)δ(ϕ′−ϕ0)πF0

]
+ 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)[

1

π

∫ 1

0
µ′′dµ′′

∫ 2π

0
dϕ′′D(b′,µ′,µ′′,ϕ′−ϕ′′)δ(µ′′−µ0)δ(ϕ′′−ϕ0)πF0

]
=µ0R ′′(µ,µ0,ϕ−ϕ0)

[
e−b′/µ0 F0

]
+ 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)D(b′,µ′,µ0,ϕ′−ϕ0)µ0F0 (A.46)

Recall from Equations 2.58 and 2.56 that the light traveling upward at the interface for a monodirectional
incident beam may be presented by

I (b′,−µ,ϕ) =µ0U (b′,µ,µ′,ϕ−ϕ′)F0 (A.47)

Equation Equations A.46 and A.47 gives

µ0U (b′,µ,µ′,ϕ−ϕ′)F0 =

µ0R ′′(µ,µ0,ϕ−ϕ0)e−b′/µ0 F0 + 1

π

∫ 1

0
µ′dµ

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)D(b′,µ′,µ0,ϕ′−ϕ0)µ0F0 (A.48)

Dividing both sides of Equation A.48 by µF0 gives the desired adding equation for the upward traveling light
at the interface (cf. Equation 3.8):

U (b′,µ,µ0,ϕ−ϕ0) = e−b′/µ0 R ′′(µ,µ0,ϕ−ϕ0)

+ 1

π
µ′dµ′

∫ 2π

0
dϕ′R ′′(µ,µ′,ϕ−ϕ′)D(b′,µ′,µ0,ϕ′−ϕ0) (A.49)

The light traveling upward at the interface is also the incident light at the bottom of the top layer, hence, at
the top of the top layer τ= 0 the upward traveling radiance is (cf. Equation 2.63)

I (0,−µ,ϕ) =e−b′/µIi nc (b′,−µ,ϕ)+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕT ′∗(µ,µ′,ϕ−ϕ′)Ii nc (b′,−µ,ϕ)

= e−b′/µ [
µ0U (b′,µ,µ0,ϕ−ϕ0)F0

]+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕT ′∗(µ,µ′,ϕ−ϕ′)

[
µ0U (b′,µ′,µ0,ϕ′−ϕ0)F0

]
(A.50)

Note that the light described by Equation A.50 emerging at the top of the top layer represents only the contri-
bution of the bottom layer to the reflected light by the combined layer. Therefore, we can write

µ0
[
R(µ,µ0,ϕ−ϕ0)−R ′(µ,µ0,ϕ−ϕ0)

]
F0 =

e−b′/µ [
µ0U (b′,µ,µ0,ϕ−ϕ0)F0

]+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕT ′∗(µ,µ′,ϕ−ϕ′)

[
µ0U (b′,µ′,µ0,ϕ′−ϕ0)F0

]
(A.51)

By dividing both sides of Equation A.51 by µ0F0 the desired adding equation for the reflected light at the top
of the combined layer may be given by (cf. Equation 3.9)

R(µ,µ0,ϕ−ϕ0) =R ′(µ,µ0,ϕ−ϕ0)+e−b′/µU (b′,µ,µ0,ϕ−ϕ0)

+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕT ′∗(µ,µ′,ϕ−ϕ′)U (b′,µ′,µ0,ϕ′−ϕ0) (A.52)
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The light traveling downward at the interface is also the incident light at the top of the bottom layer, hence,
at the bottom of the bottom layer (τ= b′′) the transmitted radiance is (cf. Equation 2.54)

I (b′′,µ,ϕ) = 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′′(µ,µ′,ϕ−ϕ′)Ii nc (b′,µ′,ϕ′)+e−b′′/µIi nc (b′,µ′,ϕ′)

= 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′′(µ,µ′,ϕ−ϕ′)

[
µ0D(b′,µ,µ0,ϕ−ϕ0)F0

]+e−b′′/µ [
µ0D(b′,µ,µ0,ϕ−ϕ0)F0

]
(A.53)

Note that the light described by Equation A.53 emerging at the bottom of the bottom layer represents only
the transmittance of the incident light at the interface that was scattered at least once in the upper layer (see
Section 2.2.2 for the definition of the multiple scattering matrices). Therefore, we can write for the combined
layer

µ0T (µ,µ0,ϕ−ϕ0)F0 = Ii nc,unscat ter ed (b′,µ,µ0,ϕ−ϕ0)T ′′(µ,µ0,ϕ−ϕ0)

+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′′(µ,µ′,ϕ−ϕ′)

[
µ0D(b′,µ,µ0,ϕ−ϕ0)F0

]+e−b′′/µ [
µ0D(b′,µ,µ0,ϕ−ϕ0)F0

]
=µ0e−b′/µ0 T ′′(µ,µ0,ϕ−ϕ0)F0 + 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′′(µ,µ′,ϕ−ϕ′)

[
µ0D(b′,µ,µ0,ϕ−ϕ0)F0

]
+e−b′′/µ [

µ0D(b′,µ,µ0,ϕ−ϕ0)F0
]

(A.54)

By dividing both sides of Equation A.54 by µ0F0 the desired adding equation for the transmitted light at the
bottom of the combined layer may be given by (cf. Equation 3.10)

T (µ,µ0,ϕ−ϕ0) = e−b′′/µD(b′,µ,µ0,ϕ−ϕ0)+e−b′/µ0 T ′′(µ,µ0,ϕ−ϕ0)

+ 1

π

∫ 1

0
µ′dµ′

∫ 2π

0
dϕ′T ′′(µ,µ′,ϕ−ϕ′)D(b′,µ′,µ0,ϕ′−ϕ0) (A.55)
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A.4. Supermatrix Multiplications
In the following the supermatrix multiplications are explained with examples using hypothetical small Gauss
sets. First, for the ’normal’ situation which may be used in one medium, either air or water, such that the
supermatrices are square as in the paper of de Haan et al. (1987). Then, we show the supermatrix multipli-
cations that occur when the light beam travels from one medium to the other, where different Gauss sets are
used for the two media such that rectangular supermatrices need to be employed.

A.4.1. Square Supermatrices
This appendix provides an elaborated example of the multiplication of two multiple scattering matrices L
and M which is used in the doubling-adding routine of de Haan et al. (1987). Recall from Equation 3.21 that
this multiplication could be written as

K j (µ,µ0) = 2
∫ 1

0
µ′dµ′L j (µ,µ′)M j (µ,µ0) (A.56)

where j is the Fourier index that will be omitted in what follows, µ is the directional cosine of the zenith angle
of the scattered beam by L, µ0 is the directional cosine of the zenith angle of the incident beam in M and µ′
is the directional cosine of the zenith angle of the beam transferred from the scattering event described by
M towards the scattering event described by L. Note that the integration needs to be performed over µ′ for
which we can use numerical Gauss integration. Let us take a hypothetical Gauss set: {µi }2

i=1=[µ1,µ2], which
is both used for the incident, transferred and scattered light, i.e.: {µ′} = {µ0} = {µ}. This means that, for the
incident and scattered directions of the resulting matrix K , we have 4 combinations: µ1µ1, µ1µ2, µ2µ1 and
µ2µ2. Writing the right hand side of Equation A.56, for the first combination, as the integrand function f (µ′)
of the numerical Gaussian quadrature formula (Equation 3.20), Equation A.56 becomes

K (µ1,µ1) =
2∑

i=1
2ωiµi L(µ1,µi )M(µi ,µ1) (A.57)

= 2ω1µ1L(µ1,µ1)M(µ1,µ1)+2ω2µ2L(µ1,µ2)M(µ2,µ1) (A.58)

Similar expressions can be found for the other three combinations in our example: µ1µ2, µ2µ1 and µ2µ2,
which can also be written as a matrix multiplication:(

K (µ1,µ1) K (µ1,µ2)
K (µ2,µ1) K (µ2,µ2)

)
=

(
2ω1µ1L(µ1,µ1) 2ω2µ2L(µ1,µ2)
2ω1µ1L(µ2,µ1) 2ω2µ2L(µ2,µ2)

)(
M(µ1,µ1) M(µ1,µ2)
M(µ2,µ1) M(µ2,µ2)

)
(A.59)

which is called a multiplication of supermatrices. In order to obtain maximum symmetry de Haan et al. (1987)
wrote the supermatrices (Equation 3.22) as

(
s1K (µ1,µ1)s1 s1K (µ1,µ2)s2

s2K (µ2,µ1)s1 s2K (µ2,µ2)s2

)
=

(
s1L(µ1,µ1)s1 s1L(µ1,µ2)s2

s2L(µ2,µ1)s1 s2L(µ2,µ2)s2

)(
s1M(µ1,µ1)s1 s1M(µ1,µ2)s2

s2M(µ2,µ1)s1 s2M(µ2,µ2)s2

)
(A.60)

where s1 and s2 are the supermatrix factors
√

2ω1µ1 and
√

2ω1µ1 respectively. It can readily be shown that
Equation A.60 is equivalent to the multiplication of Equation A.59 when the supermatrix factors are taken
care of properly:

(
s1L(µ1,µ1)s1 s1L(µ1,µ2)s2

s2L(µ2,µ1)s1 s2L(µ2,µ2)s2

)(
s1M(µ1,µ1)s1 s1M(µ1,µ2)s2

s2M(µ2,µ1)s1 s2M(µ2,µ2)s2

)
= (A.61)(

s4
1L(µ1,µ1)M(µ1,µ1)+ s2

1 s2
2L(µ1,µ2)M(µ2,µ1) s3

1 s2L(µ1,µ1)M(µ1,µ2)+ s1s3
2L(µ1,µ2)M(µ2,µ2)

s3
1 s2L(µ2,µ1)M(µ1,µ1)+ s3

2 s1L(µ2,µ2)M(µ2,µ1) s2
1 s2

2L(µ2,µ1)M(µ1,µ2)+ s4
2L(µ2,µ2)M(µ1,µ2)

)
=(

s2
1(s2

1L(µ1,µ1)M(µ1,µ1)+ s2
2L(µ1,µ2)M(µ1,µ2)) s2s1(s2

1L(µ1,µ1)M(µ1,µ2)+ s2
2L(µ1,µ2)M(µ2,µ2))

s2s1(s2
1L(µ2,µ1)M(µ1,µ1)+ s2

2L(µ2,µ2)M(µ2,µ1)) s2
2(s2

1L(µ2,µ1)M(µ1,µ2)+ s2
2L(µ2,µ2)M(µ1,µ2))

)
=(

s1K (µ1,µ1)s1 s1K (µ1,µ2)s2

s2K (µ2,µ1)s1 s2K (µ2,µ2)s2

)
(A.62)

Removing the supermatrix factors s1 and s2 results in the left-hand side of Equation A.59.
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A.4.2. Rectangular Supermatrices
In Section 6.3 it was explained that, when using a different set of Gauss points for the atmosphere and ocean,
the transmission matrix of the interface for illumination from above, Ti , and below, T ∗

i , become rectangular.
Here we will show that using rectangular transmission matrices we indeed still can use the adding equations
in supermatrix form of de Haan et al. (1987). We show two examples, one for Equation 6.10 and one for Equa-
tion 6.12, since in only these equations the rectangular transmission matrices appear. The supermatrix D is
also rectangular, but the dimensions in its multiplication by RW in Equation 6.11 are equivalent to the super-
matrix dimensions in Equation 6.12.

Let us first analyze Equation 6.10: D = Ti +QTi . In this appendix we focus only on the supermatrix multiplica-
tion QTi , because the addition of two supermatrices of equal dimensions is a straightforward element-wise
matrix addition. Recall from Equation 3.21 that the multiplication of the two multiple scattering matrices,
before writing them in supermatrix form, can be written as

K j (µ,µ0) = 2
∫ 1

0
µ′dµ′Q j (µ,µ′)T j

i (µ,µ0) (A.63)

where j is the Fourier index that will be omitted in what follows, µ is the directional cosine of the zenith angle
of the scattered beam by Q , µ0 is the directional cosine of the zenith angle of the incident beam in Ti and µ′
is the directional cosine of the zenith angle of the beam transferred from the scattering event described by Ti

towards the scattering event described by Q . Note again that the integration needs to be performed over µ′
for which we can use numerical Gauss integration. Let us take a hypothetical Gauss set for the atmosphere:
{µi }9

i=8=[µ8,µ9] and a hypothetical Gauss set for the ocean: {µi }3
i=1=[µ1,µ2,µ3]. It should be emphasized that

these sets have a different number of Gauss points, but that the Gauss points among the sets also differ from
each other, which is illustrated by the different subscript used for each Gauss point. So, in this case, we have
{µ} = {µ′} = [µ1,µ2,µ3] and {µ0} = [µ8,µ9]. This means that, for the incident and scattered directions of the
resulting matrix K , we have 6 combinations: µ1µ8, µ2µ8, µ3µ8, µ1µ9, µ2µ9, µ3µ9. Writing the right hand
side of Equation A.63, for the first combination, as the integrand function f (µ′) of the numerical Gaussian
quadrature formula (Equation 3.20), Equation A.63 becomes

K (µ1,µ1) =
3∑

i=1
2ωiµi Q(µ1,µi )Ti (µi ,µ8) (A.64)

= 2ω1µ1Q(µ1,µ1)Ti (µ1,µ8)+2ω2µ2Q(µ1,µ2)Ti (µ2,µ8)+2ω3µ3Q(µ1,µ3)Ti (µ3,µ8) (A.65)

Similar expressions can be found for the other five combinations in our example: µ2µ8, µ3µ8, µ1µ9, µ2µ9,
µ3µ9, which can also be written as a matrix multiplication:

K (µ1,µ8) K (µ1,µ9)
K (µ2,µ8) K (µ2,µ9)
K (µ3,µ8) K (µ3,µ9)

=
2ω1µ1Q(µ1,µ1) 2ω2µ2Q(µ1,µ2) 2ω3µ3Q(µ1,µ3)

2ω1µ1Q(µ2,µ1) 2ω2µ2Q(µ2,µ2) 2ω3µ3Q(µ2,µ3)
2ω1µ1Q(µ3,µ1) 2ω2µ2Q(µ3,µ2) 2ω3µ3Q(µ3,µ3)

Ti (µ1,µ8) Ti (µ1,µ9)
Ti (µ2,µ8) Ti (µ2,µ9)
Ti (µ3,µ8) Ti (µ3,µ9)


(A.66)

which is again a multiplication of supermatrices. In order to obtain maximum symmetry we may write

s1RW L(µ1,µ8)s1 s1RW L(µ1,µ9)s2

s2RW L(µ2,µ8)s1 s2RW L(µ2,µ9)s2

s3RW L(µ3,µ8)s1 s3RW L(µ3,µ9)s2

=
s1U (µ1,µ1)s1 s1U (µ1,µ2)s2 s1U (µ1,µ3)s3

s2U (µ2,µ1)s1 s2U (µ2,µ2)s2 s2U (µ2,µ3)s3

s3U (µ3,µ1)s1 s3U (µ3,µ2)s2 s3U (µ3,µ3)s3

s1Ti (µ1,µ8)s1 s1Ti (µ1,µ9)s2

s2Ti (µ2,µ8)s1 s2Ti (µ2,µ9)s2

s3Ti (µ3,µ8)s1 s3Ti (µ3,µ9)s2


(A.67)

where s1, s2 and s3 are the supermatrix factors
√

2ω1µ1,
√

2ω2µ2 and
√

2ω3µ3 respectively. Note that the
supermatrix factors originate from the matrix Q only, which means that only the Gauss set of the ocean is used
for the supermatrix factors. It can readily be shown that Equation A.67 is equivalent to the multiplication
of Equation A.66 when the supermatrix factors are taken care of properly, analogous to the multiplication of
Equation A.62 of the former chapter.

Let us now analyze Equation 6.12: RW L = T ∗
i U . Again, before writing the matrices in supermatrix form, we

can write as a multiplication of multiple scattering matrices as
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R j
W L(µ,µ0) = 2

∫ 1

0
µ′dµ′T ∗ j

i (µ,µ′)U j (µ,µ0) (A.68)

where j is the Fourier index that will be omitted in what follows, µ is the directional cosine of the zenith angle
of the scattered beam by T ∗

i , µ0 is the directional cosine of the zenith angle of the incident beam in U and
µ′ is the directional cosine of the zenith angle of the beam transferred from the scattering event described by
U towards the scattering event described by T ∗

i . For this equation, we may use {µ′} = [µ1,µ2,µ3] and {µ0} =
{µ} = [µ8,µ9]. This means that, for the incident and scattered directions of the resulting matrix RW L(µ,µ0),
we have only 4 combinations: µ8µ8, µ8µ9, µ9µ8, µ9µ9. Following similar steps as in the former paragraphs of
this appendix, it may readily be shown that

(
s1T ∗

i (µ8,µ1)s1 s1T ∗
i (µ8,µ2)s2 s1T ∗

i (µ8,µ3)s3

s2T ∗
i (µ9,µ1)s1 s2T ∗

i (µ9,µ2)s2 s2T ∗
i (µ9,µ3)s3

)s1U (µ1,µ8)s1 s1U (µ1,µ9)s2

s2U (µ2,µ8)s1 s2U (µ2,µ9)s2

s3U (µ3,µ8)s1 s3U (µ3,µ9)s2

=
(

s1RW L(µ8,µ8)s1 s1RW L(µ8,µ9)s2

s2RW L(µ9,µ8)s1 s2RW L(µ9,µ9)s2

)
(A.69)

Removing the supermatrix factors s1, s2 and s3 yields the multiple scattering matrix RW L at all geometry
combinations of the Gauss set for the atmosphere.





B
Appendix

B.1. Brewster Angle
This appendix shows the derivation of the Brewster angle for air-to-water reflection. The Fresnel reflection
coefficient for the perpendicular component of the electric field vector can be evaluated as (Equation 4.43)

R∥ =
n2 cosθi −n1 cosθt

n2 cosθi +n1 cosθt

= cosθi −n1/n2 cosθt

cosθi +n1/n2 cosθt
(B.1)

Substituting Snell’s law n1/n1 = sinθt /sinθi gives

R∥ =
cosθi sinθi −cosθt sinθt

sinθi cosθi +cosθt sinθt

= cosθi sinθi (cos2θt + sin2θt )−cosθt sinθt (cos2θi + sin2θi )

sinθi cosθi (cos2θt + sin2θt )+cosθt sinθt (cos2θi + sin2θi )

= cosθi sinθi cos2θt +cosθi sinθi sin2θt −cosθt sinθt cos2θi −cosθt sinθt sin2θi

cosθi sinθi cos2θt +cosθi sinθi sin2θt +cosθt sinθt cos2θi +cosθt sinθt sin2θi

= (cosθi cosθt − sinθi sinθt )(sinθi cosθt −cosθi sinθt )

(cosθi cosθt + sinθi sinθt )(sinθt cosθt +cosθi sinθt )
(B.2)

Using the trigonometric identities sin(α±β) = sinαcosβ±cosαsinβ and cos(α±β) = cosαcosβ∓sinαsinβ
gives

R∥ =
cos(θi +θb)sin(θi −θt )

cos(θi −θt )sin(θi +θt )
(B.3)

or (Goldstein 2003, Eq. 8-24b)

R∥ =
tan(θi −θt )

tan(θi +θt )
(B.4)

We aim to find the combination of θi and θt where R∥ = 0. Note that tanγ→∞ for γ→ 90o. Therefore, R∥ = 0
for θi +θt = 90o. In other words, the combination of the incidence and transmission angles at which R∥ = 0
are the incidence and transmission Brewster angles related by θi ,B = 90o −θB ,t or θB ,t = 90o −θi ,B . This result
can be substituted in Snell’s law as

n1 sinθi ,B = n2 sinθB ,t

= n2 sin(90o −θi ,B )

= n2 cos(θi ,B ) (B.5)
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or

tanθi ,B = n2

n1
(B.6)

Therefore, the Brewster incidence angle at which R∥ vanishes is

θi ,B = tan−1
(

n2

n1

)
XGoldstein (2003) (B.7)
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B.2. Total Internal Reflection
In this appendix the mathematical description of the reflection matrix for total internal reflection is shown. In
Section 4.5 it was explained that at incidence angles bigger than the critical incidence angle zero transmission
and total reflection occurs, called total internal reflection, and θt = 90o. The critical incidence angle was given
by

θc,i = sin−1
(

n2

n1

)
(B.8)

It should be noted that at incidence angles > θi ,c the polarization upon reflection and transmission versus
incidence angle is not constant, as illustrated by the elements (3,3), (3,4), (4,3) and (4,4) in Figures 4.12 and
4.13. The question to be answered is: how can total internal reflection mathematically be expressed?

At total internal reflection the following holds:

θi > θi ,c (B.9a)

sinθi > sinθi ,c ≡ n2

n1
(B.9b)

Multiply both sides by n1/n2

n1

n2
sinθi > n2

n1

n1

n2
(B.10a)

n1

n2
sinθi > 1 (B.10b)

Now, as an intermediate step we rewrite Snell’s law as

n1 sinθi = n2 sinθt (B.11a)

sinθt = n1

n2
sinθi (B.11b)√

1−cos2θt = n1

n2
sinθi (B.11c)

1−cos2θt =
n2

1

n2
2

sin2θi (B.11d)

cos2θt =−
(

n2
1

n2
2

sin2θi −1

)
(B.11e)

cosθt =
√√√√−

(
n2

1

n2
2

sin2θi −1

)
(B.11f)

We know that for total internal reflection
n2

1

n2
2

sin2θi > 1 from squaring both sides Equation B.10b. Therefore,

we introduce the imaginary number i =p−1 and write Equation B.11f as

cosθt = i

√√√√n2
1

n2
2

sin2θi −1 (B.12)

Substituting this result for cosθt in the Fresnel reflection coefficient for the perpendicular component of the
electric field vector yields the complex expression (Equation 4.21)

R⊥ =
n1 cosθi − i n2

√
n2

1

n2
2

sin2θi −1

n1 cosθi + i n2

√
n2

1

n2
2

sin2θi −1

(B.13)



146 B. Appendix

Equation B.13 may be recognized as a complex number of the form (see also Sec. 8.4.4 of Goldstein 2003)

y = a − i b

a + i b
(B.14)

where a = n1 cosθi and b = n2

√
n2

1/n2
2 sin2θi −1. Now we may note the following:

y = a − i b

a + i b

a − i b

a − i b
= a2 +2ai b −b2

a2 +b2 = a2 −b2

a2 +b2 + i
2ab

a2 +b2 (B.15a)

It can readily be shown that y · y∗ = 1:

y · y∗ =
(

a2 −b2

a2 +b2 + i
2ab

a2 +b2

)(
a2 −b2

a2 +b2 − i
2ab

a2 +b2

)
(B.16a)

= a4 −2a2b2 +b4

a4 +2a2b2 +b4 + 4a2b2

a4 +2a2b2 +b4 (B.16b)

= a4 +2a2b2 +b4

a4 +2a2b2 +b4 (B.16c)

= 1 (B.16d)

Consequently, we can write

y = a − i b

a + i b
= cosδ2 − i sinδ2 (B.17)

where δ2 is the phase shift of the reflected perpendicular wave component with respect to the incident per-
pendicular wave component (see Section 4.2). Hence, we can distinguish between R⊥ and its complex con-
jugate R∗

⊥

R⊥ = a2 −b2

a2 +b2 − i
2ab

a2 +b2 (B.18a)

R∗
⊥ = a2 −b2

a2 +b2 + i
2ab

a2 +b2 (B.18b)

Similarly, the Fresnel reflection coefficient for the parallel component becomes

R∥ =
n2

2 cosθi − i n1

√
n2

1

n2
2

sin2θi −1

n2
2 cosθi + i n1

√
n2

1

n2
2

sin2θi −1

(B.19)

and we may distinguish

R∥ =
c2 −d 2

c2 +d 2 − i
2cd

c2 +d 2 (B.20a)

R∗
∥ = c2 −d 2

c2 +d 2 + i
2cd

c2 +d 2 (B.20b)

where c = n2
2 cosθi and d = n1

√
n2

1/n2
2 sin2θi −1.

Now let us analyze the reflection matrix elements. We already proved above that y · y∗ = R⊥ ·R∗
⊥ = |R⊥|2 = 1.

Similarly, |R⊥|2 = 1 and the first four upper left elements of the reflection matrix for θi > θi ,c are (cf. Equation
4.66)

R f 1,1 =
1

2
(|R∥|2 +|R⊥|)2 = 1

R f 1,2 =
1

2
(|R∥|2 +|R⊥|)2 = 0

R f 2,1 =
1

2
(|R∥|2 +|R⊥|)2 = 0

R f 2,2 =
1

2
(|R∥|2 +|R⊥|)2 = 1

XGarcia (2012a)

(B.21)

(B.22)

(B.23)

(B.24)
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The remaining matrix elements are:

R f 3,3 = Re(R∥R∗
⊥)

R f 3,4 = Im(R∥R∗
⊥)

R f 4,3 = Im(R⊥R∗
∥ )

R f 4,4 = Re(R∥R∗
⊥)

XGarcia (2012a)

(B.25)

(B.26)

(B.27)

(B.28)

where the complex numbers R∥, R∗
∥ , R⊥ and R∗

⊥ were defined by Equations B.20a, B.20b, B.18a and B.18b.
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B.3. Computing the Bulk Ocean Reflection with a Bio-optical Model for
Case 1 Waters

This appendix explains the approach of Morel (1988) and Morel and Maritorena (2001) of semi-analytically
modelling the reflectance of oceanic Case 1 Waters as functions of chlorophyll concentration. Case 1 Waters
were defined by Morel and Prieur (1977) as waters whose optical properties are dominated by phytoplankton
and their derivatives rather than by yellow substance.1 Note that we only apply this model for the comparison
with our results from the adding-doubling method in the water.

The bulk ocean reflection has a very strong dependence on wavelength and pigment concentration but a
weak dependence on geometry (Sayer et al. 2010). Accordingly, Sun and Lukashin (2013) assumed the sub-
surface oceanic layer reflection to be Lambertian, similar to the whitecap reflection, meaning that only the
scalar case for unpolarized reflected light may be considered. The model of Morel (1988) was used, who
parameterized the reflectance of the underwater volume as (Morel 1988, Eq. 15)

RW = f ·bb(λ)/a(λ) (B.29)

which is valid for bb ¿ a and where RW is the wavelength dependent ratio of the upwelling and downwelling
unpolarized flux and bb(λ) and a(λ) are the wavelengths dependent backscattering and absorption coeffi-
cients respectively for the oceanic water volume. The scalar f was set at 0.33 by Morel (1988); later Morel
and Gentili (1991) expanded the expression for f as functions of solar zenith angle and the proportion of
backscattering due to water molecules (ηb = bbw /bb). According to Morel and Gentili (1991) their expression
for f is accurate within 1.5 % for ϑ0 < 70o and 4% for 70o < ϑ0 < 80o. In our computations, we set f equal to
0.33. In the next paragraphs it will be explained how bb and a may be determined.

An apparent optical property that is relatively insensitive to environmental factors and is strongly correlated
with chlorophyll concentration is the diffuse attenuation coefficient for downward irradiance Kd in m−1 de-
fined through (Mobley 1994, Eq. 3.21)

Ed (z,λ) = Ed (0,λ)exp

[
−

∫ z

0
Kd (z ′,λ)d z ′

]
≈ Ed (0,λ)exp

[
−K d (z,λ)z

]
(B.30)

where Ed (z,λ) is the downwelling irradiance at depth z and K d is the mean diffusive attenuation coefficient
for downward irradiance over the depth 0 to z. The mean quantity K d is generally employed (see e.g. Chowd-
hary et al. 2006; Morel 1988; Morel and Maritorena 2001) and therefore the overbar is omitted in what follows.
Also, for convenience, the subscript d is omitted. Since K depends weakly on depth for vertically well mixed
water (Mobley 1994, p. 71) it may be written in that case as (Morel and Maritorena 2001, Eq. 3)

K (λ) = Kw (λ)+Kbi o(λ) (B.31)

with
Kw (λ) = aw (λ)+0.5bw (λ) (B.32)

and
Kbi o(λ) =χ(λ)[Chl]e(λ) (B.33)

where the absorption coefficient of the seawater aw and the scattering coefficient of the seawater bw may
be obtained from Smith and Baker (1981) and Pope and Fry (1997) respectively. Kbi o represents the diffuse
attenuation coefficient of all biogenic matter (particulate and dissolved) and possibly bubbles (see Morel and
Maritorena 2001, Sec. 3.1). Morel and Maritorena (2001) used measurements of the JGOFS2 (Joint Global
Ocean Flux Study) cruises to study the relation between [K (λ)−Kw (λ)] and [Chl] on a logarithmic scale and
retrieved the coefficients χ(λ) and e(λ) from linear regression analyses of the log-transformed data. These
coefficients were tabulated and may be found in Table 2 of Morel and Maritorena (2001) for λ ranging from
350 to 525 nm.3

1More than 98% of the world ocean waters is presumably in this category (Morel 1988).
2See http://usjgofs.whoi.edu/.
3The remaining values for λ up to 700 nm were not updated by Morel and Maritorena (2001) and may be found in the ’old data set’ in

Table 2 of Morel (1988).

http://usjgofs.whoi.edu/
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The backscattering coefficient bb(λ) appearing in Equation B.29 may be computed according to (Morel and
Prieur 1977)

bb(λ) = 1

2
bw (λ)+bbp (λ) (B.34)

where bbp is the backscattering coefficient for the particles and the backscattering coefficient for the water
equals bbw = 1

2 bw due to the symmetry of the molecular volume scattering function (Morel 1980). The values
for bw for pure water were tabulated by Morel and Prieur (1977) (380 nm - 700 nm) and by Smith and Baker
(1981) (200 nm - 800 nm).

Morel and Gentili (1991) pointed out that for most open oceans [Chl] is smaller than 1 mg m−3.4 Following
Morel and Maritorena (2001), the scattering coefficient for the oceanic particles in case 1 waters may then be
modeled by

bp (λ) = b0
p [Chl]0.766(550/λ), b0

p = 0.416 (B.35)

where bp is again the scattering coefficient of the particles as in Equation B.34. The backscattering coefficient
of the particles bbp may be written in terms of the backscattering efficiency of the particle scattering qp as
(see Chowdhary et al. 2006)

bbp (λ) = bp (λ)qp (λ) = bp (λ)

[
2π

∫ π

π/2

Fp (θ,λ)

4π
sin(θ)dθ

]
(B.36)

where θ is the scattering angle and Fp is the particulate scattering function (or the upper left entry of the
particle scattering matrix as will be discussed in the next subsection). Morel (1988) parameterized the ex-
pression for qp based on theoretical considerations for case 1 waters described in Morel (1988) and in situ
measurements. The updated version by Morel and Maritorena (2001) reads

qp (λ) = 0.002+0.01{0.50−0.25log10[Chl](λ/550)k } (B.37)

where

k =
{

0.5(log10[Chl]−0.3) 0.02 ≤ [Chl] ≤ 2 mg m−3

0 otherwise
(B.38)

Neglecting the change of the albedo of the bulk ocean RW with depth and using the Gershun’s divergence law
for irriadiance (see Prieur and Sathyendranath 1981), Morel and Maritorena (2001) used for the absorption
coefficient a the following analytical relation

a(λ) = K (λ)[1−RW (λ)]
µdµu

µd RW (λ)+µu
(B.39)

where µd and µu are the average directional cosines for upward and downward underwater radiative transfer
respectively which were tabulated by Morel and Maritorena (2001). Consequently, from Equations B.38, B.37
and B.35 the value for bbp may be computed with Equation B.36. Substituting bbp into Equation B.34 will give
the backscattering coefficient bb . Then, by substituting Equation B.29 into B.39 the absorption coefficient a
and albedo of the bulk ocean RW may solved for simultaneously (Chowdhary et al. 2006).

4Morel and Maritorena (2001) argued that in this case bw at λ= 550 nm may be neglected which results in the relation of Equation B.35.
The complete argumentation may be found in Section 3.4 of Morel and Maritorena (2001).
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Figure B.1: Left figure: modeled underwater reflectance with bio-optical model of Morel (1988) (dashed line) and Morel and Maritorena
(2001) (solid line) as functions of wavelength for distinct chlorophyll concentrations. Middle and right figure: comparison between
modeled and measured underwater reflectance data during five days at two locations in the tropical Pacific. Solid line = model of Morel
and Maritorena (2001); dashed line = model of Morel (1988); dotted line = measured data. The average chlorophyll concentrations at
0-15 m for both locations are presented in the legends. (Morel and Maritorena 2001, Fig. 8 and 10)

Figure B.1 shows the results of the bio-optical model of Morel (1988) and Morel and Maritorena (2001) and
compares them with the measured underwater reflectance. It should be noted that the models do not take
into account inelastic scattering. According to Morel and Maritorena (2001), the negligence of Raman scatter-
ing might be the explanation of the 8-15% underestimation, though barely visible in Figure B.1, of the Morel
and Maritorena (2001) model w.r.t the measurements. The second peak in the data for [Chl] = 0.15 mg m−3

(right figure) around 683 nm is the fluorescence contribution which was also neglected in the models. For
excellent reported applications of the bio-optical model of Morel and Maritorena (2001) the reader is referred
to Chowdhary et al. (2006) (Sec. 2B) and Chowdhary et al. (2012) (Sec. 3.2).
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B.4. Effect of Assumption of Geometric Water Layer Thickness
In many papers (Chowdhary et al. 2006; Xu et al. 2016; Zhai et al. 2010), often an optical thickness of 10 is
taken for the water layer. Using one optical thickness for all wavelengths is a good assumption when the wa-
ter layer represents an ocean that is infinitely deep. That is, all the light beams are allowed to travel into the
deep sea until they are attenuated until a similar limit, allowing the geometric path lengths to be longer for
the blue wavelengths (where there is little absorption) than the red wavelengths.

In this research, however, we defined the water layer thickness by its geometric ocean depth (see Chapter 6)
which we set equal to 100 m (Chapter 6). By multiplying with the beam attenuation coefficient, the optical
thickness was computed. This may seem less realistic than the approach mentioned in the former paragraph,
but (1) it is uncertain how deep the oceans are on exoplanets (i.e. there is no evidence that the ocean on
exoplanets do not have a finite geometric depth) and (2) using a finite depth allows us to use a nonzero ocean
bottom in future studies. Most importantly, however, it can be shown that the two approaches do not yield
significant different results.

0 20 40 60 80 100 120 140 160 180
Phase angle (in degrees)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

N
or

m
al

iz
ed

 r
ef

le
ct

ed
 fl

ux

350 nm

443 nm

550 nm

670 nm
865 nm

z = 100 m

ocean = 10

(a)

0 20 40 60 80 100 120 140 160 180
Phase angle (in degrees)

0.0

0.2

0.4

0.6

0.8

1.0

D
eg

re
e 

of
 p

ol
ar

iz
at

io
n

350 nm
443 nm
550 nm

670 nm
865 nm

(b)

0 20 40 60 80 100 120 140 160 180
Phase angle (in degrees)

0.06

0.05

0.04

0.03

0.02

0.01

0.00

0.01

Q

350 nm

443 nm

550 nm

670 nm

865 nm

(c)

Figure B.2: Normalized reflected flux (a), degree of polarization (b) and Stokes parameter Q (c) of light reflected by a clear ocean planet.
Solid line: ocean depth is defined by its geometric ocean depth, z = 100 m. Dashed line: ocean depth is defined by its optical thickness,
τocean = 10. The wind speed equals 7 m/s in all curves.

Figure B.2 shows the planetary phase curve of the normalized reflected flux, degree of polarization and Stokes
parameter Q of light reflected by a clear ocean planet. Only 443 nm seems to be slightly affected, the changes
at the other wavelengths can hardly be detected. This may be explained by the fact that in both cases the
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ocean is thick enough such that the scattering increase with layer thickness is converged at short wavelengths,
and that at long wavelengths absorption is dominant. Because of the uncertainties of the absorption coeffi-
cient at 443 nm (which were mentioned in Chapter 6), we conclude that the geometric depth of 100 m is a
valid assumption for this application.
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