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Abstract

Algorithms have a more prominent presence than ever in the domain of recruitment. Many different tasks ranging
from finding candidates to scanning resumes are handled more and more by algorithms and less by humans. Au-
tomating these tasks has led to bias being exhibited towards different unprivileged groups, among these women. This
has prompted a need to find solutions to this bias in order to achieve fairness in algorithms for everyone. This survey
analyses the state of the literature on fairness and bias against women with a focus on recruitment algorithms. It has
been found that a plethora of methods to achieve and measure fairness exist, with many of the technical methods
having only been tested in a controlled environment and not in a production environment. Companies are not very
forthcoming in sharing how they ensure fairness, which complicates the development of the field. There are many
limitations to the current methods, however due to widespread usage of algorithms in the recruitment process, there is
still a need for solutions to exist while these critiques are being addressed. It is vital for fairness to not only consider
technical solutions, but also social solutions and to be aware of the limitations of each approach. Solving the issue of
bias against women in algorithms requires sometimes realising that the best solution does not involve an algorithm at
all, or in the case where an algorithm is applied, a critical engineer that is aware of the limitations and possibilities
of different methods to achieve fairness. Future work is in addressing some major critiques of the current fairness
literature and reducing the bias in society that often leads to algorithmic bias.

1 Introduction
Algorithms have become ubiquitous in the present day. It is almost impossible to imagine many tasks without them. Whether
it is picking a movie to watch in the evening, scrolling through your timeline, or applying for a job, there will likely be an
algorithm at some point in the process influencing the result. The usage of algorithms has strong advantages, but also similarly
strong disadvantages. The benefits are clear, time and money can be saved by automating decision-making, risks are minimised,
productivity is enhanced and human biases can be diminished [20]. It all sounds very promising, until the downsides are
considered. The biggest being the possibility that the algorithm does not actually reduce bias, but rather reinforce and amplify
it [8]. Bias can be exhibited by algorithms towards many groups, and is also often exhibited towards women [12]. This bias can
also be present in the human resources field during recruitment [20], something which this survey looks into.

There are many examples of bias being exhibited against women because of algorithm usage in the recruitment process. The
most prominent and often mentioned example is Amazon’s recruiting tool. The tool was scrapped after it was found to show
bias against women [7]. It was found that for software development jobs women were not being recommended by the system.
This was because the system was trained on resumes from previous applicants to assess those of current job applicants. Since
the field was largely male-dominated during the period from which the training data was gathered, the algorithm had learned
to prefer males. Even though the company claims that the recommendations were merely a support tool for recruiters and they
were not solely relied on, the problem persists. The usage of a gender-biased algorithm has led to discrimination of women, as
they were treated differently based on their sex. This bias is something which should be mitigated, which is where algorithmic
fairness solutions come in.

Due to the ever increasing use of algorithms, there has also been a significant increase in algorithmic fairness solutions.
Research has been conducted into different kinds of bias and many fairness methods and definitions have been proposed,
which Mehrabi et al. have summarised in a 2021 review [24]. The state of the research into social causes of, consequences
of and solutions to gender bias in algorithms has been surveyed by Hall and Ellis [12]. Köchling et al. [20] have approached
algorithmic bias and fairness in recruitment algorithms from a business perspective to get an overview of the state of the field.
Finally, in contrast to Köchling et al., Fabris et al. [8] have taken a multi-disciplinary approach to research fairness and bias
in the recruitment process to inform all stakeholders involved. This research will investigate mitigating bias against women
in recruitment algorithms. Currently no research combines the existing knowledge on bias mitigation techniques, bias against
women and recruitment algorithms. This paper closes this knowledge gap and adds to the existing knowledge base and identify
further research avenues. Addressing this gap is important to ensuring fair algorithmic hiring for women. The question of how
bias against women in recruiting algorithms can be mitigated using a combination of fairness methods will be addressed.

This paper will be structured as follows. Firstly, the knowledge gap and research method will be discussed. Afterwards the
recruitment process and problems from algorithm usage in it will be outlined. The next section will discuss different kinds of
gender bias and the causes of gender bias. Chapter 5 will give an overview of the current bias measures and mitigation methods.
Chapter 6 gives recommendations on how to achieve fairness for women in the algorithmic recruitment process and outlines
why it is important to look at combinations of fairness methods. Finally, there will be a discussion, a section on responsible
research and a conclusion, which will also discuss possible further research.

2 Research Method
This chapter will provide an overview of the current literature into fairness, gender bias, the recruitment process and the
intersection of those. The knowledge gap will be identified and the research methodology will be outlined.



2.1 Existing work and knowledge gap
In this section the current literature on fairness, recruitment algorithms and gender bias is discussed. The knowledge gaps
are identified and the contribution of this paper is highlighted. Currently, there are reviews on fairness methods, fairness in
recruitment and gender bias in algorithms, but no research so far into the intersection of these areas.

The previously mentioned review by Köchling et al. [20] in 2020 gives a good overview of the state of the field at that
time from a business perspective. It discusses the algorithmic fairness literature in the HR field. Köchling et al. found that
algorithms are increasingly used in the HR field and there is a possibility of discrimination and unfairness if the algorithms are
blindly trusted. They identify that the knowledge of downsides in the field is underdeveloped in comparison to the adoption.
The review aimed to create awareness of potential biases, inform about potential dangers of algorithmic decision making and
identify future research directions. They go on to discuss the types of algorithms used, reasons bias might occur and how to
measure fairness. After the literature search the findings are presented. In this section the literature is divided into the categories
recruitment, selection and development. In the recruitment process it was found that social media was increasingly used, where
recommender systems try to serve relevant ads to the job seeker and recruiter. Here past hiring decisions are used for training,
which can be a source of bias. Another possible source of bias identified is the ability to target job seekers based on certain
attributes which might be protected. Finally, it was found that job advertisements were not delivered in a gender neutral way
even if intended, due to women being a more costly demographic to serve ads to. They further found that in the selection
process the usage of CV and resume screening, online interviews and algorithmic evaluations had increased. Again here bias
in historical data was found to be a large pitfall. They discuss some alternative techniques proposed. In HR development
the research was found to be underdeveloped, but the same pitfalls apply in this area. In general it was found that there is a
lack of transparency in the decision making and usage and more research in the area is needed. They conclude by calling on
organisations to consider perceived fairness of algorithms, try to avoid bias and let humans make the final decision.

A more recent review by Fabris et al. [8] in 2024 takes a multidisciplinary approach to discuss fairness and bias in algorithmic
recruitment. They describe the stages of the algorithmic hiring process more in depth. Institutional bias and technology
blindspots are discussed, which accentuates the more interdisciplinary approach compared to Köchling et al. In contrast to
Köchling et al., Fabris et al. also evaluate the literature on fairness measures and mitigation strategies. This paper focuses on
technical solutions, highlighting future research avenues and supporting conceptualised understanding of algorithm usage in
the recruitment process.

The 2023 review by Hall and Ellis [12] discusses societal causes and consequences of gender bias in algorithmic systems.
They argue that most papers focus on technical causes, but the problems are often also societal, as such solutions should be
socio-technical. The most common social consequence found was amplification of existing bias. Social solutions found were
increasing diversity in design teams, increasing transparency, increasing awareness, using human-in-the-loop and implementing
ethics into the design process. They note that their study is the first focusing on gender bias in the socio-technical framework.
In the end they call on interdisciplinary collaboration in future work.

The paper by Mehrabi et al. [24] is one of the best-known papers in the field of algorithmic fairness. They conducted a
comprehensive literature review on fairness in algorithms in 2021. In contrast to the previously discussed paper by Hall and
Ellis Mehrabi et al focus on the technical aspect of algorithmic bias and fairness methods. In the survey they investigate real-
world systems that have shown bias and go on to discuss the kinds of biases affecting algorithmic systems. Data to algorithms
bias, algorithm to user and data to algorithm bias is discussed and the feedback loop phenomenon is described. This is when
bias is fed into a system through the data, given to the user by the algorithm and then fed back into the system in the form of
new data, as such perpetuating or amplifying the bias. They go on to discuss fairness definitions and methods, which will be
discussed in chapter 5. In the end they express the need for further research into fairness methods outside of classification tasks
and call on the research community to synthesise a single definition of fairness.

Mujtaba and Mahapatra in a 2019 survey discuss the types of bias occurring in the recruitment process and methods to
mitigate this. In their literature review they found causes of bias in recruitment algorithms to include bias from the training
data, label definitions, feature selection, proxy attributes and masking. They go on to discuss mitigation methods, of which a
more complete overview is given by the paper by Mehrabi et al. [24].

The aim of this paper is to combine the existing knowledge in the literature mentioned above and further literature, to obtain
an overview of gender bias in recruitment algorithms and the current state of the literature on mitigation methods. This angle
currently remains unexplored and this research aims to fill this knowledge gap. It is important to address this gap as there exist
real-world examples where bias has been exhibited against women in recruitment algorithms and it is important to ensure fair
hiring for everyone, including women. After a review of the literature and analysing the state of the field, conclusions will be
drawn and future research avenues will be identified to encourage further research on this topic.

2.2 Research method
As outlined above there is a need for work into avoiding gender bias arising from the usage of algorithms in the recruitment
process. This survey focuses specifically on bias against women and aims to bring together the existing literature on this topic,
fairness and the recruitment process. The focus on the recruitment process was chosen because of the availability of literature
on this topic [20]. Due to limitations of social and technical methods in general and individually it is important to look at



combining methods. Conclusions will be drawn from the analysis and future research areas identified. The main research
question will be as follows:

• How can bias against women in recruiting algorithms be mitigated using a combination of fairness methods?
To help answer this question the following sub questions have been formulated, with the chapter detailing the findings between
brackets:

• SQ1: What problems arise from the usage of recruiting algorithms? (Chapter 3)
• SQ2: What kind of bias is exhibited against women in algorithms? (Chapter 4)
• SQ3: What kind of fairness metrics exist in the literature to assess bias in algorithms and what are the methods to mitigate

bias? (Chapter 5)
• SQ4: What fairness methods could be applied to recruiting algorithms to achieve a higher degree of fairness for women?

(Chapter 6)
The first sub question will be answered by giving an overview of the recruitment process and some examples of problems
stemming from algorithm usage in this process, while the second will deal with types and causes of bias. The third question
will be answered by giving an overview of the fairness literature and the final question by using the answers to the previous
questions. These questions will be answered using a critical literature review. This method was chosen due to time constraints
and because it is a good method to get an overview of the current state of the field and future research avenues. Limitations of
this method are that it is hard to reproduce and that some works might be overlooked. To mitigate the risk of overlooking critical
works, multiple databases were used in the literature search, including Google Scholar, the Leiden University Catalogue, IEEE
XPlore and ArXiv. References from the literature gathered were also assessed for suitability. Literature found to be highly
influential was analysed for relevance and included when relevant. After an outline of this paper was made, a search was
conducted for literature relevant to each section. In the most cases, the most widely used literature was chosen. Additionally,
as this is a high-level overview, the literature most relevant to this work is literature reviews.

The knowledge gap will be closed when the main research question is answered. The sub questions have been structured in
such a way, that the main question can be answered using the answers to the sub questions. The sub questions can be considered
answered when an overview of the relevant literature has been made and the relevant connections have been made to arrive at a
conclusion.

3 Analysis of algorithm usage in the recruitment process
The following chapter will discuss the problems surrounding the usage of recruitment algorithms and gives an answer to SQ1.
The first section will discuss where algorithms are used in the recruitment process. The second section will discuss problems
stemming from this usage. Finally, some concluding remarks are given based on the findings.

3.1 Algorithm usage in recruitment
A survey in 2023 found that at least 97% of fortune 500 companies were using an applicant tracking system, while noting that
the other companies might also be using tracking systems, but that this was not detectable [27]. These systems aim to optimise
the hiring process by automating resume reviews and candidate searching. A notable figure in the usage of these systems is that
over 70% of resumes are not reviewed by humans anymore [34]. The figures show a widespread use and adoption of algorithms
in the recruitment process, as well as a reliance on them, as such it is important to assess possible bias introduced, perpetuated
and exacerbated by the usage of these systems. There is a vast array of applications of algorithms in the process of finding a
job or a candidate which are not described here as the goal is to give an understanding of the vast array of use cases in the field.

As mentioned in the introduction, algorithms can save time and money by automating parts of the recruitment process
and they even have the possibility to reduce bias. Humans have the tendency to exhibit bias in the recruitment process, for
example trough prejudices and personal beliefs, which is something possibly mitigated by algorithms if they are used in the
right way [20]. In this way the algorithms can be a powerful support tool of HR employees to aid them in making objective and
consistent decisions. Take the example where there is an opening for an IT job and there are two applicants, one unqualified
male and one qualified female. If the recruiter then chooses the male, because in their mind they are better suited for the job
(due to their being male), then the recruiter has exhibited bias. If an algorithm is made in such a way that it does not exhibit
bias, then the algorithm could prevent the recruiter from making this biased choice, as the recruiter would have to substantiate
the choice for the male over the female, while the algorithm has selected the female on the basis of qualifications. As such
algorithms can be a powerful tool to promote fairness in hiring. The economic savings and the possibility to reduce bias are the
main driving forces behind the adoption of such algorithms [26].

The recruitment process can be divided into sourcing and selection, finding candidates and choosing among the candidates
respectively [8, 20]. Important to note is that the stages are fluid and as such algorithms for one stage can often be used in
another. The literature on the recruitment process is most well-developed in the sourcing stage [8]. As this survey focuses on
the recruitment process, algorithm usage in HR development will be outside the scope. A visual overview of the recruitment
process can be found in figure 1.



Figure 1: Overview of the stages of algorithmic hiring.

In HR recruitment the goal is to find a suitable candidate. From the recruitment side this can happen by posting a job and
awaiting applications or actively looking for candidates to approach. A job seeker can also wait to be approached and make it
known they are looking for a job or they can actively search for relevant job postings. In reality there is often a combination
between an active and passive search [20]. The search for the candidate or job posting by the recruiter or the job seeker often
happens online [34]. The advertising or searching is done mostly on employment platforms, such as Indeed, or social media,
such as Facebook. Some platforms, such as LinkedIn, offer both social media and employment platform capabilities. This type
of system uses algorithms to decide what postings and advertisements to show to candidates or what candidates to show to
recruiters in searches and often also ranks the possibilities for the user [20]. The job advertisements posted might also make use
of algorithms by using a language model to write them [8] and can be recommended to users by an algorithm based on certain
attributes [22]. Candidates can be recommended to a recruiter based on their resume, which is screened automatically [29].

Selecting a candidate happens after the recruiting process. A list of candidates has been compiled and in this step one or more
candidates from the list have to be selected. CV and resume screening can also be applied in this stage of the process to rank
applicants and recommend them to the recruiter. To assess the candidates games, background checks, questionnaires, video
interviews and chatbots can be used to extract information to subsequently analyse using an algorithm. The results can then be
used to rank and exclude candidates based on skills, personality, preferences and suitability [8]. The skills and personality can
also be used to evaluate the possible placement in the team as well as likelihood of acceptance of an offer.

3.2 Examples of problems with the usage of algorithms in the recruitment process
As said before, the usage of algorithms in a HR context can lead to discrimination and unfairness. There exist many examples
of this, some of which are discussed below. The examples were taken from literature used for other sections of this paper. This
section gives an overview of problems that have arisen or might arise from the usage of these algorithms and is meant to give
an idea of the complications involved.

Firstly, consider the example of human bias in the previous section. The prevention of a biased choice hinges on the absence
of bias in the algorithm. For multiple reasons making an unbiased algorithm is a difficult if not impossible task. First of all, as
discussed in section 5.4, there exists no consensus on what is fair. An algorithm might be fair in one sense, but not in another.
Secondly, take the example of the recruiters choice. If this happens often and these decisions are then encoded in a dataset,
which is used to train an algorithm, the algorithm will mimic this behaviour. In this example historical bias is embedded in
the data. Additionally, even if bias is not present in the data it could come from the design of the algorithm. This problem is
elaborated on in chapter 4. The result of this is that if the necessary care is not taken in the algorithms development, bias could
even be exacerbated compared to human decision making [34]. A good example of bias from historical data in practice is the
Amazon example referred to earlier. Since in the past females were not hired for tech jobs, they were also not selected by the
algorithm [38]. This shows that this example is not just theoretical, but has become reality.

A study by Lambrecht and Tucker in 2018 [22] found that ads in the STEM field were less likely to be shown to women, even
when the ad was meant to be gender neutral. They found this to be because serving women ads is more costly than showing
them to men. This is because of cost-optimisation in the algorithm. This real-world case of bias against women is a good
example of a problem with algorithm usage in the search for candidates.

On Facebook companies are allowed to select sensitive attributes of users to target them for advertisement [1]. Some exam-
ples of sensitive attributes are gender, ethnicity and age. These attributes are often by law forbidden to discriminate on and in
combination with other factors are as such considered sensitive or protected [4]. Kim and Scott [18] discuss a case where a
job-seeker did not see the ads for a relevant job, as he was outside of the age category targeted by the ad. They note that ex-
cluding someone because of their age is illegal in the United States. This targeting in job advertisements means that in advance



a large portion of possible applicants is excluded [18]. Even choosing seemingly neutral attributes of users to target them on
might lead to bias, since these might act as proxies for the sensitive attributes. Proxy variables are non-sensitive attributes have
a correlation with the sensitive attribute [28].

A final problem with the usage of algorithms is a possible lack of personal contact when solely relying on the algorithm,
which is related to the perception of fairness in the decision making [20]. Even if an algorithm can be deemed fair, a participant
in the process could still have the perception it is not. The result is then that this individual is left with a feeling of unfairness
after the process. Perceived fairness also has an effect on the willingness to accept a job offer even if selected [20]. It was found
that regardless of the actual outcome of the decision, human, or algorithm-human decision making is more often perceived fair
than pure algorithmic decision making [23]. It is therefore crucial to not solely rely on the algorithm, but also involve humans
in the process.

The above are some examples of problems with recruitment algorithms to give an idea as to the scope and size of the problem.
From these issues it is clear that there are concerns with the usage of algorithms in recruitment. However, as stated above there
are clear advantages to the usage of such algorithms and in practice they are already widely adopted. This means that there is a
need for attention to making these solutions fair for everyone.

3.3 Conclusion
The aim of this chapter was to give an overview of the recruitment process and problems arising from algorithm usage in it.
The examples above clearly demonstrate some of the issues that arise. The main reasons algorithms are often deployed in the
recruitment process are that they can save time and money and might reduce bias. From the examples it is clear that even
though they have the possibility to reduce bias, they can still exhibit it. This bias has the potential to be even worse than the
bias exhibited by a human in the recruitment process. It is thus vital to evaluate whether an algorithm is actually needed and
whether it is actually fair. The next section will outline the kinds of bias that can be exhibited by these algorithms.

4 Bias against women in algorithms
Before being able to address bias it is important to understand that it can have many different causes and can exist in many
different forms. This chapter aims to create an understanding of bias, it does so by first discussing different types of bias and
then discussing the causes of this bias. Some takeaways are given in the conclusion. The chapter gives an answer to SQ2.

4.1 Types of bias
Bias can take many different forms, as such it is important to understand the kinds of bias, their causes, and consequences before
being able to mitigate bias in algorithms. The survey by Mehrabi et al. [24] will be used throughout this section because of their
clear overview of different forms of bias. Bias stemming from the data and the algorithm design process will be discussed. An
overview of the types discussed can be found in appendix A.

Firstly types of bias arising in the data will be explained. When the data is fed into the algorithm, it will lead the algorithm
to reflect this bias, leading to discrimination or unfairness [20]. A major cause for bias in datasets is related to the collection
of data. The way of measuring and sampling a population can lead to bias [24], this is known as measurement, representation
or sampling bias. This bias occurs when one group is over- or underrepresented in the dataset due to over- or under-sampling
in the data collection, which can lead to problems in the learning of the algorithm. Take for example a dataset of past hiring
decisions with mostly men in it. This might cause lower accuracy for women, leading to unfairness. Bias can also occur in
the data when attributes that are relevant to the decision making are not included in the model, this is called omitted variable
bias [24]. An example could be when trying to train a classifier for predicting salary, that does not include education level. Bias
stemming from collection practices is known as statistical bias [25]. Important to note is that data can still contain bias even
if the collection is done properly and the data perfectly represents the target population of the system, this is due to societal
bias [25]. This type of bias is often called historical bias [24]. When for example women systematically receive lower wages,
then even if the data reflects the reality, there is still bias in the data in the form that women get paid less. Training an algorithm
on this data means that this bias will be perpetuated. It is important to understand these biases in order to find ways to address
them.

Bias can also arise from choices made in the design process of the algorithm. Due to this an algorithm can exhibit bias even
if there is no bias present in the input data. If the bias is added purely by the algorithm, this is called algorithmic bias [24]. This
can occur for example when using a biased estimator in the model. Another type of bias stemming from the design process
has to do with the difference between the target population and the user population. It might be that over time the population
or the societal values have changed or that the statistics from the target population do not resemble those of the actual user
population, this is then called emergent or population bias respectively [24]. An example would be when a model is trained on
hiring decisions from a tech company and that same model is then used in hiring decisions at a production plant. There will
then be a large difference between the population it was trained on and actually used on. In the design process of an algorithm
it is important to be aware of these possible biases and to keep evaluating the algorithm during its lifespan.

The types of bias outlined above are the most relevant ones found and therefore outlined in this survey. A more elaborate
overview of types of bias can be found in the survey by Mehrabi et al. [24].



4.2 Causes of gender bias
Aside from taking many different forms, bias can also have many different causes. Some were already outlined in the previous
section through examples. This section presents an overview of causes of gender bias. Good to note is that even though this
section focuses on causes of gender bias, the causes mentioned are largely universal.

Firstly, it is important to mention discrimination, as it is a source of bias and simultaneously an effect of bias. A distinction has
to be made between explainable discrimination, when differences in outcomes between groups can be explained and justified by
attributes, and unexplainable discrimination, when there is unjustified discrimination towards a certain group [24]. The last case
is often illegal. An example of explainable discrimination is when males make more than females, but the females work less
hours, thereby explaining and justifying the discrimination. Unexplainable discrimination can be split into direct and indirect
discrimination [24]. Direct discrimination means that a non-favourable decision is based on a protected variable. An example
is when a recruiter has to choose between a similarly qualified man and woman and chooses the man solely based on gender.
When an algorithm is trained on data containing these decisions it will reflect this discrimination, the dataset then contains
(historical) bias. Some attributes of an individual cannot be used in decision making, often by law. These are called sensitive or
protected variables, this also includes gender. Indirect discrimination means the decisions are seemingly neutral and not based
on the protected attribute, but the protected groups are still discriminated against, often because of proxy variables. This is
when the protected attribute has a correlation with other variables [26]. An example of this type of bias in-practice is amazon’s
hiring algorithm, which even with gender removed, discriminated against women by assigning applicants from all-women’s
colleges lower scores [7]. The educational institution served as a proxy for the protected variable here.

Technical causes of gender bias often arise from the training data, label definitions, feature selection or proxy attributes [26].
Say for example that a recruiter labels a previous applicant a ’good’ hire, there is then no information on what factors attributed
to this label ’good’, which could cause bias when this label is used in the decision making. If features which are not relevant to
the outcome in the real world are included in the model, bias might arise when these features have an impact on the outcome of
the model. Problems with the dataset are a central theme in the causes of bias. This bias can be both technical and social. The
previous section on types of bias also clearly outlines some problems that can arise in the dataset.

Social causes of gender bias in algorithms are mostly related to the design of algorithms and the datasets used, as found
in a review by Hall and Ellis [12]. In the design process most often a lack of diversity in the development team and lack of
awareness were found to be the cause of gender bias. These problems are intertwined with each other, as a homogeneous team
will have similar knowledge and thereby similar weaknesses. The awareness within the team of certain issues could then be
lacking, which means a lack of diversity contributes to a lack of awareness. Bias can also be institutional, when the institution’s
practices, structure, customs and norms have a negative effect on the disadvantaged group [8]. This institutional bias can as
outlined in the previous section also be present in the dataset. Another problem with the dataset is a lack of diversity, this was
found by Hall and Ellis to be the most commonly identified social cause for gender bias in datasets.

Lastly, important to note is the feedback loop phenomenon. This is when a biased outcome from the model caused by bias in
the data or the algorithm is then used to improve the model. The biased outcome is then included in the dataset and fed to the
model, thereby perpetuating the bias [24]. This means this phenomenon is a cause of bias in itself.

The above causes of bias are the most common causes, some other causes which are not repeated here are mentioned in the
previous section on types bias. An overview of the causes discussed can be found in appendix B. A take-away from this section
is that bias does not have one cause, but rather a variety of causes. In a dataset this means that bias will often not be from one
source but from multiple sources, something which should be taken into account.

4.3 Conclusion
This chapter has presented an overview of the kinds of biases against women that can arise from algorithm usage. As said, the
bias present in society is reflected by data. Usage of this data then causes the algorithm to reflect this bias, perpetuating the
discrimination of women. Even then if the data perfectly reflects society, it can still be biased, something which is important to
be aware of when developing algorithms. Aside from bias present in society, bias can also be introduced in the data collection
and algorithm design process. This all means that bias can take many different shapes and has many different causes. It is
therefore important for design teams to try to address any bias to make algorithms as fair as possible or even refrain from using
an algorithm in certain cases to make sure fair decisions are made. The next chapter will discuss different methods to address
and measure bias in systems.

5 An overview of the fairness literature
This chapter will provide an overview of the fairness literature and provide an answer to SQ3 on fairness measures and methods.
The reviews by Fabris et al. [8], Mehrabi et al. [24] and Verma and Rubin [36] have been critical in shaping this chapter. First
off, the different definitions of fairness will be discussed, followed by technical methods to improve fairness. Social methods
to improve fairness and some critiques on the current fairness literature are then discussed and finally some conclusions are
drawn.



5.1 Fairness definitions
This section will give an overview of the most common definitions (also measures, notions and metrics) of fairness used
currently. In the context of philosophy and psychology people have already tried to define fairness long before the existence
of computer science and the definition of fairness has been a much debated topic over the course of time [24]. For a history of
fairness one can refer to the overview given by Hutchinson and Mitchell [15] in 2018.

There exist different categorisations of fairness definitions in the literature. Mehrabi et al. [24] group notions into group,
subgroup and individual fairness notions. Fabris et al. [8] only consider group fairness measures, as they found there was a lack
of research into individual and subgroup methods in the recruitment field. They classify the group fairness notions according
to what kind of variables the measures take into account, they call these flavours, an idea from Mitchell et al. [25]. They
have divided the measures on a high level into outcome, accuracy, impact, process and representational fairness, with outcome
fairness encapsulating most terms. These groupings will be mentioned throughout this section. For an explanation on some of
the terms used here one can refer to the paper by Verma and Rubin [36].

Below, the different definitions of fairness are outlined. These definitions of fairness are the most common and were taken
from Mehrabi et al. [24], Verma and Rubin [36] and Fabris et al. [8].

• Demographic parity: This group fairness method is also known as statistical parity and has an extension often referred
to as conditional statistical parity [36]. It is also related to disparate impact (indirect discrimination), which uses the ratio,
while this method uses the difference [8]. Demographic parity is based on the predicted outcome alone and is considered
to be the most simple fairness notion [36] and is widely used. It states that membership of a protected class should have
no correlation with the decision by ensuring equal positive prediction rates across groups. A limitation is that this method
does not always ensure fairness. This measure allows qualified applicants from one class, but also unqualified applicants
from the other class to receive a positive outcome [13] for the purpose of having equal rates. This has as the result that this
notion can impair the utility of the algorithm, especially if the target value to predict has a correlation with the sensitive
attribute that is not discriminatory.

• Equalised odds and equal opportunity: these two methods were proposed by Hardt et al. [13] as an alternative to demo-
graphic parity, since they considered this method flawed as outlined above. Equalised odds entails that the true positive
rates and false positive rates should be the same across different values of the protected attributes. Equal opportunity calls
for true positive rates to be the same among the protected and unprotected groups. These group fairness methods are based
on predicted and actual outcome [36] and as such fall into the outcome fairness class [8].

• Accuracy equality: According to this notion of fairness, a classifier can be deemed fair if the protected and unprotected
group have equal probabilities of being assigned to the correct group. This group metric is based on the predicted and
actual outcome [36].

• Treatment equality: To satisfy this notion of fairness, the ratio of false positives and false negatives should be the same for
both the unprotected and the protected group. This group metric is again based on the predicted and actual outcome [36].

• Test fairness: This group metric is based on the predicted probabilities and the actual outcome and is satisfied if individuals
in both the unprotected class and protected class have an equal probability of correctly belonging to the positive class [24].
This method is the combination of balance for the positive and negative class [31].

• Mean absolute error: This measure compares the group-wise accuracy by taking the average of the absolute error for
each individual in the group [8].

• Sensitive AUC: There might be information about a sensitive variable stored in proxy attributes, this method is used to
measure this relationship. It does so by training a classifier based on the non sensitive features to predict the sensitive
variable and evaluating the accuracy of the classifier [8]. Fairness is achieved when the accuracy of the classifier is very
low. This method is related to demographic parity in the sense that it is also based on the notion that membership of the
protected class should not have an impact on the decision making.

• Subgroup fairness: The idea behind this definition of fairness is that it can capture the relational structure in a domain,
taking into account social, organisational and other connections [24]. Subgroups are different combinations of protected
attributes forming a (sub)group (for example higher educated women) within a bigger group (e.g. women). The aim is to
combine group and individual fairness by picking a group fairness definition and seeing whether it holds for a collection
of subgroups.

• Fairness through (un)awareness: In contrast to statistical measures outlined above, these notions take into account other
attributes besides the protected one and are categorised as individual [24] or similarity based measures [36]. Fairness
through unawareness states that a classifier is fair if no sensitive attributes are explicitly used in the decision making [36].
Fairness through awareness is the notion that similar individuals should have similar classification, so the distance between
the outputs should be at most the distance between the individuals. This requires creating distance metrics, which could
become a source of discrimination by itself [36].



Fairness metric Mehrabi et al. Verma and Rubin Fabris et al.
Demographic parity Group Predicted outcome Outcome
Equalised odds and equal opportunity Group Predicted and actual outcome Outcome
Accuracy equality Group Predicted and actual outcome Outcome
Treatment equality Group Predicted and actual outcome Outcome
Test fairness Group Predicted probabilities and actual outcome Outcome
Mean absolute error Group - Accuracy
Sensitive AUC Group - Process
Subgroup fairness Subgroup - -
Fairness through (un)awareness Individual Similarity-based -
Counterfactual fairness Individual Similarity-based -

Table 1: Overview of the classifications of the fairness metrics per paper.

• Counterfactual fairness: This individual fairness method falls into the class of definitions based on causal reasoning [36].
These reasoning’s use a graph with nodes representing attributes and edges representing relationships between them. A
graph is deemed fair if there is no path from the protected attribute to the predicted outcome with only proxy attributes
(attributes that can be used to predict the sensitive attribute) [36]. This is based on the intuition that a decision is fair if it is
the same in both this world and the counterfactual world, so the world where an individual has exactly the same attributes
but the protected attribute is flipped [24].

These methods can be used to measure fairness and extensions are possible to consider multiple protected variables instead
of one [6]. An overview of the methods and the classifications of them can be found in table 1. As mentioned previously, Fabris
et al. focus on group fairness measures, as they have not found other work in the HR field, as such this could be a fruitful
avenue for further research. They also identified a lack of knowledge into representational fairness, measures in this class aim
to quantify stereotypes. For example when in a job description there is bias embedded in the usage of some ’masculine’ or
’feminine’ words.

Something to note here is that the group fairness methods can be classified as oblivious, as stated by Mitchell et al. [25].
This means that they depend only on the observed data and as such are defined through only the features, outcomes, scores and
decisions [25]. The individual fairness methods are classified as incorporating additional context, this provides a way to map
social goals onto mathematical formalisms [25]. This idea is further elaborated by Fabris et al. [8] who defined multiple flavours
to divide the measures into. They name flavour as one dimension and go on to define the dimensions conditionality (accepting
group differences if they can be explained), granularity (finer granularity means measuring on more operating conditions),
normativity (setting precise targets fro group-wise quantities), interpretability and multinary (accounting for more than one
sensitive attribute). These are seen as desirable qualities for a system to have. Some fairness measures mentioned by Fabris
et al. [8] are extensions of these methods into recommender systems. The base measures are outlined here to give an intuitive
insight into the measures used and an overview of the field without going too much into depth.

Important to note is that some definitions of fairness are incompatible with each other and can thus not be satisfied simul-
taneously [24]. Therefore, careful consideration is needed as to which fairness measure to use in a system, a problem which
depends highly on the use case. Ruf and Detyniecki [31] have made an attempt to address this problem by making a decision
tree to aid in the selection of a definition to use. This tree and problems with it will be discussed in chapter 6. Finally, as can be
derived from this section, reviews take very different approaches into grouping fairness methods and deciding which metrics to
include. This highlights the difficulty of creating a single definition of fairness [24].

5.2 Fairness improvements using technical methods
The algorithms in the literature can be divided into three classes: pre-, in- and post-processing. The classifications are based on
when in the process the algorithm is applied, this can happen before, during or after the model training respectively [8]. The
three classes are elaborated on below.

• Pre-processing: Methods in this class take place before training the model and can only be used if the mitigation algorithm
is allowed to modify the training data [24]. Methods in this class aim to remove bias from the data by removing non-
relevant protected or proxy attributes and/or modifying features leading to bias [26].

• In-processing: This is the class of methods applied during the training of the model. A substantial increase of fairness
can be achieved when algorithms are applied in this stage [26]. However, these methods can only be applied when one is
allowed to change the objective function or impose a constraint [24].

• Post-processing: When there is no access to the training data or training process of the model, algorithms can be applied
after training. This class of algorithms reassigns the outcomes based on some function [24] or provides transparency in the
decision making process by providing counterfactuals [26]. Besides assisting the employer, the counterfactuals can also
be provided to the applicant to aid them in improving themselves.



Several toolkits exist that implement fairness metrics and methods. A prominent example often mentioned in the literature
is IBM’s AI Fairness 360 toolkit [3]. This offers a variety of pre-, in- and post-processing methods as well as different fairness
metrics. Using this versatile toolkit, different methods and metrics can easily be compared against each other. Another popular
toolkit is Lime [30], which was found by Mujtaba and Mahapatra [26] to be the most popular fairness toolkit on Github. This
toolkit is aimed at trying to understand the decision making process in black-box machine learning models. The features with
the most influence on the model decisions are identified by the toolkit to attain this goal [30].

In the literature there is often a focus on a single protected attribute [6] in the improvement methods. In practice however,
an individual can be a part of multiple protected groups simultaneously and optimising for only a single protected attribute can
cause problems. Consider the findings by Chen et al. [6], they optimise fairness for one attribute and then measure the effect
on another. Take the protected attributes sex and race. When they optimised for sex and did not consider race, it was found that
the subgroup non-white males received more unfavourable outcomes and the subgroup white females received more favourable
outcomes. The optimisation has now caused more unfairness regarding race. Due to this possible amplification of bias when
optimising for only one protected attribute, it is important to consider multiple protected attributes when applying algorithms
to increase fairness.

Chen et al. [6] have researched the current methods for intersectional fairness improvements in a survey from April 2024. Of
the following methods, four were found by Chen et al. [6] to be the best at mitigating bias while considering multiple protected
attributes. The other three were taken from Fabris et al. [8] and seem to be the most widely regarded in the recruitment field.

• Reweighing: This pre-processing method aims to remove discrimination from a dataset by assigning weights to the
tuples in the training data [17]. No tuples have to be changed in this method. The idea is reducing discrimination while
maintaining the class probability. The weights are calculated by dividing the expected probability to see an object with a
certain sensitive attribute and class by the actual observed probability.

• Rule-based Scraping/Substitution: These pre-processing methods are aimed at proxy reduction, reducing the informa-
tion in other attributes about the sensitive attributes [8]. In text data all words referring to the sensitive attribute are removed
or changed. For example when considering gender, the word ’his’ is removed or changed to ’theirs’.

• Adversarial Inference: The goal of this in-processing method, like the above method, is proxy reduction. It achieves this
by modelling an adversary trying to predict the sensitive attribute from a representation of the individual derived from a
neural network [8]. The goal is then to minimise the accuracy of the adversary.

• MAAT: The regular version of this method works by training two models, one optimising for fairness and one optimising
for performance. The output of both models is a vector of the probabilities of the input object belonging to each class [5],
these are then combined into one. The multi-attribute variant works by training a model for each protected attribute. This
algorithm takes into account both performance and fairness and needs access to the training data.

• Equalised Odds Processing: This method optimises for equalised odds during the training of the model alongside ac-
curacy. Since it does not need access to the training data, this method is the best alternative to reweighing, MAAT and
FairMask [6]. The performance is very similar to these methods which do require access to the training data.

• FairMask: This method trains models to predict the sensitive attribute based on the other attributes. It then uses the
outcome of these models to change the sensitive attributes in the test data [6].

• DetGreedy: LinkedIn developed and published this method for re-ranking search results. This method is deployed in
practice at LinkedIn to ensure gender-representative ranking of qualified candidates [10]. The method re-ranks items from
top to bottom using the most relevant candidates from underrepresented groups. In testing it was found to have show an
increase in fairness and subsequently implemented. Unclear are the actual in practice consequences of this algorithm, but
if we look at the example above where race was the unconsidered attribute, one can immediately see a possible issue. This
publication is one of the only ones outlining the application of a fairness method on a large scale production system [2].

An overview of these selected methods is given in table 2. The table outlines the approaches, sources, family and measures
used per method. A note on the measures used is that these were used in the proposal to measure the effectiveness of the
proposed method. Different methods could also have been used in most cases, except for where the algorithm depends on a
certain notion of fairness. This also shows clearly which methods are most popular.

What the methods reweighing, equalised odds processing, MAAT and FairMask have in common is that when they consider
multiple attributes instead of one protected attribute, that the accuracy stays relatively stable, but the precision and recall are
greatly affected [6]. For further explanation on precision, recall and accuracy see Chen et al. [6]. The other methods above
have not been tested in such a fashion, but theoretically the same will apply to them. Chen et al. show that fairness comes at a
premium, these methods attain fairness at the cost of more misclassifications.

Important to note is that Fabris et al. [8] found in their literature survey that the literature on fairness methods in the recruit-
ment field is mostly focusing on proxy reduction techniques currently. It was found that these techniques do not offer fairness
improvements when the bias in the dataset is small and that it is unclear whether these techniques actually offer benefits when
applied in practice and not just on a test-set. Thus it is important to keep considering and researching other applicable methods
in this field.



Fairness method From Family Approach Measures used in method proposal
Reweighing [6, 17] Pre Differential weighting of

training data
Demographic parity

Rule-based Scraping/ Substitu-
tion

[8] Pre Proxy reduction sAUC

Adversarial Inference [8] In Proxy reduction sAUC
MAAT [5, 6] In Combining individually

trained models
Demographic parity, Equalised
odds, Equal opportunity

Equalised odds processing [6, 24] Post Adjust output labels Equalised odds
DetGreedy [8, 10] Post Output re-ranking Demographic parity, Equalised

odds
FairMask [6] Pre, Post Adjust output labels Equalised odds

Table 2: Overview of selected technical fairness methods.

5.3 Fairness improvements using social methods
Hall and Ellis [12] argue that as causes of gender bias in algorithms are socio-technical, solutions should also be socio-technical.
This section will discuss the social solutions to bias in algorithms, in contrast to the technical solutions in the previous section.

As stated in the previous section, providing an applicant with counterfactuals can help them improve themselves and provide
transparency. Along with this, providing applicants with clear feedback actually improves the perceived fairness of a system
[26]. Giving the applicant feedback is largely a social solution and while it does not improve fairness directly, it does improve
transparency and perceived fairness. Thereby improving the acceptance of the usage of technology in the hiring process. A
class of social solutions looks at improving due process. It was found that improving fairness, accountability and transparency
was the most important solution in this category [12]. Providing an applicant with counterfactuals is a good example of how
this can be done.

Most literature on social solutions to bias names solutions aimed at improving the algorithmic design process [12]. Increasing
diversity in the design team is among the most common methods. It is argued that having diversity in the design team can help
prevent algorithms from exhibiting gender bias, something which is partly substantiated by the findings that gender diversity in
software development teams leads to more creativity and better decision making [19]. This claim can be further substantiated
by the intuition that by introducing more diverse perspectives, the influence of cognitive bias on the algorithm is reduced [16].
Another method to improve the design process is by increasing awareness of bias [12]. If one is not aware of the possibility
of bias occurring, they will not address it. As such raising awareness of fairness in algorithmic design is an important part of
bias mitigation. Human-in-the-loop is also a popular method to address fairness concerns [12]. In this method the algorithm
is continuously audited by a human during the development and after deployment to ensure fairness. As mentioned earlier,
perceived fairness is also an important part of achieving fairness in algorithmic hiring. The human-in-the-loop method partly
implements this. Finally, the last notable method to improve the design process is integrating ethics into it.

The social methods mentioned are all closely related and intertwined. Increasing diversity in the development team will
lead to increased awareness, as a more diverse team will have different blind spots [12]. More awareness means that there is
knowledge of the possible issues arising from algorithm usage, which can lead to calls for a code of ethics, human-in-the-loop
approach and increased transparency. Adopting a code of ethics could also lead to increased transparency and the adoption of
human-in-the-loop, as the code of ethics will call for responsible application of algorithms. Using human-in-the-loop means
biases can be identified and mitigated at the source, leading to increased awareness of issues. These connections are a good
thing, as it means that after the first step improvements to fairness will continue.

Fairness method Approach
Diversity in development team Increasing the number of diverse developers or designers in the team.
Increase awareness Make users and developers aware of the possibility of bias occurring.
Human-in-the-loop Human experts evaluate the algorithm continually during the development and

deployment and make adjustments when necessary.
Integrate ethics into design process Adopt a code of ethics to adhere to in the algorithmic design process.
Improve transparency Be transparent about algorithm usage and how the result was achieved.

Table 3: Overview of selected social fairness methods.

As will be further outlined in the next section 5.4, technical methods have their limitations. As such it is important to
also consider the social solutions. This class of solutions looks at improvements outside of those to the algorithm itself. A
concrete example of why it is necessary to look beyond technical methods is one from section 4.1. Take the example that
women systematically receive lower wages. Even if a technical method is applied which is able to perfectly balance the data



or the algorithm, the societal structures that have led to the imbalance remain unaddressed and unidentified. Using for example
human-in-the-loop, an expert can identify the problem and make the responsible management aware such that they can address
the problem at the core. Social solutions are mostly limited by their complexity and cost. Changing the composition of the
team to be more diverse involves hiring more employees, raising awareness requires time and funds, having a human audit the
process requires a capable engineer to spend time doing so, integrating ethics involves creating a code of ethics and continually
assessing whether it is adhered to and finally, improving transparency also involves spending time and continually finding areas
to improve on.

In conclusion, bias cannot solely be mitigated using only technical methods. It is therefore important to also take into account
the social structures leading to bias and the social solutions, some of which are outlined in this section.

5.4 Critiques on current fairness literature
As demonstrated in the previous sections, the fairness literature is not without its limitations. Besides the already discussed
limitations, there are some more instances where the literature falls short. Some critiques of the dominant view on fairness in
algorithms are discussed in this section.

Green and Hu assert that the current fairness literature assumes that fairness is ”constituted by satisfaction of the statistical
constraints” [11, p. 2] or ”reducible to constructing mathematical summaries of individuals’ attributes that admit comparison
between persons on a single standardised scale of similarity” [11, p. 2]. What they are saying is that the literature is preoccupied
with satisfying mathematical formulations of fairness. This is a limited approach, something which Weinberg [37] also identi-
fied in a survey of fairness critiques. The main limitation of this approach is that it fails to take into account the broader social
and moral context. As such, what may be fair according to the definitions of fairness might not be fair in the broader societal
contexts. A limitation further underscored by the incompatibility of fairness metrics mentioned earlier, since the community
labels this incompatibility as the impossibility of fairness. However, as Green an Hu argue, the community misdiagnoses the
problem, as this merely shows that there are no easy answers, not that there are no right answers.

Further problems arise from the reliance on quantifiable features of society. When relying solely on the data and not taking
into account the broader social context of the data, the non-quantifiable values will not be taken into account. An example is
the gender-imbalance in household work, which is not measured. More work in the household is done by women, giving them
a disadvantage on the job market [8]. Green and Hu [11] conclude that this reliance results in giving undue consideration to
certain values, solely because they are quantifiable. They go on to note the issue with the reliance on historical data in machine
learning. As bias and unfairness is present in society, this is also present in data from society. Even if society has improved in
terms of fairness and bias, historical data will not reflect these changes, as they will have a positive effect in future data. An
algorithm trained on this historical data will make decisions based on that, these decisions will then also not reflect the societal
changes.

Relevant to both this section and the earlier section on fairness definitions is the COMPAS debate. COMPAS is an algorithm
deployed in a criminal justice setting that assesses potential recidivism risk. In 2016 an analysis was published by ProPublica
where they identified that the tool was racially biased as did not satisfy equal false positive rates by race [25]. The company
replied by stating that the tool was fair as it did satisfy positive predictive rates. Further research assessed the tool against
multiple measures of fairness with differing results. This debate shows the problem with the current definitions of fairness, what
one sees as fair, the other does not. As such there is a need for a harmonised definition of fairness, however as Mitchell states:
”there can be no harmony among definitions in a world where inequality and imperfect prediction are the reality” [25, p. 153].
In contrast to this Köchling et al. [20] mention synthesising a definition of fairness as an open question, once again symbolising
the lack of agreement in the algorithmic fairness research.

As mentioned previously, an argument often driving the implementation of an algorithmic system in the hiring process is
that of reduced bias through the usage of an algorithm. Köchling et al. [20] confirm this in their literature survey. As also
discussed earlier, the algorithm does also has the potential to perpetuate and worsen the bias. The reason this is reiterated is
that often companies do not provide information on how they ensure fairness in their systems, something which Bakalar et
al. [2] from Facebook identified. It is very well possible that many companies are applying some sort of fairness method, but
are simply not transparent about it. This lack of transparency also hinders the development of the field, as methods cannot
be tested in deployed applications, but only in a controlled environment. Additionally, it means that knowledge on the real-
world implications of these systems is difficult to come by. Companies sometimes even offer full-scale services to automate
the hiring process, while the question whether or not algorithms can actually be fairer than humans remains unanswered [20].
For example, upon reviewing the website of the applicant tracking system Workday with almost a 40% market share [27], it
was found that while they mention having diverse experts and using human-in-the-loop [35], it remains unclear how they train
their systems and actually ensure fairness. They state this information is available to customers, it remains however unavailable
for the applicants, who have to use their systems. This example also ties in with the perceived fairness of algorithmic hiring
systems, as transparency in the usage and development of these systems can help improve the acceptance of algorithm usage in
recruitment.

Lastly, a central issue in the machine learning fairness field identified by Weinberg [37] is technological solutionism. Fairness
is achieved through technological solutions, which, as outlined above, might not even be fair in their social context. This issue
goes further than just the fairness field and is actually more inherent to the algorithmic field. Algorithms are applied and



subsequently cause these fairness issues, which are then attempted to be solved using technical solutions. The root of the
problem is then not the bias, but rather the application of the algorithm, which has caused the bias. This application has the
potential to ”crowd out other forms of knowledge and inquiry” [37, p. 82]. Selbst et al. phrase this very clearly when they state
that there is a ”failure to recognise the possibility that the best solution to a problem may not involve technology” [33, p. 63].

The issues outlined above are by no means an exhaustive list of critiques of the fairness literature. A clear overview of some
critiques is given by Weinberg [37]. This review was also employed in shaping this section. The limitations discussed are
important to note and it remains a future challenge to address some of the critiques in order to attain fair machine learning. As
there are not yet any solutions to these issues, it is important to still look at the current methods as the wide usage of algorithms
calls for action now. Which means there is a good argument for research into the critiqued methods.

5.5 Conclusion
As outlined in this section making algorithms fair is a difficult task without a silver bullet. Solutions can be social and technical
or somewhere in the middle and for the best resolution a combination of these should be considered, something which is
outlined in the next section. The plethora of methods to assess whether an algorithm is fair illustrates the difficulty of the task
at hand, the same is true for the methods to address bias. Some critiques were outlined, where some very good points were
brought up about limitations of the current approaches. As stated previously, it is very important to address these limitations,
however, in the meantime other concrete solutions are needed. This is because in practice algorithms are widely applied in the
recruitment process and to ensure fairness and prevent discrimination, action should be taken now.

6 Applying fairness methods to recruitment algorithms
This chapter will provide an answer to SQ4 on what fairness methods to apply to recruitment algorithms to achieve fairness for
women and why combining fairness methods is important. The insights derived from the previous chapters are analysed and
some final remarks are discussed in the conclusion.

6.1 The ideal solution
Sometimes the best way to mitigate bias is to not use an algorithm at all. Stating that the best solution to bias in algorithms is
not using an algorithm might seem simplistic, it is however more nuanced than that. Before starting on the implementation of
an algorithm it is important to evaluate whether it is actually necessary to implement and what the impact would be. Then if
it is actually implemented it is important to continually assess the algorithm. While no definitive proof exists that algorithms
actually exhibit less bias than humans [20], it would be the best solution to steer clear of them. Logically, bias against women
in algorithms cannot exist when no algorithms are used. Then it all comes down to human bias. Algorithms of course have the
potential to mitigate this bias, however they often perpetuate or exacerbate it [8]. As such this should be the best solution. The
problem is however that the world is not perfect and in the current society cost is a driving factor behind many decisions [20].
As algorithms are often simply cheaper than humans, there is also a big push for the implementation of these algorithms to save
cost. The result of this is that there is a need to assess and mitigate bias in these systems to ensure fair hiring for everyone.

6.2 The practical solution: how to achieve fairness for women in recruitment algorithms?
It is important to first consider the social solutions and then the technical solutions. This is because bias often stems from
society [12], thus it logically follows it is better to address the societal structures that led to the bias rather than address the bias
only. So directly fighting the disease not just the symptoms. The most important solution in general to bias in algorithms is to
have a competent critical engineer to be embedded in the design process and to evaluate the system after deployment, known as
human-in-the-loop. This method is related to integrating ethics in the design process, having diversity in development teams,
raising awareness and increasing transparency. If a qualified engineer aware of the issues with algorithms is employed for
the purpose, they can stand up for the rights of others and critically evaluate the system during the design process and after
deployment. For example, if they find historical bias against a certain group in the data, then they can voice these concerns
to the management, which can address the bias. In doing so, the societal structure leading to bias is addressed. The critical
engineer will also call for including diverse people in the process, thereby achieving diversity even if the team is not. They can
help increase awareness of possible pitfalls in algorithm design among the design team. For example, if a critical engineer was
employed in Facebook’s advertising team, then they might suggest that to raise awareness of bias in advertisements a solution
could be to put information about discrimination when posting an advertisement about a job offer, or they might suggest it
should not be possible to target users on certain features at all. Besides awareness of social solutions, the engineer should also
be aware of the technical possibilities and have knowledge on when to implement what method. If they find the algorithm
or the data to be biased, they can recommend and insist on methods for mitigation. The critical engineer is therefore key
to mitigating bias in algorithms. The issue is that there is a shortage of these engineers, supported by the need to still raise
awareness of fairness issues [12]. Another problem is that employing these engineers and implementing these solutions can be
costly. Furthermore, the effects of the social solutions are in most cases not immediately reflected in the data as the methods
are often a timely process. This means that these methods, while being very useful, do not provide the definitive solution. For
further increases of fairness the technical methods can be used alongside the social methods. The two classes of methods have
differing limitations, which makes the combination of them especially suitable for achieving fairness.



Before mitigating any bias, it needs to be measured. The flow chart by Ruf and Detyniecki [31] is a good conception of a
way to select a measure to use. Even though the idea is good, there are some issues within this specific context. The problem is
that in hiring ground-truth labels may not be available [21]. This means regardless of policy and base rates the result according
to the flow chart is some parity-based measure. This family of measures coincides with the practice of affirmative action [9].
The issue being that even when the flow is followed without a diversity policy, the end result can be the implicit application
of such a policy through the usage of a parity-based measure. Evidence points to success of affirmative action policies [32],
however demographic parity should still be applied with care and while knowing the implications. The chart contains every
group fairness method mentioned except for mean absolute error and sensitive AUC. The mean absolute error method also
relies on ground truth [8], it is a good metric to use if the accuracy of the model is vital. If no ground truth is available, other
methods may still be used, but one must be aware of the limitations [8]. Say one uses equalised odds on data with historical
bias against women. If one assumes the decisions made to be correct (ground-truth) and optimises a predictor for this ground
truth and for equal false negative and true positive rates across groups, then the resulting model will still contain the historical
bias from the dataset. As such, measures based on ground truth are limited for data without reliable ground truth availability.
If there is no desire to implement a diversity policy and no ground truth available, a measure such as sensitive AUC can be
used, which is also extendable to allow multi-class fairness assessment [14]. This method is popular as it coincides with the
legislation against direct discrimination [8] and differs from demographic parity which targets indirect discrimination. This
class of methods related to proxy discrimination should still be further analysed however, as it unclear whether the benefits hold
after deployment [8]. As individual and subgroup measures remain understudied in hiring [8], no recommendations about the
application can be made.

If bias is found in the data, the data collection should first be looked at. Non-representative data is often a source of bias
and improving the data collection practices is the solution most often implemented in practice [2]. Two methods not to apply
are DetGreedy and Adversarial Inference. These two methods take into account only one protected variable, which as outlined
earlier has the possibility to increase bias in subgroups. As such it is better to avoid these methods until a multi-attribute
extension is published and assessed. If there is no access to the training data equalised odds processing can be used, as it
is the only method among the remaining methods to not require access. Choosing among usage of reweighing, MAAT and
FairMask can be done per use case by assessing the usefulness of the methods. As the methods can all be used with any fairness
metric [5, 6, 17], the methods should be compared against each other using the chosen measure and the most appropriate one
should be selected. After choosing a method to apply, it is important to keep assessing the system when it is in use and stop
using it if there are fairness issues found. When dealing with text data (such as resumes) it is advisable to at least use rule-based
scraping, as this aims to make the text gender neutral, this has a small impact [8], but can help in mitigating gender bias and
requires no access to the training data or the model. This method can be used in conjunction with other methods [8].

In short, numerous methods exist to mitigate bias against women and there is not one silver bullet. An overview of methods
discussed can be found in appendix C. A combination of methods can be applied to achieve the fairest solution for all. The key
to fairness being responsible application of algorithm. This does not only refer to the application itself, but also encompasses
the development process and the assessment after deployment. In every stage it is important to have a team that is able to
critically evaluate the algorithm and data and is willing to ensure fairness for everyone.

6.3 Conclusion
The previous section shows that the most important solutions for mitigating bias against women in recruitment are continually
evaluating whether an algorithm is desirable and making sure the process is monitored by humans. In business decisions cost
plays a big role and automating decision making is often simply cheaper than employing humans to do the same task [8]. As
such, when dealing with systems that will become reality regardless of desirability from a social point of view, the best solution
found was to at least make use of the human-in-the-loop construct to mitigate possible bias. If a suitable auditor is employed,
this also partly accounts for the other social methods discussed. The bias found by an auditor can be mitigated using different
solutions based on the type of algorithm deployed. The most commonly applied method would be to improve the representation
of subgroups in the data. Based on the use case technical methods can be considered if bias is found using a selected measure.
In conclusion, there exist many methods to attain fairness and to apply them in a way such that bias against women can be
mitigated takes critical engineers willing to stand up for the rights of others.

7 Discussion
Despite the exploded research into fairness methods, the implementations of them in production systems is lacking behind.
The most often adopted solution to a biased system is to simply add more training data for the underrepresented class [2].
This clearly shows that there are large issues with the algorithmic fairness literature, as outlined by the critiques. The lacking
adoption of the technical methods of achieving fairness shows that there is a need for other solutions, as was discussed earlier.
The implication of this is that it is important for development teams to adopt social solutions to the problem.

While technical fairness methods often provide band-aid solutions to large societal problems. The social methods discussed
aim to address some of these societal problems, however these methods often do not translate into right-now solutions. Take
for example raising awareness, this is a timely process and while this process is taking place algorithms with fairness concerns



needing to be addressed are already widely used. This is where the technical solutions come in. This suggests that in devel-
opment teams should be aware of the implications and try to address any possible fairness issues. However, despite the utility
of these technical solutions, the question remains whether this is the way to achieve fairness. Despite the plethora of methods
proposed, the main concerns about achieving some statistical notion of fairness remain unaddressed.

Currently, companies are not very forthcoming into revealing the ways in which they have adopted algorithms and the
fairness approaches used, which means public knowledge on how fairness methods work in a real-world environment is limited.
Transparency is a main theme in the algorithmic fairness literature, as a lack of transparency also hinders the development of
the field. This research identified this problem and calls for increased transparency in the algorithmic hiring space.

This review did not cover all methods and measures in the algorithmic hiring field, which could be construed as a limitation.
Additionally, due to the design of the paper only the literature deemed critical was reviewed. There is the possibility of having
missed key research because of this. It is however improbable that research not included has come to very different conclusions.
In the literature, and especially also in the most recent literature, the critiques of fairness remain mostly unaddressed, as such
the conclusions from the review will hold. Finding a way to definitively achieve fairness for everyone therefore remains an
open question.

A high-level view has been adopted in this review, without examining any measures or algorithms in practice. The limitation
of this way of working is that the fairness methods discussed might compare differently to each other in a practical sense than
a conceptual sense. It could for example very well be that DetGreedy also performs well in fairness among subgroups. Then it
has been ruled out on a conceptual level, but performs well in practice. However, the performance of such methods would then
have been evaluated in very specific circumstances. The advantage of the current methodology is that methods which might
work well in certain circumstances can be ruled out based on conceptual limitations.

In the review it has been stated that sometimes no algorithm should be involved at all. While it remains unclear whether
algorithms can be fairer than humans, this might hold. However, as algorithms also have the possibility of being able to be
fairer than humans, it is possible that the solution to bias in the hiring space is actually applying an algorithm instead of human
review. Currently, this conclusion is not yet supported by the literature, however it is important to mention the possibility and
the implications to the solutions discussed in this review.

The literature used for this survey has been combined and conclusions have been drawn from the results. This has yielded
the conclusion that both technical and social methods alone do not provide a solution to the problem. As most literature focuses
on either of the two, with exceptions of course, it is important to provide an overview of the possibilities the different literature
offers. It is therefore logical to consider the possible combinations of methods offered by literature that can be applied to
achieve fairness for women in recruitment algorithms.

Spreading awareness of fairness in algorithmic hiring is one of the areas this survey hopes to make an impact. As it has
been identified that there is not one single answer to the problem of bias in algorithmic hiring, it is important that developers
and users of algorithms in the hiring space are aware of the limitations of these algorithms. Especially important is the insight
that sometimes the best way to ensure fairness is not using an algorithm and that applying one can have a large impact. When
applied, it is important to make the algorithm as fair as possible for everyone. To achieve this, the knowledge of different
techniques to achieve fairness and possible fairness issues should be widely spread.

8 Conclusion and Future Work
This review answers the question of how bias against women in recruiting algorithms can be mitigated using a combination
of fairness methods. It has been found that many methods exist and there is no one solution to address the issue. This means
looking at combinations of methods is important for ensuring fairness. Responsible application of algorithms is key. Especially
social methods are critical to attaining fairness when an algorithm is used, as they in some cases address bias at the source. This
bias would otherwise have been reflected in the data and would have to be addressed by technical methods. Current fairness
literature has its limitations, but it has the potential to at least partly address bias in algorithms against women if the right
combination of methods is used.

From this review it can be concluded that one of the most important future work areas is that of addressing the limitations
and critiques of the current fairness literature. Addressing some of these concerns will not only have a large effect on fairness
in recruitment, but rather everywhere algorithms are used. As such addressing these issues is key to achieving a fairer world
for everyone. To address fairness issues in the hiring space it is critical that the knowledge of limitations of algorithms and
fairness becomes more widespread. Related to this is the question of how to increase the transparency surrounding algorithms.
Research into the best ways to spread knowledge of algorithms and fairness should be conducted.

A crucial insight to remember is that the fairness methods all have their limitations. Before applying any fairness method
it is important to be aware of these limitations and make an informed choice about the methods to apply. The implications of
demographic parity are especially important to consider. Finally, the key takeaway is that responsible application of algorithms
is crucial to achieving fairness. Before development of the system possible implications of the system should be reviewed and
an informed choice should be made about whether or not to continue to development. In development it is important to have
critical engineers who closely evaluate the system and propose changes if necessary. After a system is deployed it is important
to keep assessing the system to continually ensure fairness for everyone.



9 Responsible Research

This review has looked at the implications of algorithm usage in the recruitment process. The ethical aspects of this have
been discussed throughout the work. A key takeaway from the work is that algorithms should be applied responsibly to ensure
fairness for everyone, this could go as far as refraining from using an algorithm for certain tasks as discussed. The conclusions
were logically derived from the information gathered and are as such reproducible.

A Types of bias

Type Classification Description
Measurement bias Statistical Bias stemming from using or measuring features in a certain way [24].
Representation bias Statistical Not all subgroups are represented equally in the data [24].
Sampling bias Statistical Subgroups are not sampled equally [24].
Omitted variable bias Statistical Relevant attributes not included in the model [24].
Historical bias Societal The data contains bias not stemming from collection practices, but from soci-

etal structures [25].
Biased estimator Algorithmic The estimator used in the model is statistically biased [24].
Emergent bias Algorithmic The population or the societal values have changed since the development of

the algorithm [24].
Population bias Algorithmic Statistics from the target population do not match those of the actual user pop-

ulation [24].

Table 4: Overview of types of bias discussed in section 4.1.

B Causes of bias

Cause Related to Description
Historical bias Dataset Previous injustices in the world have become embedded in the data [24].
Training data Dataset This cause refers to bias present in the dataset in general and encompasses

other terms mentioned [26].
Label definitions Dataset Unclear labels in the data can lead to bias [26].
Feature selection Dataset Features not relevant in the decision making are included or features relevant to

the decision making are not included in the dataset and used to train the model.
This can lead to bias [26].

Proxy attributes Dataset Information about the sensitive attribute is stored in other attributes [26].
Institutional bias Dataset An institution’s practices, structure, customs and norms have a negative effect

on a disadvantaged group [8].
Lack of diversity Dataset The dataset is not representative of all groups [12].
Lack of diversity Development

team
Lacking diversity in the development team means homogeneous knowledge
and thus the same blind spots or biases [12].

Lack of awareness Development
team

The development team is not aware of the importance of certain issues [12].

Feedback loop Development
process

A biased outcome from the model caused by bias in the data or the algorithm is
used to improve the model. The biased outcome is then included in the dataset
and fed to the new model, thereby perpetuating the bias [24].

Table 5: Overview of causes of bias discussed in section 4.2.



C Solutions to bias

Method When to use?
No algorithm usage Whenever there is a risk of the algorithm being unfair. It is important to assess

whether the cost saving will weigh up to the possible societal consequences of
the algorithm application.

Critical engineer At least one team member should be able to take on this role for ensuring
fairness in development. The knowledge of fair algorithms in the development
team should be invested in as much as possible. Application of this method can
be limited by availability of knowledge and costs associated with it.

Improving data collection This should be the first step to improving fairness when there is issues found
with an algorithm. It can address many different forms of bias without having
to change the algorithm.

Equalised odds processing Whenever there is no access to the training data.
Reweighing, MAAT, FairMask Per use case by assessment of the usefulness of the methods. Choose the best

out of the three or none upon assessment.
Rule-based scraping When dealing with text data.

Table 6: Overview of solutions discussed in chapter 6.
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