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Towards Maximum Utilization of Remained
Bandwidth in Defected NoC Links

Changlin ChenStudent Member, IEEEYaowen Fu,Member, IEEEand Sorin CotofanaSenior Member, IEEE

Abstract—To maximize the utilization of the available
Networks-on-Chip (NoC) link bandwidth, partially faulty links
with low fault level should be utilized while Heavily Defected
(HD) links should be deactivated and dealt with by means of a
fault tolerant routing algorithm. To reach this target, we make
the following contributions in this paper: (i) We propose a Flit
Serialization (FS) method to efficiently utilize partially faulty
links. The FS approach divides the links into a number of equal
width sections, and serializes sections of adjacent flits to transmit
them on all fault-free link sections to mitigate the unbalance
between the flit size and the actual link bandwidth. (i) We
propose the link augmentation with one redundant section as
a low cost mechanism to mitigate the FS drawback that a link’s
available bandwidth is reduced even if it contains only 1 faulty
wire. (iii) We deactivate HD links when their fault level exceed a
certain threshold to diminish congestion caused by HD links. The
optimal threshold is derived by comparing the zero load packet
transmission latency on the HD links and that on the shortest
alternative path. Our proposal is evaluated with synthetic traffic
and PARSEC benchmarks. Experimental results indicate that the
FS method can achieve lower area*power/saturatiorthroughput
value than all state of the art link fault tolerant strategies.
With a redundant section in each link, the NoC saturation
throughput can be largely improved than just utilizing FS, e.qg.
18% when 10% of the NoC wires are broken. Simulation results
we obtained at various wire broken rate configurations indicate
that we achieve the highest saturation throughput if 4- or 8-
section links with a flit transmission latency longer than 4 cycles
are deactivated.

Index Terms—Networks-on-Chip, partially faulty link utiliza-
tion, redundant section, link deactivation threshold.

I. INTRODUCTION

Nevertheless, transistor miniaturization not just improves
the chip capability, but also makes the manufacturing yield
and chip dependability increasingly serious concerns. As the
transistor size decreases, the expectation of getting fault-free
chips from the manufacturing process reduces significantly due
to issues like manufacturing defects [4] and Process Parameter
Variations (PPV) [5] [6]. Meanwhile, permanent faults are
more likely to happen at runtime as the chip wear-out speed
also increases [7]. Thus besides applying novel physical design
strategies to improve the chip vyield, it is also necessary to
detect and tolerate permanent faults at runtime.

We note that even though the permanent faults can happen
at any place in the chip in this paper, we only focus on faults
in the NoC since it geometrically spreads all over the chip real
estate. We assume that the other components of the chip, e.g.,
the Processing Units (PUs), are already protected by dedicated
fault tolerant strategies. In many cases, the router defects can
be perceived as link defects, i.e., a malfunctioning router port
can be treated as the link incident to it being broken. In view of
this, we only focus on permanent link faults in the remainder
of the paper.

A NoC link is composed by a number of wires, which are
responsible for transmitting data and control bits between two
routers. The ratio of broken wires amount over the link width
is the metric to characterize the link fault level, which is a
measure of its available bandwidth. Given that the number
of permanent chip faults, and by implication the amount of
broken link wires, is increasing with chip aging, an irreversible
augmentation of the link fault level takes place during chip

I T is anticipated that with further transistor dimensiomfetime_ As faults may dramatica”y degrade the System per-

scaling as well as packaging innovation, the number

frmance and eventually render the chip useless, they should

transistors integrated in a chip will keep increasing, followinge tolerated to ensure graceful performance degradation as
the trend expressed as Moore’s Law. In order to efficientljiscarding the chip due to some interconnect faults may be
utilize this ever-increasing transistor budget to meet customeggonomically unaffordable.

demands for higher performance and lower power consump4n this line of reasoning links with different fault level
tion, multi-/many-core systems are widely investigated [1§hould be treated with the following strategy: (i) utilize
However, as core-count per chip grows, the low scalability @fartially faulty links with low fault level rather than treat them
traditional inter-core communication architectures, e.g., shargéltotally broken, and (i) declare links with high fault level as
buses and crossbars, becomes a critical issue that limits mgken and make use of a Fault Tolerant Routing A|gor|thm
performance of multi-core systems [2]. In such scenario,(BTRA) to route packets along alternate paths.
Network-on-Chip (NoC), which can better take advantage of To reach this target, we make the following contributions
the packet switching technology scalability [3], became the @¢ this paper:

facto on chip interconnection solution. « We divide the links into a number of equal width sections
and utilize simple test vectors to diagnose the links
status at section level, i.e., a link section is deemed as
broken if it contains faulty wires. Link sections that were
disabled by intermittent errors can be reactivated when
the intermittent errors vanish.
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« We proposed a Flit Serialization (FS) strategy to utiliz&. Partially Faulty Links Utilization
partially faulty links with low fault level. We introduces . ) i i .
fault-tolerant transmitters and receivers, placed ingige  Ntuitively, we can prefabricate spare wires in the chips
output and input ports of NoC routers, respectively, tif replace faulty wires. Grecu et al. [4] use this method to
make use of all fault-free link sections while mitigatingE"hance the NoC interconnect yield by mappingnterface

the unbalance between the flit size and the actual liftdn&ls ton link wires (» > m). However, their approach is
bandwidth. Due to this misalignment flit sections ar@NY @pplied to the manufacturing process and cannot asldres
serialized at the transmitter side to fit the narrowed linkuntime failures [9]. To address this drawback, Lehtoneal et

and are deserialized at the receiver side to reconstrREPPOSed a set of runtime faulty wire detection and repfcin

integral flits. The proposed transmitter and receiver afyategies. In [12], they divide the link into a certain nuemb.

transparent to the router such that their utilization is n@f Sections and provides each section with one spare wire.
constrained by router architecture and implementation GioWever, this approach cannot tolerate the case in which
network topology. more than one faulty wire exist in the same section. In [9],

« We propose the link augmentation with one redundaf’ improved method was proposed where the spare wires
section as a low cost mechanism to mitigate the FX€ shared rather than exclusively owned by each section.

drawback that a link’s available bandwidth is reducedn€ spare wire replacement method can preserve the original
even if it contains only 1 faulty wire. link bandwidth, but the control logic is complicated andghu

. We deactivate Heavily Defected (HD) links whose faulf?duces high silicon area cost.
level exceed a certain threshold. The optimal threshold isA Packet rebuilding/restoring algorithm is proposed by Yu
derived by comparing the zero load packet transmissi&Hh al. [13] to utilize links with reduced bandwidth. Eachklin
latency on the HD links and that on the shortest alternts SPIit into a big part withm bits and a small part with bits
tive path. Deactivated links are dealt with a Fault Toleraff? > 7). When a link is defected, the fault free wires in the
Routing Algorithm (FTRA) which can also efﬁciem|ysmall part are utilized to replace the faulty wires in the fégt.

utilize UnPaired Functional (UPF) links in the partiallyAccordingly, a packet first transmits the most significanbits
broken interconnects. of each flit. The non-transmitted small parts of the flits are

assembled into one or mome-bit flits and then transmitted.

. . . r
The proposed link fault tolerant architecture is evaluat hen more tham wires are broken, the link is abandoned.

with both synthetic traffic and application tracks from therh. h imol : fth .
PARSEC [8] benchmark suite in the context of a baseli is method can be seen as implementation of the spare wire

: . X r]’%placement method without using prefabricated spareswire
NoC system implemented in \/enlog H.DL at RTL level. WeHowever, because an integral flit can only be restored altter a
compared our approach against equivalent state of the

. . 4 tWé reassembled flits have been received, this method cannot
solutions, i.e., the spare wire replacement method [9], t(%

Partially Fault Link Recovery Mechanism (PFLRM) [10], an %utu.f_l::igg glr? (I\c;\(/:VTI? fxﬁzhrig;t?éihvr\:groglormh0|e or Virtual-
the Simple Flit Half Splitting (SFHS) method [11]. Experi- i

mental results indicate that the FS method can achieve Ioweng n(?ncr:ng that \t/hti fauleS atrelrait(a)ly. ctlusgere((jj WT;T .they
area*power/saturatiomhroughput value than all counterpar andomly happen, Vitkovskiy et al. [10] introduced a Paiftia

link fault tolerant strategies. Moreover, with a redunda taulty Link Recovery Mechanism (PFLRM), which is mainly

section in each link, the NoC saturation throughput can gmprl_sedtor:‘afllt s_hn‘ter, ? dﬁ-slhlftter, af‘d ‘;Sﬂ.'t re-?sikar!?b
largely improved than just utilizing FS, e.g. 18% when 10/055u_m|n2 ? maiqmlim au CL;s"ertsme 'Itn aﬂ_ltn I' Ith
of the NoC wires are broken. Simulation results we obtainjﬁqu'res + 1 cycles lo successiully transmit a iit. In the

at various wire broken rate configurations indicate that st cycle, the flit is transmitted in the normal way. In each

achieve the highest saturation throughput if 4- or 8-secti§ the .:;esdt ?}lde‘:’h thde tﬂ'tbl.f r:;]ta:ed bytl_b't pt(taf%re being
links with a flit transmission latency longer than 4 cycles al ransmitted, thus the data bits that were transmitted oftyfau

deactivated. wires in the previous cycle can be transmitted on fault free

The rest of the paper is oraanized as follows. Section Epes. At the receiver side, the flits are de-rotated and the
. pap 9 . " ewly transmitted data bits are selected to reassemble the
presents a brief related work survey. Section Il introduce

the flit serialization and the link section augmentatioratstr original flit: Although this approach can theoretically wdor

: : . s fective links with an arbitrary large number of faul '
egy. Section IV discusses the link deactivation threshoid atdheeeir(;ziuie d tfanstmizsignblatltzni ao?/Zrhléao?iar? b:l;;[yr:;éan
how to tolerate deactivated links by means of fault tolera y 9

. . ﬂt|gh. We note that even only a single faulty wire exists in the
routing. Section V evaluates the performance of the prcqboae

R ) ink, two cycles are needed to transmit a flit successfully.
strategy and compares it with tightly related work. Sectthn The af Y i d stratei | th ‘ Kk yl q
concludes the presentation. e aforementioned strategies rely on the exact knowledge

of each link wire status, which may induce high burden to

the Built-In-Self-Test (BIST) mechanism. Conversely,d2akt
1. RELATED WORK al. [11] and Lehtonen et al. [9] proposed the method of using

flit splitting to tolerate faulty wires. In this approach,iaK is

Targeting different fault scenarios, numerous stratelgée® divided into four sections. The fault-free sections ardizeti
been proposed to utilize partially faulty links and routelggts to transmit flits and the ones containing broken wires are
in awareness of link bandwidth variations. abandoned. Thus the link status is diagnosed at sectioh leve



RX (] a1x

which reduces the BIST delay overhead and complexity. Note Router ~m  |Router
that the link can be divided into more sections to tolerateemo L2 N
broken wires. However, their approaches cannot utilizéaalt T S
free link sections. For example, when one of the four link ?Pf'gnafl; o _ secton’ N o :
sections is broken, only two functional sections are wdizo }L(f:uu‘f‘fje“rt 1 serialization ; , deserialzation || bore
transmit flits half by half. In the remainder of this paper, we /- . =
name this method as Simple Flit Half Splitting (SFHS). e

Router = Router

In summary, spare wires can preserve the NoC perfor- 2077 TR
mance but introduce a high silicon overhgad, wh|l_e SFH,§g. 1. Proposed fault-tolerant link architecture.
and PFLRM have low area overhead but induce high extra

latency. By comparison, our FS method significantly reduca@missible output path and which is utilized regardiesshef t
the latency, when compared with SFHS and PFLRM, whilguilt level of the path links, even if discarding the HD links
maintaining a more reasonable silicon cost, when comparggd detouring the packets could be a better option. Thus it is
with the spare wire replacement methods. necessary to determine in which conditions HD links should
) ) ) be deactivated.
B. Link Bandwidth Aware Routing
Utilizing defective links with low fault level can preserve I11. PARTIALLY FAULTY LINK UTILIZATION
NoC bandwidth and avoid severe performance degradation o . o .
Moreover, if the underlying routing algorithm is adaptie, _'l_'he prln_CIpIe of the .F“t Serlallza_tlon (FS.) strategy Is to
: . divide the links and flits intd equal width sections, and make
proper path selection strategy can be applied to determine . : . -
, o use of all functional link sections to do data transmission.
the path with the lowest data transmission delay. Howev%g
0

Heavily Defected (HD) links may cause severe congestion | N nr?ttre ltf:atl? IS ipr)nre;‘ieztredFtio ble g pi()\;ve:hof 2rfor th% ;ake
the upstream routers, and thus should be discarded. control fogic simplictty. Hg. epicis the proposed fau

In [11], Palesi et al. proposed an application specific rapti tol_?_rar:tlgn![( agchltectijre. Egreeac? tuhnld_llfectlon'ag Im!igse id
function with a set of selection policies which are awarehef t :ndezsa TeataErrErnGI}Drztgi:tgr TI)ES atethe“:zns(zgl' :: (RX) S!dg
link fault distribution. At each routing hop, the best adsilide S ( ) iver (RX) si

output port is selected with a probability determined adiay to diagnose the link status and generatelat fault vector to

to the link fault level and the traffic conditions. The probigp |nd|c§1te the faulty I|nk_ sect|ons.. I faulty Wires ex'?‘ |Inlaast
ne link section, sections of adjacent flits are serializgthie

for each link is off-line computed and stored in a routinﬁ. A : . .
. . it serialization unit at the TX side and then transmittectios
table. This strate rovides the best system performa c% . . . . .

9y p y P q‘ ult free link sections. All flit sections are then deseéred

when executing a certain specific application. However, i ) - .
requires complicated off-line computations and accurati¢ at the RX side to reconstruct the original flits. On fault free

analysis, which makes it not suitable for dynamically chiagg links, th_e flits are transm|tteq accgergl to the normal @@.t'
systems. bypassing the proposed flit serialization and deseridinat

In [10], Vitkovskiy et al. proposed a path selection strategun'ts' The FS mechanism is transparent to the rest of the

which always chooses the next progressive hop that has miguter parts thus its utilization is not constrained by theter

imum available Virtual Channel (VC) amount and minimun”fmShitecture and implementat-ion, or by the network tpp;a!og
Effective Link Utilization (ELU). The ELU of a link is the As the number of control signals, e.g., the data valid signal

product of the number of flits that traverse this link and th hd the credit control S|gn'als, in each link is much sma!ler
flit transmission latency on the link. For example, a faudtefr than the number of data lines, they are protecte_d by_'_l'rlple
link and a link with a flit transmission latency of 2 cycle odular Redundancy (TMR) meth_od with a mafg'”"?" S'I'(.:O”

have the same ELU if 50 and 25 flits are transmitted via€@ overhead. If a Error Correcting Code (ECC) is utlized

each link, respectively, in the same time period. Vitkoyskito protect data from transient errors, the error codingdogi

et al. also discussed the impact of discarding HD links on tI§gould be placed before the flit serialization unit and thierer
Iseu mp ! n9 ! oding logic should be placed after the flit deserialorati

system performance. However, they did not propose a meth%%C . .
to decide if a defected link should be discarded or not unit, thus soft errors generated in the data link as well as

When defective links are utilized, they exhibit longer dat;'avSiOIe the transmitter and/or the receiver can be detectdd a

transmission latency than fault free links. Thus all theaglel corrected.
or bandwidth aware Routing Algorithms (RAs), e.g., [10]
[14]-[17], can be employed to select the optimal routing
path. Such algorithms usually select the best output pomifr  Unlike spare wire replacement and PFLRM, which need to
multiple admissible ones according to factors like the attpknow the precise status of each wire, our method just needs
link bandwidth, the number of free VCs in the downstreartink fault vectors at the section level, i.e., a link sectiizn
routers, and the path latency to the destination achieved tmpken if it contains broken wires. For example, if the third
means of the Q-learning method [14]. section of a link (with 4 sections in total) contains faultires,
Nevertheless, for some minimal path adaptive RAs, e.ghe fault vector of the link is marked as “1101”". Thus for an
Opt-Y [18], when the packets are already in the same coal-bit wide link divided intok sections, we just need /abit
umn or row with the destination routers, there is only oneide register to store the section level fault vector.

. Link Diagnosis



. . Data_acceptable €———— .
In this paper, we assume that the possible permanent faults™ Fauit vector ——»| Fiit_serialize_control | > 2=+l

are stuck-at, i.e., the wire value is stuck at ‘1’ or ‘0’, and val_fi Y .
crosstalk, i.e., the status of two adjacent wires interfeité En_0

each other and one is in the dominant position and determinesSpata in3s : 30]

the value of the other one. Under these fault models, to tletec Data_in29:20]

the faults in a 4-bit wide link section, the TDG sequentially E::*l':[“: 12%

injects 2 test vectors “0101” and “1010” to the link section B

under testing. At the RX side, received data are XORed with ?

expected values and if the result is not always “0000”, an ﬁ

error signal is asserted to indicate that faults exist inlitie Link_reg. T ||\Eﬁ’

section. As a comparison, to achieve bit level fault vector,

the link diagnosis method in [10] uses the same test vectors

but can only detect stuck at faults, the method in [19] cafiy. 2. Fiit serialization unit - TX.

detect crosstalk faults but requires 8 test vectors and 8us

clock cycles to diagnose 1 wire, and the method in [9] cdlit sections in its Most Significant Half (MSH) still waiting

diagnose wires status without ceasing data transmission tube transmitted, and vice versa. If the link is fault-frealy

requires complicated control logic. We note that to distisg the register MSH is utilized, acting as a conventional link

permanent errors from soft ones, the test is repeated 3 tiniegister. Otherwise, flits are serialized under the corifdhe

and the link section is marked as broken only when the erriit_serialize ctrl unit. The serialization process is presented

signal is asserted at least twice. in more detail in Section IlI-C. The number of flit sections
Link diagnosis is triggered i) periodically and ii) when théhat can be transmitted in each cycle is the same as that of

number of soft errors detected by the ECC logic exceeds a pi@ult free link sections. Théata valid signal indicates the

defined threshold in a short time period [9]. To avoid dragnindownstream receiver whether valid data are transmitteden t

the NoC completely, the links are diagnosed one after anotthgk in each cycle.

in case i) and only the links with high soft error frequencg ar Multiplexers are utilized to select the to be transmitted

diagnosed in case ii). In collaboration with the fault taler flit sections. Each selector’s value is determined by an radde

routing algorithm, the links under diagnosis can be temiporaaccording to (1).

treated as broken and the packets are detoured along &iterna . .

paths. Because intermitter:"nt errors, e.g., crosstalkg‘allmlat sel[i] (t) = (selli] (t = 1) + kfauir_gree) %2k (1)

only happen at certain temperature/voltage, may have the savhere k ,.,;_f.. is the number of fault free sections. If the
syndrome as permanent errors when they happen, sectighifd section of a 4-section link is broken, the initial vesuof
which are marked as faulty in the previous test are alsodestgel[0]-[3] are 0, 1, X, and 2, respectively. Afis a power of 2,

to prevent situations when vanished intermittent erroesséifl  the mod operation can be removed by properly choosing the
disabling sections. At the end of the diagnosis process th@der width.

achieved fault vector is sent to the transmitter via a TMR Wwith a narrowed link, the flit is transmitted on the link

protected serial wire. at a lower rate than on the router crossbar and we rely on
the data_acceptablesignal to indicate if the next flit can be
accepted by the serialization unit subject to the remainéfe b

In a typical NoC router, the head flit of each packe§pace. Thalata acceptablegeneration logic is also easier to

has to sequentially go through 3 pipeline stages: Routifigplement if% is a power of 2 than other value as it needs to
Computation (RC), combined Virtual Channel (VC) Allocatio yefer to the multiplexer selectors’ value.

(VA) and Switch Allocation (SA), and Crossbar Transversal st the RX side, a flit deserialization unit (see Fig. 3) recon-
(CT). An extra Link Transversal (LT) stage is usually re@dir strycts the flit out of the serialized sections. Similar witie

to send flits to the downstream router. The proposed fil serialization unit, a 2-flit wide link registetigk_reg RX) is
serialization and deserialization units are implementethe employed. Multiplexers are utilized to select the validtiets

LT stage. For the sake of simplicity, we present our proposghm the link under the control of thiéit_deserializectrl unit.

for the case when both flits and links are divided into 4he newly received flit sections are stored into the coriegt |
sections, and the link width is 40-bit, i.e., each link seeti register position to reassemble integral flits. When the link

is 10-bit wide. We note that the proposed principle is Mo@gister MSH or LSH is full, one flit was assembled and can
general and can be applied to wider links with more sectionsas read out by the router.

Fig. 2 illustrates the structure of the proposed flit seri- e
alization unit. In general, each output port embeds a 1-ffit- Flit Transmission Process
width link register to store flits before they are sent to the Fig. 4 graphically depicts the timing diagrams capturing
downstream router. To allow for flit serialization, we exdanthe flit transmission process specific to our method. When
the link register width to 2-flits and divide it into 8 sect®n the link is fault-free, a flit from the crossbar is loaded into
that can be read and write independently. The registertie link_reg TX MSH and then directly transmitted to the
designed in such a way that a new flit can be registered downstream router input buffers (see Fig. 4(a)). At the RX
the Least Significant Half (LSH) of the register if there arside, the flit deserialization unit is bypassed.

Section[0][9 : 0]

Section[1][9 : 0]

5
L5
+—» Section[2][9: 0]
L5

Section[3][9 : 0]

A

Section[4][9 : 0]

Redundant_link_section

B. Flit Serialization and Deserialization
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data_from_crossbar 7/&\ a,a,aia ¥ bb,bb, Y cieoc.¢, ) didyd,d,) )
Data_out[39 : 30] \

Section[0][9 : 0] yclic reg TX X - | X aaaapeoet ) bibbbyvecy ) exeeiepvon ddsddpoct -+
Data_out[29 : 20] _ . -
Section[1][9 : 0] data_on_link )} Laaaay | bbb ) cicyeic, Xdidyd,d,y Koo
Data_out[19 : 10] — - —
Section[2][9 : 0] (@)
Data_out[ 9: 0]
Section[3][9: 0] 7‘“ *TZ *Ta T4 71—5 I
Section[4][9: 0] ———

data_from_crosshar | X a,a,a,a, X bb,bb, X cye,cc, X wait X did,did, )

Redundant_link_sectiol

cyclic_reg TX W e N agaaens Yagaabbbh  cccabbhbb, K-
data_on_link X - Xasaya, X abb, A bbye, ) cyec, X
Link_reg_RX . N N
e high_reg_state
Fig. 3. Flit deserialization unit - RX. low_reg_state

data_acceptable

We introduce the FS method with an example situation when )
T2 T3 T4 T5 T6

one of the 4 link sections is affected by faults. As illustcat

in Fig. 4(b), at TX side, flita floats at the output port of ak/ N\
the crossbar at the rising edge ‘6 and is written into the

link_reg TX MSH at the rising edge of 2. During theT2

data_on_link Y aya,a ) abb, )\ bbe, Y cec, X ddd, Y-

cycle, the first three sections of the flit (as, a2, a;) are elieteg XA amar Y[h }”I i
transmitted to the downstream router via the three fagh-fr  datatoinput buffer == A e fdiad, ) bbbby feca6 -
sections of the link. At the rising edge @13, flit b is written flit_1_recovered | ’ o
into the LSH oflink_reg TX Flit sectionsag, b3, andb, are flit_2_recovered |
transmitted in the same cycle. The sigrddta acceptable @

is set to '0"in T3 such .that no n.eW fit may appear a'i:ig. 4. Timing diagram of proposed mechanism (a) Timing diagfama
the crossbar output port ifi'4. A wait cycle is inserted t0 fayit-free link; (b) Transmitter side when one section comsigaulty wires;
allow for the transmission of the last three sections ofdlit (c) Receiver side when one section contains faulty wires.

during T'5. The signalshigh _reg stateandlow_reg stateare
utilized to indicate the status dihk_reg TX MSH and LSH,

respectively. Each signal is asserted once a flit is writtgo i

Given that FS extra area is dominated by the 2-flit wide
link registers, especially for wide links, and that addimgeo
. ) . redundant link section does not require larger link regsste
the corresponding register part, and de-asserted in tfuk CI(t)he link augmentation with a reduqndant s?action is gﬁcost

cycle when all data belonging to the flit are read out. . . . . . .
At the receiver side (see Fig. 4(c)), flit sections are dee_ffec;tlve solution. As illustrated in Section V, by addingeo

o 9 o fedundant section per link we can achieve up to 18% satuaratio
serialized and reassembled into integral flitslink_reg RX . . . .

e : . . . throughput improvement than just utilizing FS when the link
Valid flit sections are selected by input side demultlplexe% : . .

. o . ault rate is as high as 0.1, with only 4.7% area and 2.4%

and written at the correct positions limk_reg RX Once the ower overhead. respectivel
register MSH or LSH is full, an integral flit is recovered” ' P Y-
The signaldlit_1_recoveredandflit_2_recoveredindicate the E. Flit Transmission Latency and Reliability
multiplexers to select the corresponding register sestion s ytilized (rs) to continuously transmit a number of flits

D. Redundant Link Section (flit_numbe) can be expressed as:
Even if we can efficiently utilize the remained link band- I k x flit_number @)
width, the flit transmission latency is increased when fault Fs = Efault_free ’

?XLSL _,tbr\]s |IIustr?jtedd|n tF'g 2,[ and Fig. 3, by sxterlgm% eaCrEor example, transmitting 10 flits via a link which has one
INK with one redundant section, we can compine the bene Bisoken section requires 14 and 12 cycles when the link is

of the spare wire replacement method and the FS meth%ﬂ/ided into 4 and 8 sections, respectively

If only one fault exists, or multiple faults exist but “ludii For the sake of comparison, PFLRNb§ 1 zas) and SFHS

:hey ar_ei all rgsldentlﬂ_tthe Sam? “r\]/b SeCtt'OTr'] t?e Ilan]< ca_ih St lsrmg) flit transmission latencies are expressed in (3) and
ransmit one integral flit per cycle. We note that such sdenal g), respectively.

is a “disaster” for the PFLRM method as it may cause lar
fault cluster size and hence long flit transmission latency. lprrryv = (cluster_size + 1) x flit_number,  (3)

We do not rely on bit level spare wire replacement methodsherecluster sizeis the maximum fault cluster size
e.g., [9], [12], because overlapping FS with these metho‘c’i’s - '
requires an extra multiplexing and demultiplexing stepd an
by implication of more multiplexers, demultiplexers, and
selection bit registers, which can significantly increake tNote that thek,,q.i..0ie Can be equal with or less than the
link critical path length, area cost, and power consumptionumber of fault free sections in the link and can have theevalu

k
lspas = —— X flit_number. 4)
ka’uailable



TABLE |
AVERAGE FLIT TRANSMISSION LATENCY (CYCLES/FLIT) WHEN FLITS ARE 6
TRANSMITTED CONTINUOUSLY

—o—FS

number of faults| 0 1 2 3 4 5 6|78
Fs S4 1]133| 2 a [ - [ =-1=1- 7
S8 1] 114|133 160| 2| 267]4]8]- H
PFLRM 1] 2 3 4 |5 6 |7]|8]09 £
Sehs | S 1] 2 2 a |- - [ -1-1-
S8 1 2 2 2 2 4 4| 8| — §

of 2¢,i =0, 1,2, .... For example, when the link is divided into
4 sections, it can be 1, 2, or 4.

Table | presents the average flit transmission latency (cy- fautly wires number
cles/flit)y when FS, PFLRM, and SFHS are utilized to con-
tinuously transmit flits via a defective link. The number ofig. 5. Average flit transmission latency of different palyidaulty link
faults in the first table row indicates the fault cluster Sizéjtilization strategies. The link is divided into 8 sectidios FS and SHFS.
for PFLRM, and the numbers of faulty sections for FS and . 16 )
SFHS. S4 and S8 mean that the link is divided into 4 and%® * 10 ) an_d 5.1 x 107, respectively. We note_: that thg
sections, respectively. From the Table we observe that mELRVerage flit width of most state of the art NoCs is 50.1-bits

and SFHS latencies double in the presence of one error whfQl- This means that by dividing the link into 8 sections, we
: fean ensure that the link probability to have a flit transnoissi

broken. latency of 2 cycles is lower tham0~7 and the probability

g : _16 o~
In Fig. 5, we depict the average flit transmission latency Jﬂr a link to' be totally broken is Iower.thgmo g Glyen
40-bit wide links when fault wires are uniformly distribate 1"t faulty wires are not always evenly distributed in diffet

and each link is divided into 8 sections. The results are ofctions, the aforementioned two probabilities are muakeio

tained by doing Monte Carlo simulations when the followind]! Practice. In view of this analysis, we conclude that digl
methods are applied: FS, FS with one redundant link secti IﬁkS into more than 8 sections has no practical relevance fo
(FS+1), PFLRM, and SFHS. Note that the links with no fayfiiost state of the art NoCs, and the section number should be
free section are not considered. We can observe that fréPOWer of 2, e.., 4 or 8, to achieve simple control logic.
the statistic point of view, FS provides lower flit transniiss The actual number of sections can be determined via a trade-
latency than PFLRM wr;en the link has less than 6 faulQff Process which takes into consideration the targetett-fau
wires. When more faulty wires exist, FS performs worse th flerance capability and the available silicon real estate
PFLRM but still better than SFHS. We can also observe that
FS+1 achieves lowest flit transmission latency when theze ar
less than 9 faulty wires. Utilizing defective links that have low fault level can
When 9 or more fau|'[y wires are uniform|y distributecpartia”y preserve the NoC link bandwidth and reduce th_e
in the links, PFLRM outperforms all the other counterpartfansmission latency overhead caused by packet detouring
However, in the cases corresponding to large physical tefegnd congestion, while utilizing Heavily Defected (HD) Igk
multiple, e.g.,k, adjacent wires may get faulty. In such d@nay cause server congestion in the upstream routers. Whether
scenario, PFLRM requirds+ 1 cycles to successfully transmitto make use or not of a defective link can be decided (i)
a flit, which results in a large latency overhead, and a spafgnamically based on the local or global traffic load or (ii)
wire replacement method has to make use:afpare wires, statically by checking if its fault level has exceeded thk i
which results in a large area overhead. Given that such e lafigactivation threshold. In case (i), the Routing Algorit{Ra\)
defect will most likely affect only one or two link sectioriset - Selects the best output port according to factors like duipki
proposed FS approach can handle such extreme cases withadwidth, the number of free VCs in the downstream routers,
efficiency corresponding to the case when one or two faul@pd the paths latency to the destination which is achieved by
wires are detected in the link. means of the Q-learning method [14]. Conversely, the static
In principle, we can split a link into more sections, e.g., 18olution, i.e., case (i), just requires the calculatiorttu ap-
or more, to achieve more graceful performance degradatigriopriate link deactivation threshold value, and lets eactter
However, this implies that more and larger multiplexers ate@ decide whether a link incident to it should be deactivated
required, which have a negative impact on area and powete calculation can be performed off-line gccording to thie |
overheads. If we assume that each wire has the same pr@pHcture, traffic pattern, and the underlying RA. Due to the
ability (p.) to be permanently faulty, the probability that arfact that FS induced flit transmission latency increaseslglo

n-bit wide link hask faulty wires can be calculated using (5)When the link fault level is low and fast when the fault level i
high, it is easy to determine the optimal threshold and thes w

P, = <n>pek (1—p)" " (5) choose to rely on the static solution in our proposal. We note
k that when the static solution is utilized, the link band\idnd
Thus even ifp. is as high as 0.001, the probabilities fodelay aware path selection strategies, e.g., [10], [15], [dan
a 50-bit wide link to have 4 and 8 faulty wires are onlgstill be applied to select the best output port.

IV. HEAVILY DEFECTEDLINKS TOLERATION



Head flit

2 ie.,

] [T eee T to> (t1 +t2+6)/P+t3>8/P+1. 9
! [T T eee T ] i i At s i
ﬁ% Thus the minimum link deviation threshold is inversely pro-
¢ S portional to the packet length, e.g., the thresholdjis> 3
« S > cycles when the packet length is 4 flits and decreases to

to > 1.5 cycles when the packet length is 16 flits. However,
in practice,T,,. is much higher tharg + P due to the fact
Fig. 6. Detouring example. (a) The misrouting-contoutgf (b) Detouring that: (i) the links on the misrouting-contour are not always
delay. fault free, (ii) detouring the packets increases the caimes
A. Link Deactivation Threshold on the misrouting-contour especially at high traffic loadd a
. iii) extra flow control delay [21] should be considerediip,...

oiom 2w cn cbsene o e 5 sty he Ik L. nea et o, e possiiy
of fault free link sections. Thus for &section link, when the for a detoured packet and a normally .transm|tted p_acket_ to
number of broken sectio.ns increases froro b+,1 the flit compgte.for the same NoC resource 1S low, case in which
ransmission latency on this link becom@s— b)/(k ’—b— 1) deactivating HD Ilpks_ at the minimum threshold can re_duce
times higher. For example, when each link is divided into ge packet _transmlssm_n latency. However, _the congesm_)n °

' ' e misrouting-contour increases as the traffic load gefisdnj

sections, the flit transmission latency is only increased4f Ihus if Ly is deactivated at the minimum threshold, the packet

when a new section of a fault free link becomes broken, whi o . . .
Fansmission latency on the misrouting-contour can easily

the latency is doubled when the number of broken link sesnor%"pass the one oh, at moderate traffic load. This implies

) . . S
increases from 6 to 7. This FS property makes it easy to dec& %t in practice the link deactivation threshold should be s

th?rokptlrtraal link dﬁ?Cti\r/a:'%ni;hESh%df' r examole. Assumi higher than the minimum one. In fact, even at low traffic
ake the case Hustrate g. 6 Tor exampie. Assu r]8ad, moderate increase of the link deactivation threshold

?Vpchkz’L;ZLmaI:Lneg tgc?(ittrsahn;:?d'ttsg I:;g.;?ggn%oﬁi will only bring negligible increase of the average packet
- BY ! P transmission latency because the FS induced flit transonissi

&Zeztg;?]gng iItS:alr:LdO ését%ifref;id’ Zz:rg'zlscrtlcfa:cl:thliz\\//zl f‘nk:gilirl]dulﬁlrgency increases slowly when less than 75% of the sections
system performance degradatiorE)O cannot be utilized. Thug,, should be deactivated only when
. . : LT Trne. IN Vi f h lysis, djust the link
If Lo is deactivated, most probably the packets will b Lo > Zme. N VIEW OF SUCh anaysis, we agust the fin

. . . : | Geactivation threshold th > 4 cycles for both short and long
mlsrouted along alternative paths formed by its adjacehs|i packets, i.e., an 8-section link is deactivated when it has 7
i.e., L - Ly — L3, or Ly — Ls — Lg. We refer to such

aths with the concent shisouring-contour According to the more broken sections, and a 4-section link is deactivatezhwh
P . . ; P 9 o ) : 9 all link sections are broken. The effectiveness of the $etec
outgoing direction of.q, we can divide its misrouting-contour

into the left half, i.e..L, — Ly — Ls, and the right half, i.e., T eonold is validated in Section V-C.
L4 — L5 — L6. i
Let us assume that the packet lengtiPisthe NoC operates B- Fault Tolerant Routing
according to the wormhole switching technique [21], ancheac Conventionally, the interconnection between two adjacent
router has 3 pipeline stages. At zero traffic load, the tinféoC routers comprises a pair of unidirectional links, eack |
required to transmit an entire packet to routéwia L, (71,) having its own control flow wires and handling either outgpin
and its left half misrouting-contoufl{,,.) can be expressed asor incoming traffic. If one unidirectional link is broken or
(6) and (7), respectively. Here we assume that the packets @eactivated, one data transmission direction is lost aed th
detoured along the left side misrouting-contour by defdult packets have to be detoured. Tsai et al. [22] suggest tooepla
we note that the analysis to the right half misrouting-cantothe unidirectional links with bidirectional ones such tidten
can be done in a similar way. one link is broken, the other one can be utilized in both
directions resulting in a half-duplex communication. Hoere
L Pto, unidirectional links are still attractive as they providetter
Te > t1+t.+1ta+1t,. + Pts, (7) means to implement the control logic and to address timing

wheret; (> 1 cycle) is the flit transmission latency on link&Tror 1Ssues [_23]' _Be3|d_es, when an input or o_utpgt port is
broken, a bidirectional link also becomes unidirectiorial.

L;,i=0,1,2,3, and, (> 3 cycles) is the latency for a head flit . . _ .
to traverse a 3-stages pipelined router. In (7),. is larger View o-f.these_qbser_vatlon_s, in this paper, we focus on NoCs
than the right side polynomial when or ¢, is large enough that utilize unidirectional links.

to create the situation that a flit arrives at a router input po hAS_ thﬁ t\_N?j umdl(;ecttlinal |II’lkShIn t(;]ne |_r:t_ercr:)_n2|ect|0;sz_;\k;e
after all precedent flits have already been transmitted ¢o t ysically independent from each other, 1t 1S highly possi

next hop. that when one link is deactivated, the other one is stiliagtd

Obviously, we should deactivati, and detour the packetsar?(.j become; Unl?aired Functional (UPF) fink. Tc_) efficiently
on the misrouting-contour when utilize UPF links m NoC, we rely on thg UPF link aware
FTRA (UPF-FTRA in short) we proposed in [24]. UPF-FTRA

Try > Tme > 8+ P, (8) is able to utilize all UPF links that are incident to active

(a) (b)

[¢]



benchmarks [8], and then verify the effectiveness of thk lin
deactivation threshold derived in Section IV-B in the canhte
of different fault patterns.

Ms M6 M7 M8 A. FS Performance with Synthetic Traffic

Fig. 7. Misrouting direction of different messages. The @ashoarder of To e\{aluat_(a the performance.Of_the FS method, We. first run
the shadows may not be fault walls. synthetic uniform random traffic in the context of different
fault link patterns for a wide range of permanent wire fault

routers. The basic fault pattern tolerated by UPF-FTRA IS : ;
a fault wall, which is composed of adjacent broken Iinkrates, i.e., 0.001, 0.01, 0.05, and 0.1. We assume that éeeh w

with the same outgoing direction. More complicated fau as the same fault raje and faults are uniformly distributed

. . . . cross the links. We note that this is the worst scenariodo th
regions can be formed by multiple fault walls with differen o :
S S scheme. Any other fault distribution pattern will cause t
fault directions. Messages are routed around the faultswall ) .
X . . ults more clustered, case in which the FS scheme has even
along the misrouting contours of the broken links. UPF-FTR otter performance as we exolained in Section III-E. Theahr
requires at least 3 Virtual Channels (VCs) and dynamical P P '

reserves them to the messages whose default transmis artially faulty link utilization strategies, i.e., FS, PRM, and
) g 9'!148, are applied to the NoC system and simulated for each
path is blocked to guaranty deadlock freeness. PIeasetuafe{;

[24] for the proof that UPE-FTRA is deadlock free. We noteault pattern. Note that when spare wire replacement method

that although various FTRAs have been proposed, mostg? smglgyvii?’e;haer;tﬂllinzag d'\![gcrep?a:fcoeraaengreO;feErvevisrzrsvfselrjml
them, e.g., [10], [25]-[33], abandon the entire intercatios P P ‘

without trying to take advantage of the available UPF Iinké‘:’eCtiOn based strategies, i.e., FS and SFHS, we simulated tw
Thus the UPF links are wasted even though utilizing theffocS when each link is divided into 4 (53 and SFHSs4)

X . . and 8 (FSs8 and SFHSs8) link sections, respectively. For
can partially preserve the link capabilities and can result : o
) the FS method we also simulated the case when each link is
graceful system performance degradation.

' : . . ugmented with one redundant link section, i.e.,$43-1 and
With UPF-FTRA, the packets misrouting path is know : . . .
once the NoC fault pattern is validated. According to the OES_SSH. Each packet consists of 4 flits and is routed with the

) N ; - Y routing protocol.
going direction of a broken link, the default packet misiogt . . .
direction is clockwise, i.e., along the left side misrogtin We first run Mento Carlo Simulations to study the fault

contour. The counter-clockwise misrouting direction idized distribution at different wire fault rates. We randomly ate

only when with the default misrouting direction row messagi.""uklty '\:Mres mh tgef N?% ?ng count th? trrulumberbof d?ffedﬁd
will be forced to return to the previous column or colum [NKS. For each detected fink, we count the number of taulty

messages will be forced to return to the previous row Wires, the max?mum falt clus_ter_siz_e, é.m(.j the r_1um_ber of
another fault wall or NoC edge. For example, in Fig. Sgroken Imk sections. The fauylt d|§tr|but|on is illustrdti]n Fig.
messages M1, M4, M5, and M8 are misrouted in clockwisgjInthe T'gufe' each C°'“.m“s height represents the pquent
direction, while messages M2, M3, M6, and M7 are misroutel defective links present in the NoC. In each column, défdr

in counter-clockwise direction as otherwise they will bectx colors represent the percentage of defective links witlkedint

to return to the previous column or row as suggested by tf?euIt levels. For _examp_le, the column_s red parts den_ote the
dashed arrows. percentage of links with 2 faulty wires, or links with 2

unusable link sections in FS and SFHS, or links with a fault
V. EVALUATION cluster size of 2 in PFLRM. Take Fig. 8(b) for example, it
To put the implications of our link fault-tolerant architece illustrates that whem, is 0.01, 27.4% of the NoC links are

in a better practical prospective, we evaluate and comparedéfected, among which the percentage of links contain 1, 2,
with other three tightly related proposals presented in[[4)], and 3 faulty wires are 23.4%, 3.7%, and 3%, respectively.
and [11], namely spare wire replacement, PFLRM, and SFHE means that: (i) if each link is divided into 4 sections, the
respectively. To this end, we implemented all these fouk lirpercentage of links contain 1, 2, and 3 broken sections are
fault-tolerant methods at RTL level by using Verilog HDL dan 24.2%, 3.0%, and 0.2%, respectively; (ii) if each link isided
applied them in the context of @ 8 2D mesh NoC platform into 8 sections, the percentage of links contain 1, 2, and 3
developed by Lu et al. [34]. The NoC employs wormholéroken sections are 23.7%, 3.4%, and 0.3%, respectivety; an
switching technique and credit based flow control mechanisfiii) the percentage of links have a fault cluster size of &l an
Each baseline router has 3 pipeline stages, i.e., RC, VA/S#&ge 27.1% and 0.3%, respectively. For FS with one redundant
and CT, and 5 Physical Channels (PC). Each PC is shareddegtion per link, the link bandwidth is reduced only when 2
4 VCs, and each VC buffer is 4-flit deep and 40-bit wide, a& more sections are broken, thus for_B&+1 and FSs8+1
both of flit and link widths are 40-bit. As UPF-FTRA requireghe percentage of links with reduced bandwidth is much lower
3 VCs to be deadlock free, the 4th VC is freely utilizedhan that in the other cases. Note that SFHS has much lower
by any message type without causing deadlock. The routiek bandwidth utilization efficiency than FS, e.g., evenaif
and the link fault-tolerant modules are synthesized usivgg tlink has only 1 broken section, SFH$! and SFHSs8 treat it
Synopsys Design Compiler with TSMC 65-nm standard cell & the same way as 2 and 4 sections are broken, respectively.
target technology. We first evaluate the FS performance wiluch SHFS property is reflected in Fig. 8 by rounding up the
both synthetic traffic and recorded traffic traces from PARSEactual number of broken link sections to its equivalent sase
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Fig. 8. Fault link Patterns at different wire fault rate. letFS s4+1 and FSs8+1 cases, one redundant link section is provided, and kvikh only 1
broken link section are not counted in as they still can trahsne integral flit per cycle.

packet_length = 4, Pe = 0.001 packet_length = 4, Pe = 0.01
200 : ‘ : ‘ 200 : ‘ ‘
—+— fault_free —+— fault_free
180} —5—FS_s8 i 1801 —=—Fs_s8 ]
—+—FS_s4 —*%—FS_s4
—*— FS_s8+1 —*— FS_s8+1
160f| 4 Fs ear1 1 1601 —4— Fs sa+1 |
- —6— PFLRM - —e— PFLRM
8 140t —A— SFHS 1 © 140 —A— SFHS 1
S S
£ g
> 120 , > 120 1
c =4
g g
(] <
o 1007 , o 100F 1
j=2] i1
g g
Qo L 4 o L 4
Y g 80
60 , 60 1
401 — 40t 1
20 . . . . . . 20 . . . . . .
0 0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2 0.25 0.3
injection rate (flits/cycle/node) injection rate (flits/cycle/node)
(a) performance whep. = 0.001; (b) performance whep. = 0.01;
packet_length = 4, Pe = 0.05 packet_length = 4, Pe = 0.1
200 : . 200 : : ‘ : : :
—+— fault_free —+— fault_free
180+ —=— FS_s8 i 180+ —=— FS_s8 il
—¥%—FS_s4 —#— FS_s8+1
—%*— FS_s8+1 —o— PFLRM
1601 —g— Fs_sa+1 1 1601 2 sHFs_s8 ]
- —o— PFLRM -
£ 140(| —A— SFHS_s8 1 3 140t 1
B —— SFHS_s4 5
3 120 , % 120 1
c c
g g
© ©
< 1007 , o 100F 1
j=2] (=
g 8
¢ sof 1 g 8or )
60 , 60 1
4013 , 401 1
20 . . . . . . 20 . . . . . .
0 0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2 0.25 0.3
injection rate (flits/cycle/node) injection rate (flits/cycle/node)
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Fig. 9. NoC Performance at different wire fault rate.
with more broken sections. is included. We gradually increase the Flit Injection R&tHR{

3 a step length of 0.01 flits/cycle/node to derive the near
ero traffic load packet transmission latency and the sédbuara
throughput, i.e., the FIR when the packet latency appraache

Fig. 9 depicts the NoC performance measured in terms
average packet transmission latency obtained when differ
partially faulty link utilization strategies are appliedhe =™
packet transmission latency is counted since the packet'r]gmty'
generated in the source node till the tail flit is received by 1) Without Redundant Link SectioW/e first compare the
the destination node, i.e., the queuing time in the source ngerformance of the three partially faulty link utilizatistrate-



10

1

gies when the redundant link section is not provided.

As indicated in Table I, FS8 induces the lowest flit %32 8
transmission latency overhead on defective links with kéno § 22 7
section, and thus it achieves the best performance whes 05 °
0.001, i.e., the average packet transmission latency ig ver i§o.4 s
close to the fault-free case (see Fig. 9(a)). At such fawd, ra S o -
the performance of FS4 is lower than that of FS8 but “ o1 _j
still much better than that of PFLRM and SFHS. This can be T, 05 s 035 o4 -
explained by the fact that in links with one broken sectiathb Wire fault rate in heavily defected links

PFLRM and SFHS will double the flit transmission latency at
least, while FSs4 can keep the |atency overheads as low &9- 11.' The link fault level cha}nge tre_nd a§ different_wimJIt r_ate. The
33.3%. Note that for both SFHS8 and SFHSs4, the flit legend is the number of broken link sections in a heavily defitéink.

transmission latency on the defective links is doubled &t thwhenpe — 0.1, the FSs8 saturation throughput is improved
fault rate thus they have the same performance.

. . : by 18%. As the wire fault rate increase from 0 to 0.1, §&+1

As p. increases, more links contain faults and the avera . .
. . rovides the most gracefully system performance degmadati
number of faulty wires becomes larger, leading to more 7 : .
; . LY Wwhen compared with other counterpart partially faulty link
unusable sections and bigger fault cluster size in linkse Th. ..~ . .
. I ) ._utilization strategies.

average flit transmission latency increases for all paytial

faulty link utilization strategies. But when the fault rate B. FS Performance with PARSEC

not very high, e.g.p. = 0.01, FS still outperforms PFLRM | this subsection, we evaluate our proposal with PARSEC
and SFHS (see Fig. 9(b)). _ _ benchmarks [8] traffic traces recorded with the Netrace [35]
When p. further increases to 0.05, ESB still achieves oo on the M5 full system simulator [36]. We replay the
the best performance because the flit transmission latemcy danchmark traces and inject the packets into our NoC plat-
more than 99% of the defective links is less than 2 cyclegym according to the packet time flag while maintain the
However, FSs4 performs worse than SFHSB and PFLRM. packets dependencies. When compared with the full system
This is because the number of links that have a flit transomissigimuylation, simulation with recorded traffic can better aefl
latency higher than 2 cycles in ES$4 is much larger than the performance of the NoC system [21] as the performance
that in SFHEs8 and PFLRM. These slow links cause sevefg,ctuations caused by the interaction between the cores and
congestion in their upstream routers and hence obviousrsysthe NoC are removed. The packet length can be 4-flits and
performance degradation. We note that at uctrlue, totally - 20-flits according to the packet type. The transmissionydela
broken links can exist in FS4 and SFHSs4. To avoid of each packet is counted since the packet is read out from
the implication of FTRAs to the performance of partiallfne record in the source node till the tail flit is received by t
faulty link utilization methods, the fault patterns whichntain - gestination node. The simulation results are illustrate®ig.
totally broken links are not considered in this subsectidnis 10, We note that the links are divided into 8 sections for FS
cannot fundamentally affect the results because only 1 orgdq SEHS.
such links may exist in the NoC at this fault rate. We can observe that for all the three partially faulty link
When the permanent wire fault rate is as high as 0.1, 96.6%lization strategies, the average packet transmissitenty
of the links are defective and the average fault level is higihcreases as the wire fault rate becomes higher. When the
as depicted in Fig. 8(d). Under this extreme conditions.8S jre fault rate is quite low, i.e.p. = 0.001, only several
exhibits only slightly better performance than PFLRM (segefected links with low fault level exist in the NoC. Given
Fig. 9(d)) while FSs4 and SFHSs4 have so many totally that benchmarks’ FIRs are much lower than the saturation FIR
broken links that they are not considered. If the fault raf@ere is no obvious difference between the 3 partially fault
keeps on increasing, the average packet transmissiorcyatefilk utilization approaches. As the. increases, the advantage
in FS_s8 increase and eventually its performance gets wolg€our proposal becomes obvious. For example, the FS packet
than that of PFLRM. transmission latency is on average 13% and 12% lower than
2) With One Redundant Link SectioAs illustrated in Fig. that of PFLRM and SFHS, respectively, when= 0.01, but

8, when each link is augmented with one redundant linke FS advantage increases to 28% and 22% latency reduction,
section, the numbers of defective links whep is 0.001, respectively, whem, = 0.1.

0.01, 0.05, and 0.1 are reduced by 98%, 82%, 32%, and 8%, ) ) _

respectively. The system performance, in terms of average System with Heavily Defected Links

packet transmission latency and saturation throughpuisis In this section, we divide the links into 8 sections and
obviously improved. For example, whenm is up to 0.01, examine the performance of the proposed defective link uti-
FS s4+1 and FSs8+1 can still provide similar performancelizations strategy at different link deactivation threkhdrhe
with the fault free case, while FS4 and FSs8 induce 21% considered thresholds are T5, T6, T7, and T8, i.e., a link is
and 3% saturation throughput degradation already. Whea deactivated when the number of broken sections is equal with
0.05, one redundant link section can improve the §6and or larger than 5, 6, 7, or 8, respectively. In the experiments

FS s8 saturation throughput by 20% and 8.7%, respectivelandomly select 1%, 5%, 10%, and 15% of the NoC links and
Although the number of defective links is only reduced by 8%ject 20% to 40% broken wires into them to create Heavily
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(c) Average latency whep, = 0.05; (d) Average latency whep. = 0.1.
Fig. 10. Average packet transmission latencies of PARSECIearks at different fault rates. Links are divided into 8tisens for FS and SFHS.
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(b) Average packet transmission latency when packets lesg2B-flits;

Fig. 12. The system average packet transmission latency dactivate links with high fault level with different thiesid.

Defected (HD) links, while the wire fault rate in the otherks required to successfully transmit a flit via a link with 5, 6, 7
is 5%. The percentage of links with different number of brokeand 8 broken link sections are 2.67, 4, 8, andrespectively.
sections at different wire fault rates are illustrated ig.Fil.
It indicates that most links have 5 or more broken sectionsThe results in Fig. 12 indicate that the average packet
whenp. > 20%. As the link deactivation threshold increasegansmission latency at near zero traffic load in the T5, Tiél, a
from T5 to T7, an decreasing number of links are deactivateli? cases has only small variation. Specifically, when coexpar
However, asp. grows, the number of broken sections in thavith T6, the latency in T5 is slightly higher when the packet
HD links increases and thus more links are deactivated at feagth is 4-flits but slightly lower when the packet length is
same link deactivation threshold. 20-flits. This indicates that the link deactivation thrdshfmr
short packets should be set higher than that for long packets
The NoC system near zero load (FIR = 0.01 flits/cycle/nodahich validates our analysis in Section IV-A. The differenc
packet transmission latency and saturation throughpuiffat-d between T6 and T5 is that the links that contain 5 broken
ent wire fault rate configurations are illustrated in Fig.a#l sections are utilized in T6 but are deactivated in T5. Actagd
Fig. 13, respectively. The x-coordinates in the figuresdatd to the analysis in Section IV-A, the packet transmissioaray
the percentage of HD linky) in the NoC and the percentagevia links at such fault level is similar with that via their
of faulty wires {.) in the HD links. We simulate the cases ofmisrouting-contour, thus T5 and T6 achieve similar neao zer
short (4-flits) and long (20-flits) packets. Each experiraéntload performance. Due to the same reason, although slower
result is derived by averaging the results of 20 fault patterlinks, i.e., the links with 6 broken sections, are still iztid
with the same fault rate configuration. We note that when eaiththe T7 case, its near zero traffic load packet transmission
link is divided into 8 sections, the average number of cycléatency is only slightly higher than that of T6, e.g., lesarth
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Fig. 13. The system saturation throughput when deactivaks Wwith high fault level with different threshold.
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9% even wherp;, = 15%. By comparison, links are utilized
until all link sections are broken in the T8 case, case in tWwhic
the links with a flit transmission latency of 8 cycles induce
severe congestion in their upstream routers. Consequialy
packet transmission latency in T8 is obviously higher theat t o]
of the cases with lower thresholds whegpn > 5%. it
The results in Fig. 13 indicate that T7 can achieve the (a) Packets length is 4-flits;
highest saturation throughput for most of the fault rate-con
figurations. We can also observe that as the link deactivatio
threshold increase from T5 to T7, although the near zero load
packet transmission latency increases slowly, the saborat
throughput is quickly improved. This is caused by the fact
that when the NoC traffic load is high, deactivating HD links o
that contain 5 and 6 broken sections cause high congestion (b) Packets length is 20-fits.
on t_helr mlsroutln_g—contours, and thus it is r_nore beneﬂc'é!g. 14. The system saturation throughput at different Idgactivation
to directly transmit packets along these HD links. In the T@reshold when each link is split into 4 sections. A link isadtvated if 3
case, the links that have 7 broken sections are so slow that ¢hd 4 sections are broken in the T3 and T4 cases, respectively

congestion in their upstream routers when they are utiligzed o ) )
much severer than the congestion in the misrouting-costod€™© l0ad packet transmission latency and high saturation

when they are deactivated. In the extreme case all VCs in @foughput. In other words, the links should be utilized whe
input port can be occupied by packets that are transmited {€i" flit transmission latency is 4 cycles or less. _

such a slow TX link, case in which all subsequent packets'/hen the links are divided into less, e.g., 4, sections the
are blocked even if they will be routed to other output port&Verage link fault level is higher at the same wire fault rate

Consequently the saturation throughput at T8 is lower thiius if @ link is deactivated the packet transmission latenc
that at T7. on its misrouting-contour also becomes longer. This means

It is worth to mention that whep;, > 0.10 in the NoC and that 4-_segtion links should or_lly be deactivated whe_n the flit
Jransmission latency on them is longer than 4 cycles, ileenw

Il link sections are broken. This is also proved by the tesul

ustrated in Fig. 14 that the saturation throughput for i$4

average 33% and 18% higher than that at T3 for 4-flit and

flit packets, respectively.

=73
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Saturation Throughput
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b Q
& 6 o
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mT4
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oo
R

0.04
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Saturation Throughput
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pe > 30% in the HD links, too many links are deactivate
and some routers are also deactivated by UPF-FTRA to avéﬂ
deadlock. The number of deactivated routers increases as
grows. Consequently fewer packets are injected into the Ngs%
and the near zero load packet transmission latency desredse
and the saturation FIR for each node becomes higher.
In conclusion, when the NoC links are divided into &- Area and Power Cost

sections and partially broken links are utilized by means of The area and power overheads of the four different link
the FS method, deactivating links that have 7 or more broké&ult-tolerant methods, i.e., FS, PFLRM, SFHS, and spare
sections can efficiently balance the requirements for loar newire replacement, are presented in Table. Il. Our propasdl a
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TABLE I
POWER AND AREA OVERHEAD OF DIFFERENT LINK FAULFTOLERANT METHODS

Basic router [ Wﬁg:re l’:"\:ﬁres » FS | PFLRM sSSFHSS . Fi—BEXtra-SGSCEO” UPF_FTRA

Area 64813 55942 | 39727 | 27413 | 15812 | 15363 | 14407 | 7350 | 30827 | 17757 3040
(um?) 0% 86% 61% | 42% | 24% 24% 22% | 11% | 48% | 27% 4.7%
Power 25.14 14.85 | 12.06 | 6.49 | 4.76 6.17 302 | 1.90 | 723 | 508 0.61
(mW) 0% 59% 48% | 26% | 19% 25% 12% | 7.6% | 29% | 20% 2.4%

SFHS are evaluated with two versions containing 4 (s4) and 8 % 42 ~o=spare_8 .

(s8) link sections, and the spare wire replacement method is 5 , | =i, /

evaluated with two versions containing 4 and 8 spare wires. 555 | —sfHs 8

From the Table we can observe that, the FS area and power £ 3 =

overheads are lower than the ones of spare wire replacement, 25 //

but higher than the ones of PFLRM and SFHS. For example, § 2 =

when compared with the baseline router, the $8& area g1s

overhead is 42%, while those of 8 spare wires, PFLRM, and o 0.001 0.01 0.05 01

SFHS s8 are 86%, 24%, and 22%, respectively; the $85 wire fault rate

power overhead is 26%, while those of 8 spare wires, PFLRM, (a) With 8 spare wires or sections;

and SFHSs8 are 59%, 25%, and 12%, respectively. The 42 ~—spare 4

FS s4 area and power overheads also falls between those of '4 +rif=[;i/|

4 spare wires and SFH$4. It is worth to note that FS4
requires similar silicon area cost and less power consampti
than PFLRM but provides better system performance when
the wire broken rate is less than 0.01.

It is illustrated in Table Il that adding one redundant link
section to each link in the context of the FS method (FS+1)
increases the area and power consumption by 6% and 3%, 0.001 0.01 0.05
respectively, in the S8 case, and 3% and 1%, respectively, in wire faultrate
the S4 case. We note that the number of wires is increased by
12.5% and 25% for the S8 and S4 cases, respectively. (';iif@flééi-t "nﬁigﬂﬁl"ﬁé’r;’ﬂusi ;;;f:\*fgvvxg:/issaﬁler{atg?moughput metric of

When we further introduce the UPF-FTRA into the No ' '
system, another 4.7% area cost and 2.4% power consump
is required when compared with the basic router which d

—eSFHS_s4

35 FS_s4+1

2.5

I —

15

area*power/saturation_throughput
w

(b) With 4 spare wires or sections;

?g&t-free link sections to mitigate the unbalance betwten
Ofit size and the actual link bandwidth. We also proposed
.Othe link augmentation with one redundant section as a low
bst mechanism to further increase the link dependability.
To diminish congestion caused by Heavily Defected (HD)
links, we discussed the optimal link deactivation thredHmy
comparing the zero load packet transmission latency on the
Mb links and that on the shortest alternative path. Our mapo

AP/S valuet, 1-€., h:cgh sgtuvr\;;\tlon thrgughputthar][d I(;w atrﬁa alL evaluated with synthetic traffic and PARSEC benchmarks.
power cost, 1S preferred. We can observe that when the wi perimental results indicate that the FS method can aehiev

Iﬁult r.atﬁ b e,)AIF?/gS Iolw as Or.](_)(;ll,_ F|S, FSE’ ant?] S’[Fﬂspliigil er area*power/saturatiothroughput value than all state
€ simiar value, which IS lower than that o f the art link fault tolerant strategies. With a redundant

ang T:p?rgﬂrelreplacenllgnt. VYWISAOP% an:j O?r? F_?;IB;H ection in each link, the NoC saturation throughput can be
an 25 aways achieve lower value than argely improved than just utilizing FS, e.g. 18% when 10%

PFLRM, and the spare wire replacement method. ngnaiq the NoC wires are broken. Simulation results we obtained

IS at.s n'gfh alts (I)lk V\;T.'Cht.'s ur:llktely_to h?jppenh!nb{:)t;aci[ce, various wire broken rate configurations indicate that we
bartially faully fink utiization strat€gies induce NIgatsration o -pieye the highest saturation throughput if 4- or 8-sactio

throughput reduction and the spare wire replacement metl]ch : . o
o inks with a flit transmission latency longer than 4 cycles ar
becomes the most effective link fault tolerant strategyusrim y long y

cost and performance of different link fault tolerant sages,
we compute their Area*Power/Saturatidshroughput (AP/S)
metric value and illustrate the normalized results, to tidhe

. i . d . deactivated.
practice FS is an effective method to tolerate faulty linkesi
and to utilize remained link bandwidth. REFERENCES
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