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A B S T R A C T

We consider a class of slow–fast processes on a connected complete Riemannian manifold
𝑀 . The limiting dynamics as the scale separation goes to ∞ is governed by the averaging
principle. Around this limit, we prove large deviation principles with an action-integral rate
function for the slow process by nonlinear semigroup methods together with Hamilton–Jacobi–
Bellman (HJB) equation techniques. Our main innovation is solving the comparison principle
for viscosity solutions for the HJB equation on 𝑀 and the construction of a variational viscosity
solution for the non-smooth Hamiltonian, which lies at the heart of deriving the action integral
representation for the rate function.

1. Introduction

In this paper, let 𝑀 be a 𝑑-dimensional connected complete Riemannian manifold and 𝑆 = {1, 2,… , 𝑁}, 𝑁 < ∞. We consider
a stochastic differential equation consisting of Riemannian Brownian motion with a switching drift on 𝑀 × 𝑆 with an initial value
(𝑥0, 𝑘0):

d𝑋𝜀
𝑛 (𝑡) =

1
√

𝑛
𝑈 𝜀
𝑛 (𝑡)◦d𝑊 (𝑡) + 𝑏(𝑋𝜀

𝑛 (𝑡), 𝛬
𝜀
𝑛(𝑡))d𝑡, (1.1)

where 𝛬𝜀𝑛(𝑡) is a switching process with transition rate on the set 𝑆,

P(𝛬𝜀𝑛(𝑡 + 𝛥) = 𝑗 ∣ 𝛬𝜀𝑛(𝑡) = 𝑖, 𝑋𝜀
𝑛 (𝑡) = 𝑥) = 1

𝜀
𝑞𝑖𝑗 (𝑥)𝛥 + 𝑜(𝛥), if 𝑗 ≠ 𝑖, (1.2)

for small 𝛥 > 0, 𝑖, 𝑗 ∈ 𝑆, 𝑥 ∈ 𝑀 , and 𝜀 > 0 is a small parameter. 𝑈 𝜀
𝑛 (⋅) is a unique element such that 𝑋𝜀

𝑛 (𝑡) = 𝐩𝑈 𝜀
𝑛 (𝑡), where

𝐩 ∶ 𝑂(𝑀) → 𝑀 is the canonical projection map from the orthonormal frame bundle on 𝑂(𝑀) to 𝑀 . Precise details and conditions
on this system will be specified later. Obviously, (1.1) and (1.2) together is a slow–fast system.

It is not too difficult to see that under some conditions, the effective behavior of the slow process (1.1) can be accurately described
by the averaged system as 𝜀 → 0 and 𝑛 → ∞, utilizing the averaging principle. To be more specific, if 𝑋𝜀

𝑛 (𝑡) ≈ 𝑥, if the jump
coefficient 𝑥↦ 𝑞𝑖𝑗 (𝑥) is continuous and the jump-matrix is uniformly ergodic, one expects that the fast process 𝛬𝜀𝑛(𝑡) equilibrates in
the stationary measure corresponding to the jump kernel.
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This observation implies that, as 𝜀→ 0 and 𝑛→ ∞, the slow process converges to an averaged process defined as follows
{

d𝑋̄(𝑡) = 𝑏̄(𝑋̄(𝑡))d𝑡,
𝑋̄(0) = 𝑥0,

(1.3)

where 𝑏̄(𝑥) = ∑

𝑖∈𝑆 𝑏(𝑥, 𝑖)𝜋
𝑥
𝑖 (𝑡) and 𝜋𝑥(𝑡) = (𝜋𝑥𝑖 (𝑡))𝑖∈𝑆 is the unique invariant probability measure of the fast process with the slow

variable being ‘‘frozen’’ at a deterministic point 𝑥 ∈𝑀 . The application of this averaging principle provides an effective method to
reduce computational complexity. It can be viewed as a variant of the law of large numbers.

In contrast to the averaging principle, the large deviation principle (LDP) excels in providing a more precise description of the
dynamic behavior, it specifically addresses the characterization of the exponential decay rate associated with probabilities of rare
events. Informally, LDP is the estimate of the form

P(𝑋𝑛(𝑡) ≈ 𝛾(𝑡)) ∼ 𝑒−𝑛𝐼(𝛾), as 𝑛→ ∞,

for 𝛾 ∶ [0,∞) →𝑀 . 𝐼 takes the form

𝐼(𝛾) =

{

𝐼0(𝛾(0)) + ∫ ∞
0 L (𝛾(𝑠), 𝛾̇(𝑠)) d𝑠, if 𝛾 ∈ AC(𝑀),

∞, otherwise,

where AC denotes the set of absolutely continuous trajectories. 𝐼0 quantifies the large deviations for 𝑋𝑛(0) alone, and the map
L ∶ 𝑇𝑀 → [0,∞] is called the Lagrangian. The large deviation principle indeed quantifies the decay of probabilities for trajectories
away from the solution of the averaging principle (1.3), as the solution of (1.3) is the unique trajectory for which 𝐼(𝑋̄) = 0.

The main purpose of this paper is to prove a LDP around such averaged process on 𝑀 . The theory of LDP is one of the
classical topics in probability theory, see [5,8,9], which has widespread applications in different areas such as information theory,
thermodynamics, statistics, and engineering.

Let us mention some works related to our purposes. Huang, Mandjes and Spreij [12], studied large deviations for Markov-
modulated diffusion processes with rapid switching. In [18], Peletier and Schlottke proved pathwise LDP of switching Markov
processes by exploiting the connection between Hamilton–Jacobi (HJ) equations and Hamilton–Jacobi–Bellman (HJB) equations.
In [15], Kraaij and Schlottke studied the LDP for the slow–fast system under regular conditions, where the fast process is a switching
process. For the proof, they used the Bootstrapping procedure, which is a technology for comparison principle of the HJB equation.
Later, Della Corte and Kraaij [4] continued to explore LDP in the context of molecular motors modeled by a diffusion process driven
by the gradient of a weakly periodic potential that depends on an internal degree of freedom. The switch of the internal state, which
can freely be interpreted as a molecular switch, is modeled as a Markov jump process that depends on the location of the motor.
Subsequently, Hu, Kraaij, and Xi [11] considered the Cox–Ingersoll–Ross processes with state-dependent fast switching in the case
of the degenerate diffusion coefficient.

Although there are extensive results on LDPs for slow–fast systems on Euclidean space, there is not much work in the context
of Riemannian manifolds. Röckner and Zhang [19] studied sample path large deviations for diffusion processes on configuration
spaces over a Riemannian manifold. Kraaij, Redig and Versendaal [14] generalized classical large deviation theorems on complete,
smooth Riemannian manifolds, and also considered Riemannian Brownian motion in the single time-scale context. Furthermore,
Versendaal [20] studied large deviations for 𝑔(𝑡)-Brownian motion in a complete, evolving Riemannian manifold with respect to a
collection {𝑔(𝑡)}𝑡∈R of Riemannian metrics, smoothly depending on 𝑡 again in the single time-scale context.

Motivated by the aforementioned papers about LDP for slow–fast processes on Euclidean space and simple LDP on Riemannian
manifold, it is a natural question to ask how to generalize the above large deviation results for slow–fast processes to Riemannian
manifolds. In this paper, we address this question. That is we prove LDPs with an action-integral rate function for the slow process
by nonlinear semigroup methods together with the HJB equation techniques. Note that our drift coefficient of slow process only
satisfies locally one-sided Lipschitz continuity, which is weaker than the bounded condition. Moreover, the rate functions are related
to the Hamiltonian H ∶ 𝑇 ∗𝑀 → [0,∞] obtained by taking the Legendre transform of Lagrangian L ∶ 𝑇𝑀 → [0,∞]. One formally
defines that

H(𝑥, d𝑓 (𝑥)) = sup
𝜋∈P(𝑆)

{

∫ 𝐵𝑥,d𝑓 (𝑥)(𝑧)𝜋(d𝑧) − I(𝑥, 𝜋)
}

,

where

𝐵𝑥,d𝑓 (𝑥)(𝑧) = 𝑏(𝑥, 𝑧)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2

coming from the slow process 𝑋𝑛(𝑡) and Donsker–Varadhan function

I(𝑥, 𝜋) = − inf
𝑔>0∫

𝑅𝑥𝑔(𝑧)
𝑔(𝑧)

𝜋(d𝑧),

where 𝑅𝑥 is the generator corresponding to the fast process 𝛬𝑛(𝑡) defined by

𝑅𝑥𝑔(𝑧) =
∑

𝑗∈𝑆
𝑞𝑧𝑗 (𝑥) (𝑔(𝑗) − 𝑔(𝑧)) .

Although following the proof ideas from Feng and Kurtz’s book [8], considering the comparison principle and the existence of
solutions of HJB equations, we need to put forward some new ideas to show those owing to the special properties of the Riemannian
manifold.

We first discover special properties on 𝑀 , which have caused difficulties but also is the key innovation in our proof:
2 
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(i) The first one, to ensure the exponential tightness, we find a good containment function:

𝛶 (𝑥) = 1
2
log(1 + 𝑓 2(𝑥)),

where the smooth function 𝑓 (𝑥) approximates 𝑑(𝑥0, 𝑥) for some 𝑥0 ∈ 𝑀 and satisfying formally sup𝑧H(𝑧, d𝛶 (𝑧)) < 𝐶 < ∞
which plays the role of a relaxed Lyapunov function.

(ii) The second one, the distance function 𝑑(𝑥, 𝑦), 𝑥, 𝑦 ∈ 𝑀 is never smooth. More specifically, 𝑑(𝑥, 𝑦) is not smooth on the
cut-locus of 𝑥 or 𝑦. This happens because the shortest path (geodesic) between two points may not be unique, for example,
a spherical surface. Compared with 𝑑(𝑥, 𝑦), 𝑑2(𝑥, 𝑦) is smooth when 𝑥 closed to 𝑦. We use 𝑑2(𝑥, 𝑦) in the proof of comparison
principle.

(iii) The third one, we need to prove the global existence of solutions for a HJB equation on 𝑀 to obtain an action-integral rate
function. To establish existence we need to solve an appropriate control problem. A key obstacle is the construction from
local solutions to global solutions.

Organization: The organization of our paper is as follows: in Section 2, we introduce fundamental concepts related to the large
deviation principle. In Section 3, we construct a diffusion process with fast switching on the Riemannian manifold, and state our
main results. Subsequently, in Section 4, we articulate the strategy employed in proving the large deviation. Based on the strategy
in Section 4, a detailed proof of the main theorem is provided in Sections 5 and 6.

2. Preliminaries

The following convention will be used throughout the paper: 𝐶 and 𝑐 with or without indices will denote different positive
constants whose values may change from one place to another.

We begin with the necessary definitions for introducing the large deviation principle on Riemannian manifold. Riemannian
manifold is placed in Appendix A to highlight our main results. There is nothing special about defining a large deviation principle
on Riemannian manifold. In the following, the definition is established on a Polish space X.

Definition 2.1. Consider a sequence of 𝑋1, 𝑋2,… on Polish space X. Furthermore let 𝐼 ∶ X → [0,∞].

(a) We say that 𝐼 is a good rate function if for every 𝑐 ⩾ 0, the set {𝑥 ∈ X ∣ 𝐼(𝑥) ⩽ 𝑐} is compact.
(b) We say that the sequence {𝑋𝑛}𝑛⩾1 is exponentially tight if for all 𝛼 > 0 there exists a compact set 𝐾𝛼 ⊆ X such that

lim sup
𝑛→∞

1
𝑛
log𝑋𝑛(𝐾𝑐

𝛼) < −𝛼.

(c) We say that the sequence {𝑋𝑛}𝑛⩾1 satisfies the large deviation principle with rate 𝑛 and good rate function 𝐼 , denoted by

P[𝑋𝑛 ≈ 𝑎] ∼ e−𝑛𝐼(𝑎), (2.1)

(i) if we have for every closed set 𝐴 ⊆ X the upper bound,

lim sup
𝑛→∞

1
𝑛
logP[𝑋𝑛 ∈ 𝐴] ⩽ − inf

𝑥∈𝐴
𝐼(𝑥).

(ii) and for every open set 𝑈 ⊆ X the lower bound,

lim inf
𝑛→∞

1
𝑛
logP[𝑋𝑛 ∈ 𝑈 ] ⩾ − inf

𝑥∈𝑈
𝐼(𝑥).

Definition 2.2 (Absolutely Continuous Curves). We denote by AC(𝑀) the space of absolutely continuous curves in 𝑀 . A curve
∶ [0, 𝑇 ] →𝑀 is absolutely continuous if there exists a function 𝑔 ∈ 𝐿1[0, 𝑇 ] such that for 𝑡 ∈ [0, 𝑇 ] we have 𝛾(𝑡) = 𝛾(0) + ∫ 𝑡0 𝑔(𝑠)d𝑠.

We write 𝑔 = 𝛾̇.
A curve 𝛾 ∶ [0,∞) → 𝑀 is absolutely continuous, i.e. 𝛾 ∈ AC(𝑀), if the restriction to [0, 𝑇 ] is absolutely continuous for every
> 0.

. Constructing a diffusion process with fast switching on Riemannian manifold

In the above section, we only gave the basic knowledge about the large deviation principle. We next state the definition of the
rthonormal frame bundle and horizontal lift to construct a diffusion process with switching on 𝑀 ×𝑆, for which we want to study
he large deviation behavior,

d𝑋𝜀
𝑛 (𝑡) =

1
√

𝑛
𝑈 𝜀
𝑛 (𝑡)◦d𝑊 (𝑡) + 𝑏(𝑋𝜀

𝑛 (𝑡), 𝛬
𝜀
𝑛(𝑡))d𝑡, (3.1)

where 𝛬𝜀𝑛(𝑡) is a switching process with transition rate on the set 𝑆,

P(𝛬𝜀(𝑡 + 𝛥) = 𝑗 ∣ 𝛬𝜀(𝑡) = 𝑖, 𝑋𝜀(𝑡) = 𝑥) = 1 𝑞 (𝑥)𝛥 + 𝑜(𝛥), if 𝑗 ≠ 𝑖, (3.2)
𝑛 𝑛 𝑛 𝜀 𝑖𝑗

3 
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for small 𝛥 > 0, 𝑖, 𝑗 ∈ 𝑆, 𝑥 ∈𝑀 , and 𝜀 > 0 is a small parameter.
We start by establishing that the above process exists. As the switch is taking place on the finite set 𝑆, the key issue to be resolved

is the non-explosiveness of the diffusion process (3.1). In the context without switching, non-explosiveness is implied by a lower
bound on the curvature and gradient of the drift. We will also assume this for our result.

Assumption 3.1. For each 𝑖 ∈ 𝑆, 𝑏(⋅, 𝑖) in (3.1) is a 𝐶1-smooth vector field on 𝑀 . There is a constant 𝜌(𝑛) such that the 𝐶𝐷(𝜌(𝑛),∞)
curvature condition

inf
𝑖∈𝑆

R𝑔 − ∇𝑏(⋅, 𝑖) ⩾ 𝜌(𝑛)𝑔

holds where R𝑔 is the Ricci tensor of the (co)-metric 𝑔.

Theorem 3.2. Under Assumption 3.1, the system, (3.1) and (3.2), has a unique non-explosive strong solution (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) with initial
value (𝑋𝑛(0), 𝛬𝑛(0)) = (𝑥0, 𝑘0).

The proof follows the same method as Proposition 2.4 in [11]. We extend it to the context of Riemannian manifolds.
We next turn to present the definition of the orthonormal frame bundle and the horizontal lift.
Let 𝑂𝑥(𝑀) be the space of all orthonormal bases of 𝑇𝑥𝑀 . Denote 𝑂(𝑀) ∶= ⊔𝑥∈𝑀𝑂𝑥(𝑀), which is called the orthonormal frame

bundle over 𝑀 . Obviously, 𝑂𝑥(𝑀) is isometric to 𝑂(𝑑), the group of orthogonal (𝑑 × 𝑑)-matrices.
Let 𝐩 ∶ 𝑂(𝑀) → 𝑀 with 𝐩𝑢 ∶= 𝑥 if 𝑢 ∈ 𝑂𝑥(𝑀), which is called the canonical projection from 𝑂(𝑀) onto 𝑀 . Now, given 𝑒 ∈ R𝑑 ,

our goal is to define the corresponding horizontal vector field on 𝑂(𝑀). On the one hand, for any 𝑢 ∈ 𝑂(𝑀) we have 𝑢𝑒 ∈ 𝑇𝐩𝐮𝑀 .
et 𝑢𝑠 be the parallel transportation of u along the geodesic exp𝐩𝑢(𝑠𝑢𝑒), 𝑠 ⩾ 0. We obtain a vector

𝐻𝑒(𝑢) ∶=
d
d𝑠
𝑢𝑠|𝑠=0 ∈ 𝑇𝑢𝑂(𝑀).

Thus, we have defined a vector field 𝐻𝑒 on 𝑂(𝑀) which is indeed 𝐶∞-smooth. In particular, let {𝑒𝑖}𝑑𝑖=1 be an orthonormal basis on
𝑑 , define

𝛥𝑂(𝑀) ∶=
𝑑
∑

𝑖=1
𝐻2
𝑒𝑖
.

his operator is independent of the choice of the basis {𝑒𝑖}. We call 𝛥𝑂(𝑀) the horizontal Laplace operator. On the other hand, for
ny vector field 𝑍 on 𝑀 , we define its horizontal lift by 𝐇𝑍 (𝑢) ∶= 𝐻𝑢−1𝑍 (𝑢), 𝑢 ∈ 𝑂(𝑀), where 𝑢−1𝑍 is the unique vector 𝑒 ∈ R𝑑 such

that 𝑍𝐩𝑢 = 𝑢𝑒.
Let 𝛥𝑀 be the Laplace–Beltrami operator,

𝛥𝑀𝑓 = 1
√

𝐺

𝜕
𝜕𝑥𝑖

(

√

𝐺𝑔𝑖𝑗
𝜕𝑓
𝜕𝑥𝑗

)

, 𝑓 ∈ 𝐶2(𝑀). (3.3)

e have the conclusion below, the horizontal Laplacian 𝛥𝑂(𝑀) is the lift of the Laplace–Beltrami operator 𝛥𝑀 to the orthonormal
frame bundle 𝑂(𝑀).

emma 3.3 (Proposition 3.1.2 of [10]). Let 𝑓 ∈ 𝐶∞(𝑀), and 𝑓 = 𝑓◦𝐩 its lift to 𝑂(𝑀). Then for any 𝑢 ∈ 𝑂(𝑀),

𝛥𝑀𝑓 (𝑥) = 𝛥𝑂(𝑀)𝑓 (𝑢),

where 𝑥 = 𝐩𝑢.

Having the preparations of orthonormal frame bundle and horizontal lift, we can establish a diffusion process and (3.1) with
switching (3.2) in detail.

Proof of Theorem 3.2. We divide the proof into two steps.
Step 1: A SDE with a fixed switching state.
Let 𝑏 ∶ R𝑑 → 𝑇𝑀 be a 𝐶1-smooth vector field on 𝑀 . According to the idea of [21, Section 2.1], we study a diffusion process

generated by 𝐴𝑀𝑛 ∶= 1
2𝑛𝛥𝑀 + 𝑏, where 𝛥𝑀 is a Laplace–Beltrami operator in (3.3).

To this end, we first construct the corresponding Horizontal diffusion process generator by 𝐴𝑂(𝑀)
𝑛 ∶= 1

𝑛𝛥𝑂(𝑀) + H𝑏 on 𝑂(𝑀) by
olving the Stratonovich stochastic differential equation

d𝑈𝑛(𝑡) =
1
√

𝑛

𝑑
∑

𝑗=1
𝐻𝑒𝑗 (𝑈𝑛(𝑡))◦d𝑊

𝑗 (𝑡) +𝐻𝑏(𝑈𝑛(𝑡))d𝑡, 𝑈𝑛(0) = 𝑢0 ∈ 𝑂(𝑀),

where 𝑊 (𝑡) ∶= (𝑊 1(𝑡),… ,𝑊 𝑑 (𝑡)) is the 𝑑-dimensional Brownian motion on a complete filtered probability space (𝛺, F, {F𝑡}𝑡⩾0, P).
Since 𝐻𝑏 is 𝐶1, it is well known that (see e.g. [7, Chapter IV, Section 6]) the equation has a unique solution up to the lifetime
𝜁 ∶= lim𝑗→∞ 𝜁𝑗 , where

𝜁 ∶= inf{𝑡 ⩾ 0 ∶ d(𝐩𝑈, 𝐩𝑈 (𝑡)) ⩾ 𝑗}, 𝑗 ⩾ 1.
𝑗 𝑛

4 
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Using Assumption 3.1, we further get that

P(𝜁 = ∞) = 1,

which means that 𝜉 is the infinite lifetime, see [10, Section 4.2].
Let 𝑋𝑛(𝑡) = 𝐩𝑈𝑛(𝑡). Then 𝑋𝑛(𝑡) solves the equation

d𝑋𝑛(𝑡) =
1
√

𝑛
𝑈𝑛(𝑡)◦d𝑊 (𝑡) + 𝑏(𝑋𝑛(𝑡))d𝑡, 𝑋𝑛(0) = 𝑥0 ∶= 𝐩𝑢0 (3.4)

up to the infinite lifetime 𝜁 . By the Itô formula, for any 𝑓 (⋅) ∈ 𝐶2
0 (𝑀),

𝑓 (𝑋𝑛(𝑡)) − 𝑓 (𝑥0) − ∫

𝑡

0
𝐴𝑀𝑛 𝑓 (𝑋𝑛(𝑠))d𝑠 =

1
√

𝑛 ∫

𝑡

0
⟨(𝑈𝑛(𝑠))−1grad𝑓 (𝑋𝑛(𝑠)), d𝑊 (𝑠)⟩

s a martingale up to the infinite lifetime 𝜁 ; that is 𝑋𝑛(𝑡) is the diffusion process generated by 𝐴𝑀𝑛 , and we call it the 𝐴𝑀𝑛 -diffusion
rocess. When 𝑏 = 0, then 𝑋𝑛(𝑡) is generated by 1

2𝑛𝛥𝑀 and is called the Brownian motion on 𝑀 .
Step 2: the SDE with switching for any states. Here, we are going to introduce SDE with switching in (3.4). To achieve this, for
= {1, 2… , 𝑁} with 𝑁 < ∞, we let the drift coefficient of the slow process depend on 𝑖 ∈ 𝑆, where 𝑖 represents the state of the

witching process.
We construct the joint process as follows. Initialize the process from (𝑥0, 𝑘0) and run the diffusion process 𝑋𝑛(𝑡) with 𝑏 = 𝑏(⋅, 𝑘0)

n (3.4) as in Step 1. As this process has infinite lifetime, we can wait until the first switch as indicated by the jump kernel

P(𝛬𝜀𝑛(𝑡 + 𝛥) = 𝑗 ∣ 𝛬𝜀𝑛(𝑡) = 𝑖, 𝑋𝜀
𝑛 (𝑡) = 𝑥) = 1

𝜀
𝑞𝑖𝑗 (𝑥)𝛥 + 𝑜(𝛥), if 𝑗 ≠ 𝑖, (3.5)

for small 𝛥 > 0, 𝑖, 𝑗 ∈ 𝑆, 𝑥 ∈𝑀 , and 𝜀 > 0 is a parameter.
We then run (3.4) with the state to which the jump kernel points us to jump. As 𝑆 is finite, we can repeat this process and obtain

our desired switching process with infinite lifetime. □

3.1. The main results

In this paper, we consider the slow–fast systems (3.1) and (3.2). We first collect all the assumptions that are needed before giving
the main results.

Assumption 3.4. Let 𝜀 = 1
𝑛 , this shows that small disturbance and fast switching have the same rate.

This assumption means that the slow–fast system (3.1) and (3.2) becomes

d𝑋𝑛(𝑡) =
1
√

𝑛
𝑈𝑛(𝑡)◦d𝑊 (𝑡) + 𝑏(𝑋𝑛(𝑡), 𝛬𝑛(𝑡))d𝑡, (3.6)

nd

P(𝛬𝜀𝑛(𝑡 + 𝛥) = 𝑗 ∣ 𝛬𝜀𝑛(𝑡) = 𝑖, 𝑋𝜀
𝑛 (𝑡) = 𝑥) = 1

𝜀
𝑞𝑖𝑗 (𝑥)𝛥 + 𝑜(𝛥), if 𝑗 ≠ 𝑖, (3.7)

In the following, we will focus on (3.6) and (3.7).

Assumption 3.5. Fix 𝑥0 ∈ 𝑀 and define 𝑟(𝑥) = 𝑑(𝑥, 𝑥0). We say that 𝑏 is linear growth if there exists a constant 𝐶 > 0 such that,
for all 𝑥 ∈𝑀 ,

|𝑏(𝑥, 𝑖)| ⩽ 𝐶(1 + 𝑟(𝑥)), ∀ 𝑖 ∈ 𝑆.

Assumption 3.6. We say that 𝑏 is a locally one-sided Lipschitz function if for any compact set 𝐾 ⊆ 𝑀 , there exists a constant
𝐶𝐾 > 0 such that, for all 𝑥, 𝑦 ∈ 𝐾, it holds that

d𝑥
( 1
2
𝑑2(⋅, 𝑦)

)

(𝑥)𝑏(𝑥, 𝑖) − d𝑦
(

−1
2
𝑑2(𝑥, ⋅)

)

(𝑦)𝑏(𝑦, 𝑖) ⩽ 𝐶𝐾𝑑
2(𝑥, 𝑦), ∀ 𝑖 ∈ 𝑆,

where 𝑑(𝑥, 𝑦) < 𝑖(𝐾) and 𝑖(𝐾) is the injectivity radius of 𝐾 defined in Appendix A.

Assumption 3.7. For any 𝑥 ∈𝑀 , (𝑞𝑖𝑗 (𝑥))𝑖,𝑗∈𝑆 is a conservative, irreducible transition rate matrix, and sup𝑖∈𝑆
∑

𝑗∈𝑆,𝑗≠𝑖 𝑞𝑖𝑗 (𝑥) <∞.

Assumption 3.8. For any compact sets 𝐾 ⊆ 𝑀 , there exists a constant 𝐶𝐾 > 0 such that

|𝑞𝑖𝑗 (𝑥) − 𝑞𝑖𝑗 (𝑦)| ⩽ 𝐶𝐾𝑑(𝑥, 𝑦), 𝑥, 𝑦 ∈ 𝐾, 𝑖, 𝑗 ∈ 𝑆.

Then, we give some remarks on these assumptions.

• Assumption 3.5 controls the rate at which the process may deviate to prove exponential tightness.
• Assumption 3.6 is set for proving the comparison principle.
5 



Y. Hu et al.

r

h

c

Stochastic Processes and their Applications 178 (2024) 104478 
• Assumptions 3.7 and 3.8 of a fast switching process for any given 𝑥 ensures the existence of an invariant probability measure
that satisfies the averaging principle.

In the following, we give the main result.

Theorem 3.9 (Large Deviations for Slow Processes). Let (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) be the Markov processes on 𝑀 × 𝑆. Consider the setting of
Assumptions 3.4, 3.5, 3.6, 3.7 and 3.8. Suppose that the large deviation principle holds for 𝑋𝑛(0) on 𝑀 with speed 𝑛 and a good rate
function 𝐼0.

Then, the large deviation principle is satisfied with speed 𝑛 for the processes 𝑋𝑛(𝑡) with a good rate function 𝐼 having action-integral
epresentation,

𝐼(𝛾) =

{

𝐼0(𝛾(0)) + ∫ ∞
0 L (𝛾(𝑠), 𝛾̇(𝑠)) d𝑠, if 𝛾 ∈ AC(𝑀),

∞, otherwise.

where L ∶ 𝑇𝑀 → [0,∞] is the Legendre transform of H given by L(𝑥, 𝑣) = sup𝑝∈𝑇 ∗
𝑥𝑀{⟨𝑣, 𝑝⟩ −H(𝑥, 𝑝)}, and

H(𝑥, d𝑓 (𝑥)) = sup
𝜋∈P(𝑆)

{

∫ 𝐵𝑥,d𝑓 (𝑥)(𝑧)𝜋(d𝑧) − I(𝑥, 𝜋)
}

(3.8)

where

𝐵𝑥,d𝑓 (𝑥)(𝑧) = 𝑏(𝑥, 𝑧)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2

coming from the slow process 𝑋𝑛(𝑡) and Donsker–Varadhan function

I(𝑥, 𝜋) = − inf
𝑔>0∫

𝑅𝑥𝑔(𝑧)
𝑔(𝑧)

𝜋(d𝑧),

where 𝑅𝑥 is the generator corresponding to the fast process 𝛬𝑛(𝑡) defined by

𝑅𝑥𝑔(𝑧) =
∑

𝑗∈𝑆
𝑞𝑧𝑗 (𝑥) (𝑔(𝑗) − 𝑔(𝑧)) .

4. The strategy of proof Theorem 3.9

In this section, we begin with the necessary preparation for the coming strategy. The semigroups of log-Laplace transforms of
the conditional probabilities

𝑉𝑛(𝑡)𝑓 (𝑥0, 𝑘0) =
1
𝑛
logE[e𝑛𝑓 (𝑋𝑛(𝑡),𝛬𝑛(𝑡)) ∣ (𝑋𝑛(0), 𝛬𝑛(0)) = (𝑥0, 𝑘0)] (4.1)

ave generators

𝐻𝑛𝑓 = d
d𝑡
𝑉𝑛(𝑡)𝑓

|

|

|𝑡=0
= 1
𝑛
e−𝑛𝑓𝐴𝑀𝑛 e𝑛𝑓 . (4.2)

Recall that L ∶ 𝑇𝑀 → [0,∞], defined as

L(𝑥, 𝑣) = sup
𝑝∈𝑇 ∗

𝑥𝑀
{⟨𝑝, 𝑣⟩ −H(𝑥, 𝑝)}.

This Lagrangian keeps track of the cost along a trajectory that will play a central role in the form of the rate function of the large
deviation principle.

Then in terms of L, we define a variational semigroup 𝐕(𝑡), 𝑡 ⩾ 0,

𝐕(𝑡)𝑓 (𝑥) ∶= sup
𝛾∈AC
𝛾(0)=𝑥

{

𝑓 (𝛾(𝑡)) − ∫

𝑡

0
L(𝛾(𝑠), 𝛾̇(𝑠))d𝑠

}

(4.3)

and resolvent 𝐑(𝜆), 𝜆 > 0,

𝐑(𝜆)ℎ(𝑥) ∶= sup
𝛾∈AC
𝛾(0)=𝑥

{

∫

∞

0
𝜆−1𝑒−𝜆

−1𝑡
(

ℎ(𝛾(𝑡)) − ∫

𝑡

0
L(𝛾(𝑟), 𝛾̇(𝑟))d𝑟

)

d𝑠
}

. (4.4)

Definition 4.1 (Exponential Compact Containment). We say that a process (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) satisfies the exponential compact containment
ondition at speed 𝑛, for every all compact 𝐾0 ⊆ 𝑀 , 𝑇 > 0 and 𝑎 ⩾ 0, there exists a compact set 𝐾𝑎,𝑇 ⊆ 𝑀 such that

lim sup
𝑛→∞

sup
(𝑥0 ,𝑘0)∈𝐾0×𝑆

1
𝑛
logP

[

(𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) ∉ 𝐾𝑎,𝑇 × 𝑆 for some 𝑡 ⩽ 𝑇 |

|

|

(𝑋𝑛(0), 𝛬𝑛(0)) = (𝑥0, 𝑘0)
]

⩽ −𝑎.

Definition 4.2 (Extended Limit, Definition A.12 in [8]). For every 𝑛 ⩾ 1, let 𝐻𝑛 ⊂ 𝐶𝑏(𝑀) × 𝐶𝑏(𝑀) be an operator. The extended limit
ex − lim𝑛→∞𝐻𝑛 is defined as the collection (𝑓, 𝑔) ∈ 𝐶𝑏(𝑀) × 𝐶𝑏(𝑀) for which there exists a sequence {𝑓𝑛}𝑛⩾1 with 𝑓𝑛 ∈ D(𝐻𝑛) such
that

lim (‖𝑓 − 𝑓‖ + ‖𝐻 𝑓 − 𝑔‖) = 0.

𝑛→∞ 𝑛 𝑛 𝑛

6 
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An operator 𝐻 is said to be contained in ex − lim𝑛→∞𝐻𝑛 if the graph {(𝑓,𝐻𝑓 )|𝑓 ∈ D(𝐻)} is a subset of ex − lim𝑛→∞𝐻𝑛.

We sketch our proof strategy that follows the projective limit approach:

(1) If the processes are exponentially tight, it suffices to establish the large deviation principle for finite dimensional distributions.
(2) The large deviation principle for finite dimensional distributions can be established by proving that the semigroup of log

Laplace-transforms of the conditional probabilities converges to a limiting semigroup.
(3) One can often rewrite the limiting semigroup as a variational semigroup, which allows to rewrite the rate function on the

Skorohod space in Lagrangian form.

n detail, the strategy to prove a path space large deviation principle for a sequence of the Markov processes (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) on 𝑀 ×𝑆,
ormally works as follows:

(i) Identification of a multi-valued limiting Hamiltonian. The semigroups of log-Laplace transforms of the conditional probabilities
𝑉𝑛(𝑡) in (4.1) have generators 𝐻𝑛. We will verify that there is a operator 𝐻 ⊆ ex − lim𝑛→∞𝐻𝑛. Due to our two-scale nature,
this limiting operator will be multi-valued.

(ii) Identification of a single value Hamiltonian. Solving an eigenvalue problem for the fast dynamics at the level of the multi-valued
operator 𝐻 , we can construct a single valued operator H in terms of the variational object of (3.8).

(iii) Exponential tightness on Riemannian manifold. Provided one can verify the exponential compact containment condition in
Definition 4.1, the convergence of the sequence 𝐻𝑛 gives exponential tightness.

(iv) Comparison principle on Riemannian manifold. The theory of viscosity solutions gives applicable conditions for proving that
the limiting Hamiltonian generates a semigroup. If for all 𝜆 > 0 and ℎ ∈ 𝐶𝑏(𝑀), the Hamilton–Jacobi equation 𝑓 − 𝜆𝐻𝑓 = ℎ
admits a unique solution, one can extend the generator 𝐻 so that the extension satisfies the conditions of Crandall–Liggett
theorem [2] and thus generates a semigroup 𝑉 (𝑡). Additionally, it follows that the semigroups 𝑉𝑛(𝑡) converge to 𝑉 (𝑡), giving
the large deviation principle. Uniqueness of the solution of the Hamilton–Jacobi–Bellman equation can be established via the
comparison principle for sub- and super-solutions. The definitions of the comparison principle and viscosity solution can be
found in Appendix B.

(v) Variational representation of the Hamiltonian on Riemannian manifold. By Legendre transforming the limiting Hamiltonian 𝐻 ,
one can define a Lagrangian which can be used to define a variational semigroup and a variational resolvent. It can be shown
that the variational resolvent provides a solution of the Hamilton–Jacobi–Bellman equation and therefore, by uniqueness
of the solution, identifies the resolvent of 𝐻 . As a consequence, an approximation procedure yields that the variational
semigroup and the limiting semigroup 𝑉 (𝑡) agree. A standard argument is then sufficient to give a Lagrangian form of the
path-space rate function.

eng and Kurtz summarized this in their book [8]. We modified it to fit our content.

roposition 4.3 (Adaptation of Theorem 5.15, Theorem 8.27 and Corollary 8.28 in [8] to Our Context). Let (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) be Markov
rocesses on 𝑀 × 𝑆. Suppose that

(a) 𝑋𝑛(0) satisfies large deviation principle;
(b) there exists an operator 𝐻 ⊂ ex − lim𝑛→∞𝐻𝑛 in the sense Definition 4.2;
(c) we have exponential compact containment of the process (𝑋𝑛(𝑡), 𝛬𝑛(𝑡));
(d) for all 𝜆 > 0 and ℎ ∈ 𝐶𝑏(𝑀), the comparison principle holds for 𝑓 − 𝜆𝐻𝑓 = ℎ.

hen the following hold:

(i) (Limit of nonlinear semigroup) There exists a unique operator semigroup 𝑉 (𝑡) such that

lim
𝑛→∞

‖𝑉𝑛(𝑡)𝑓𝑛 − 𝑉 (𝑡)𝑓‖ = 0 (4.5)

and there exists a unique 𝑅(𝜆)𝑓 such that

lim
𝑚→∞

‖𝑅(𝑡∕𝑚)𝑚𝑓 − 𝑉 (𝑡)𝑓‖ = 0, (4.6)

whenever 𝑓 ∈ D(𝐻), 𝑓𝑛 ∈ 𝐶𝑏(𝑀 × 𝑆), and ‖𝑓𝑛 − 𝑓‖ → 0.
(ii) (Large deviation principle) 𝑋𝑛(𝑡) satisfies the large deviation principle with good rate function 𝐼 given by

𝐼(𝑥) = 𝐼0(𝑥(𝑡0)) + sup
𝑘∈N

sup
0=𝑡0<𝑡1<⋯<𝑡𝑘<∞

𝑘
∑

𝑖=0
𝐼𝑉𝑡𝑖+1−𝑡𝑖 (𝑥(𝑡𝑖+1) ∣ 𝑥(𝑡𝑖)), (4.7)

where for 𝛥𝑡 = 𝑡𝑖+1 − 𝑡𝑖 > 0 and 𝑥(𝑡𝑖+1), 𝑥(𝑡𝑖) ∈𝑀 , the conditional rate functions 𝐼𝑉𝛥𝑡(𝑥(𝑡𝑖+1) ∣ 𝑥(𝑡𝑖)) are

𝐼𝑉𝛥𝑡(𝑥(𝑡𝑖+1) ∣ 𝑥(𝑡𝑖)) = sup
𝑓∈𝐶𝑏(𝑀)

[𝑓 (𝑥(𝑡𝑖+1)) − 𝑉 (𝛥𝑡)𝑓 (𝑥(𝑡𝑖))].
Suppose in addition that

7 
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(e) 𝑉 (𝑡) = 𝐕(𝑡) with 𝐕 as in (4.3).

Then the rate function (4.7) can be represented in the following action-integral form:

𝐼(𝛾) =

{

𝐼0(𝛾(0)) + ∫ ∞
0 L(𝛾(𝑠), 𝛾̇(𝑠))d𝑠, if 𝛾 ∈ AC(𝑀),

∞, otherwise.
(4.8)

The proof of Theorem 3.9 is thus immediate upon checking Proposition 4.3(a) to (e) for our switching diffusion. We will verify
(a) to (d) in Section 5 and (e) in Section 6.

5. The proof of Proposition 4.3(a) to (d)

In this section, will establish Proposition 4.3(a) to (d) for our switching diffusion:
Using the discussion from the previous section, we can prove items (i) and (ii) of Theorem 3.9 once the following four facts are

established:

• Item (b): we obtaining a limiting multi-valued Hamiltonian 𝐻 ⊆ ex − lim𝐻𝑛 in Section 5.1;
• Part of item (d): We identify a single valued Hamiltonian 𝐇 via a suitable eigenvalue problem in Section 5.1.1;
• Item (c): we obtain the compact containment condition in Section 5.2;
• Part of (d): we prove the comparison principle for 𝐻 and 𝐇 in Section 5.3.

5.1. Identification of a multi-valued Hamiltonian

Our first goal is to obtain a multi-valued Hamiltonian 𝐻 ⊆ ex−lim𝐻𝑛. We consider the solution (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) of the system (3.6)
and (3.7) with the generator 𝐴𝑀𝑛 :

𝐴𝑀𝑛 𝑓 (𝑥, 𝑖) =
1
2𝑛
𝛥𝑀𝑓 (𝑥, 𝑖) + 𝑏(𝑥, 𝑖)d𝑓 (𝑥, 𝑖) + 𝑛

∑

𝑖∈𝑆
𝑞𝑖𝑗 (𝑥)(𝑓 (𝑥, 𝑗) − 𝑓 (𝑥, 𝑖)). (5.1)

We give a multi-valued limit Hamiltonian by the generator 𝐴𝑀𝑛 . Denote by 𝐶2
𝑐 (𝑀) the set of twice continuously differentiable

functions that are constant outside of a compact set.

Proposition 5.1 (Multi-valued Limit Hamiltonian). Let (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) be a Markov process on 𝑀 × 𝑆 with generator 𝐴𝑀𝑛 in (5.1). Set
𝑛 =

1
𝑛 𝑒
𝑛𝑓𝐴𝑀𝑛 𝑒

𝑛𝑓 as in (4.2) and

𝐻 ∶=
{

(𝑓,𝐻𝑓,𝜙) ∣ 𝑓 ∈ 𝐶2
𝑏 (𝑀),𝐻𝑓,𝜙 ∈ 𝐶𝑏(𝑀 × 𝑆) and 𝜙 ∈ 𝐶2

𝑏 (𝑀 × 𝑆)
}

, (5.2)

here

𝐻𝑓,𝜙(𝑥, 𝑖) = 𝑏(𝑥, 𝑖)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2 +

∑

𝑗∈𝑆
𝑞𝑖𝑗 (𝑥)[𝑒𝜙(𝑥,𝑗)−𝜙(𝑥,𝑖) − 1]. (5.3)

Then, 𝐻 ⊂ ex − lim𝑛→∞𝐻𝑛.

Proof. By the generator 𝐴𝑀𝑛 in (5.1), for e𝑛𝑓 ∈ D(𝐴𝑀𝑛 ) we get a nonlinear generator

𝐻𝑛𝑓 (𝑥, 𝑖) =
1
𝑛
𝑒−𝑛𝑓𝐴𝑀𝑛 𝑒

𝑛𝑓 (𝑥, 𝑖)

= 𝑏(𝑥, 𝑖)d𝑓 (𝑥, 𝑖) + 1
2
|d𝑓 (𝑥, 𝑖)|2 + 1

2𝑛
𝛥𝑀𝑓 (𝑥, 𝑖)

+
∑

𝑗∈𝑆
𝑞𝑖𝑗 (𝑥)[𝑒𝑛(𝑓 (𝑥,𝑗)−𝑓 (𝑥,𝑖)) − 1].

(5.4)

When 𝑛 → ∞, (5.4) is not convergent due to the divergence of the fourth term. To proceed, instead of using 𝑓 in (5.4), we take a
sequence

𝑓𝑛(𝑥, 𝑖) = 𝑓 (𝑥) + 1
𝑛
𝜙(𝑥, 𝑖), ∀ 𝑓 ∈ 𝐶2

𝑏 (𝑀) and 𝜙 ∈ 𝐶2
𝑏 (𝑀 × 𝑆).

As d𝑓𝑛(𝑥, 𝑖) = d𝑓 (𝑥) + 1
𝑛 d𝜙(𝑥, 𝑖), (5.4) implies

𝐻𝑛𝑓𝑛(𝑥, 𝑖) = 𝑏(𝑥, 𝑖)
(

d𝑓 (𝑥) + 1
𝑛
d𝜙(𝑥, 𝑖)

)

+ 1
2
|

|

|

|

d𝑓 (𝑥) + 1
𝑛
d𝜙(𝑥, 𝑖)

|

|

|

|

2

+ 1
2𝑛
𝛥𝑀

(

𝑓 (𝑥) + 1
𝑛
𝜙(𝑥, 𝑖)

)

+
∑

𝑗∈𝑆
𝑞𝑖𝑗 (𝑥)[𝑒𝜙(𝑥,𝑗)−𝜙(𝑥,𝑖) − 1].

Taking 𝑛 → ∞ gives the following uniform limit:

𝐻𝑓,𝜙(𝑥, 𝑖) = 𝑏(𝑥, 𝑖)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2 +

∑

𝑗∈𝑆
𝑞𝑖𝑗 (𝑥)[𝑒𝜙(𝑥,𝑗)−𝜙(𝑥,𝑖) − 1],

establishing the claim. □
8 
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5.1.1. A single valued Hamiltonian via the eigenvalue problem
In the multi-valued operator 𝐻 , we seek a single-valued operator that we will use to establish the comparison principle in

ection 5.3 below. In particular, we aim to find for any 𝑓 ∈ D(𝐻) a unique 𝑔 such that (𝑓, 𝑔) ∈ 𝐻 and 𝑔 does not depend on 𝑖 ∈ 𝑆.
his unique 𝑔 will then be the basis to define 𝐇𝑓 .

Consider (5.3) of Proposition 5.1:

𝐻𝑓,𝜙(𝑥, 𝑖) = 𝑏(𝑥, 𝑖)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2 +

∑

𝑗∈𝑆
𝑞𝑖𝑗 (𝑥)[𝑒𝜙(𝑥,𝑗)−𝜙(𝑥,𝑖) − 1]. (5.5)

As the eigenvalue problem is one in terms of the fast process, we decompose (5.5) into a function depending on 𝑖

𝐵𝑥,d𝑓 (𝑥)(𝑖) = 𝑏(𝑥, 𝑖)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2 (5.6)

and the jump operator acting on the state 𝑖:

𝑅𝑥e𝜙(𝑥,𝑖) =
∑

𝑗∈𝑆
𝑞𝑖𝑗 (𝑥)[𝑒𝜙(𝑥,𝑖) − 𝑒𝜙(𝑥,𝑗)]

We thus seek a 𝜙 such that there is a constant H(𝑥, d𝑓 (𝑥)) such that

H(𝑥, d𝑓 (𝑥)) ∶= 𝐵𝑥,d𝑓 (𝑥)(𝑖) + 𝑒−𝜙(𝑥,𝑖)𝑅𝑥𝑒𝜙(𝑥,𝑖) (5.7)

s independent of 𝑖. Rewriting this equation in terms of 𝑔 = 𝑒𝜙, we thus aim to find 𝑔 and H(𝑥, d𝑓 (𝑥)) such that
(

𝑅𝑥 + 𝐵𝑥,d𝑓 (𝑥)
)

𝑔(𝑖) = H(𝑥, d𝑓 (𝑥))𝑔(𝑖).

In other words, we aim to find the principal eigenfunction and eigenvalue for the operator 𝑅𝑥 +𝐵𝑥,d𝑓 (𝑥) in terms of 𝑖, which can be
carried out using the Perron–Frobenius theorem and leads to the representation (3.8).

Proposition 5.2 (Principal-eigenvalue Problem). Let Assumption 3.7 be satisfied.
For each (𝑥, d𝑓 (𝑥)), there exist 𝑔 > 0 and a unique eigenvalue H(𝑥, d𝑓 (𝑥)) ∈ R such that

(

𝑅𝑥 + 𝐵𝑥,d𝑓 (𝑥)
)

𝑔 = H(𝑥, d𝑓 (𝑥))𝑔, (5.8)

ith H(𝑥, d𝑓 (𝑥)) given by

H(𝑥, d𝑓 (𝑥)) = sup
𝜋∈P(𝑆)

inf
𝑔>0∫

(

𝑅𝑥 + 𝐵𝑥,d𝑓 (𝑥)
)

𝑔(𝑖)
𝑔(𝑖)

𝜋(d𝑖)

= sup
𝜋∈P(𝑆)

{

∫ 𝐵𝑥,d𝑓 (𝑥)(𝑖)𝜋(d𝑖) − I(𝑥, 𝜋)
}

(5.9)

where

I(𝑥, 𝜋) = − inf
𝑔>0∫

𝑅𝑥𝑔(𝑖)
𝑔(𝑖)

𝜋(d𝑖). (5.10)

roof. Using Assumption 3.7, from the Perron–Frobenius theorem in [6], we can obtain there exists a unique eigenvalue with
ssociated eigenfunction which have the representation (5.9). □

We next aim to define a new operator in terms of H. We first note the following result that can be obtained as in [4, Propositions
.7 and 4.8].

emma 5.3. The map H in (5.9) is continuous in (𝑥, 𝑝) and convex in 𝑝 for fixed 𝑥.

As a direct consequence, we are able the introduce our single valued operator 𝐇. Recall that 𝐶2
𝑐 (𝑀) is the set of twice continuously

ifferentiable functions that are constant outside of a compact set.

efinition 5.4. Set 𝐇 ⊆ 𝐶𝑏(𝑀) × 𝐶𝑏(𝑀) with domain D(𝐇) = 𝐶2
𝑐 (𝑀) by

𝐇𝑓 (𝑥) ∶= H(𝑥, d𝑓 (𝑥)) (5.11)

ith H as in (5.9).

.2. Exponential compact containment

In this section, the key step, in obtaining exponential tightness on a Riemannian manifold, is to find a good containment function
hat can limit our analysis to a compact set.

efinition 5.5 (Good Containment Function). We say that 𝛶 ∶𝑀 → R is a good containment function (for 𝐻) if
9 
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(𝛶 a) 𝛶 ⩾ 0 and there exists a point 𝑥0 such that 𝛶 (𝑥0) = 0,
(𝛶b) 𝛶 is twice continuously differentiable,
(𝛶 c) for every 𝑐 ⩾ 0, the set {𝑥 ∈𝑀 ∣ 𝛶 (𝑥) ⩽ 𝑐} is compact,
(𝛶d) we have sup𝑥H(𝑥, d𝛶 (𝑥)) < ∞.

Let us denote by 𝑑 the Riemannian distance function associated to the metric 𝑔. Fix 𝑥0 ∈ 𝑀 and consider the radial function
𝑟(𝑥) = 𝑑(𝑥, 𝑥0). Since 𝑟 is not everywhere smooth, it is not suitable for constructing a good containment function as in Definition 5.5.

owever, since 𝑟 is 1-Lipschitz (with respect to the metric 𝑔), we can find a smooth function 𝑓 with 𝑓 (𝑥0) = 𝑟(𝑥0) = 0 and such that
𝑓 − 𝑟‖ ⩽ 1 and |d𝑓 | ⩽ 2. Using this, we define 𝛶 by

𝛶 (𝑥) = 1
2
log(1 + 𝑓 2(𝑥)). (5.12)

We now show that 𝛶 can be used as a good containment function. The following is an adaptation of [20, Proposition 4.11].

Lemma 5.6. Let 𝑀 be a complete Riemannian manifold. Under Assumption 3.5, 𝛶 defined in (5.12) is a good containment function for
the Hamiltonian H in (5.11).

Proof. This proof is inspired by [14,20], and is therefore only different in checking property 𝑑. We prefer to spell out the proof of
(𝛶 a)–(𝛶 c) as it will be used to prove (𝛶d).

Clearly 𝛶 ⩾ 0 and 𝛶 (𝑥0) = 0, and 𝛶 ∈ 𝐶∞(𝑀).
Furthermore, since 𝑟 is smooth, it follows that 𝛶 is smooth. Now, for 𝑐 > 0, the continuity of 𝛶 implies that {𝑥 ∈𝑀 ∣ 𝛶 (𝑥) ⩽ 𝑐} is

closed. Furthermore, 𝛶 (𝑥) ⩽ 𝑐 implies that 𝑓 (𝑥) ⩽
√

𝑒2𝑐 − 1. It follows that 𝑑(𝑥, 𝑥0) ⩽ 1+𝑓 (𝑥) ⩽ 1+
√

𝑒2𝑐 − 1. Hence, {𝑥 ∈𝑀 ∣ 𝛶 (𝑥) ⩽ 𝑐}
is bounded. Since 𝑀 is complete, we conclude that {𝑥 ∈𝑀 ∣ 𝛶 (𝑥) ⩽ 𝑐} is compact.

Note that for all 𝑥 ∈𝑀 ,

d𝛶 (𝑥) = 𝑓 (𝑥)
1 + 𝑓 2(𝑥)

d𝑓 (𝑥). (5.13)

This, together with Assumption 3.5 and |d𝑓 | ⩽ 2, for 𝑧 ∈ 𝑆, we first estimate that

𝑏(𝑥, 𝑧)d𝛶 (𝑥) = 𝑏(𝑥, 𝑧)d𝑓 (𝑥)
𝑓 (𝑥)

1 + 𝑓 2(𝑥)

⩽ |𝑏(𝑥, 𝑧)| ⋅ |d𝑓 (𝑥)| ⋅
𝑓 (𝑥)

1 + 𝑓 2(𝑥)

⩽ 𝐶(2 + 𝑓 (𝑥))
𝑓 (𝑥)

1 + 𝑓 2(𝑥)
.

(5.14)

ence, sup𝑥,𝑧 𝑏(𝑥, 𝑧)d𝛶 (𝑥) <∞. Now recall the Hamiltonian H in (5.11), from (5.14), we obtain

H(𝑥, d𝛶 (𝑥)) = sup
𝜋∈P(𝑆)

{

∫ 𝐵𝑥,d𝛶 (𝑥)(𝑧)𝜋(d𝑧) − I(𝑥, 𝜋)
}

⩽ ∫ 𝐵𝑥,d𝛶 (𝑥)(𝑧)𝜋(d𝑧)

= ∫

(

𝑏(𝑥, 𝑧)d𝛶 (𝑥) + 1
2
|d𝛶 (𝑥)|2

)

𝜋(d𝑧)

⩽ 𝐶 ∫

(

𝑓 (𝑥)
1 + 𝑓 2(𝑥)

+
𝑓 2(𝑥)

1 + 𝑓 2(𝑥)
+

𝑓 2(𝑥)
(1 + 𝑓 2(𝑥))2

)

𝜋(d𝑧),

where the first inequality uses the definition of supremum and I(𝑥, 𝜋) is nonnegative. We conclude that sup𝑥H(𝑥, d𝛶 (𝑥)) < ∞, which
implies that 𝛶 is a good containment function. □

Applying the good containment function (5.12), we proceed to consider the exponential compact containment of the system
(𝑋𝑛(𝑡), 𝛬𝑛(𝑡)).

Proposition 5.7 (Exponential Compact Containment Condition). Let (𝑋𝑛(𝑡), 𝛬𝑛(𝑡)) be a Markov process corresponding to 𝐴𝑀𝑛 . Then the
xponential compact containment condition as in Definition 4.1.

The result follows using martingale control techniques as in [11] using 𝛶 from Lemma 5.4.

.3. Comparison principle

One of the key steps in the modern doubling of variables procedure in the comparison principle proofs is the estimate

H
(

𝑥𝛼 , d𝑥
𝛼
2
𝑑2(⋅, 𝑦𝛼)

)

(𝑥𝛼) −H
(

𝑦,−d𝑦
𝛼
2
𝑑2(𝑥𝛼 , ⋅)

)

(𝑦𝛼) ⩽ 𝛼𝐶𝑑2(𝑥𝛼 , 𝑦𝛼), (5.15)

2
or suitable 𝑥𝛼 , 𝑦𝛼 satisfying 𝛼𝑑 (𝑥𝛼 , 𝑦𝛼) → 0 as 𝛼 → ∞.

10 
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In our case, the Hamiltonian is that

H(𝑥, d𝑓 (𝑥)) = sup
𝜋∈P(𝑆)

{

∫ 𝐵𝑥,d𝑓 (𝑥)(𝑧)𝜋(d𝑧) − I(𝑥, 𝜋)
}

,

where

𝐵𝑥,d𝑓 (𝑥)(𝑧) = 𝑏(𝑥, 𝑧)d𝑓 (𝑥) + 1
2
|d𝑓 (𝑥)|2 . (5.16)

In the proof of Lemma 5.18 below, we will pick an optimizer 𝜋∗ for H
(

𝑦,−d𝑦
𝛼
2 𝑑

2(𝑥𝛼 , ⋅)
)

(𝑦𝛼), so that the estimate (5.15) reduces to

• the use of Assumption 3.6 to control the difference of the two terms that include the drift 𝑏;
• properties of the Riemannian metric 𝑑 to threat the quadratic part |𝑑𝑓 |2, see Lemma 5.8 below;
• estimates on objects of the type |I(𝑥𝛼 , 𝜋∗) − I(𝑦𝛼 , 𝜋∗)|, see Lemma 5.19.

A final issue arises from the fact that the metric 𝑑2 is non-differentiable on the cut-locus, which we will treat by using that as
𝑑2(𝑥𝛼 , 𝑦𝛼) → 0, we will always work outside of the cut-locus.

.3.1. Smooth distance functions
We first present the differential property of the distance function to deal with the quadratic part in (5.16), the proof is shown

n [14, Appendix C.1].

emma 5.8. Let 𝑥, 𝑦 ∈ 𝑀 and assume that 𝑥 ∉ cut(𝑦) (or equivalently, 𝑦 ∉ cut(𝑥)), where cut(⋅) is a cut-locus. Then for all 𝑉 ∈ 𝑇𝑦𝑀
e have

d𝑦(𝑑2(𝑥, ⋅))(𝑦)(𝑉 ) = 2⟨𝛾̇(1), 𝑉 ⟩𝑔(𝑦),

here 𝛾 ∶ [0, 1] →𝑀 is the unique geodesic of minimal length connecting 𝑥 and 𝑦. Consequently, we obtain

𝜏𝑥,𝑦d𝑥(𝑑2(⋅, 𝑦))(𝑥) = −d𝑦(𝑑2(𝑥, ⋅))(𝑦). (5.17)

emark 5.9. Note that (5.17) implies that if 𝑥 ∉ cut(𝑦) (or equivalently, 𝑦 ∉ cut(𝑥)), we have

|d𝑥(𝑑2(⋅, 𝑦))(𝑥)|
2
𝑔(𝑥) = |d𝑦(𝑑2(𝑥, ⋅))(𝑦)|

2
𝑔(𝑦)

seful for estimating the quadratic part in the estimate (5.15).

Our approach to proving the comparison principle is to double variables, as in the classical setting of viscosity solutions in
uclidean spaces, using the distance function as a penalizing function.

emma 5.10 (Lemma A.10 in [1]). Let 𝑢 be bounded and upper semicontinuous, let 𝑣 be bounded and lower semicontinuous, and let 𝛶 be
good containment function as defined in (5.12).

Fix 𝛿 > 0. For every 𝑚 > 0 there exist points 𝑥𝛿,𝑚, 𝑦𝛿,𝑚 ∈𝑀 , such that

𝑢(𝑥𝛿,𝑚)
1 − 𝛿

−
𝑣(𝑦𝛿,𝑚)
1 + 𝛿

− 𝑚
2
𝑑2(𝑥𝛿,𝑚, 𝑦𝛿,𝑚) −

𝛿
1 − 𝛿

𝛶 (𝑥𝛿,𝑚) −
𝛿

1 + 𝛿
𝛶 (𝑦𝛿,𝑚)

= sup
𝑥,𝑦∈𝑀

{

𝑢(𝑥)
1 − 𝛿

−
𝑣(𝑦)
1 + 𝛿

− 𝑚
2
𝑑2(𝑥, 𝑦) − 𝛿

1 − 𝛿
𝛶 (𝑥) − 𝛿

1 + 𝛿
𝛶 (𝑦)

}

.
(5.18)

Additionally, for every 𝛿 > 0 we have that

(a) The set {𝑥𝛿,𝑚, 𝑦𝛿,𝑚 ∣ 𝑚 > 0} is relatively compact in 𝑀 .
(b) All limit points of {(𝑥𝛿,𝑚, 𝑦𝛿,𝑚)}𝑚>0 are of the form (𝑧, 𝑧) and for these limit points we have

𝑢(𝑧) − 𝑣(𝑧) = sup
𝑥∈𝑀

𝑢(𝑥) − 𝑣(𝑥).

(c) We have

lim
𝑚→∞

𝑚𝑑2(𝑥𝛿,𝑚, 𝑦𝛿,𝑚) = 0.

In the proof of the comparison principle, Lemma 5.18, below, we will have to work with smooth test functions that are
derived from the optimization procedure in (5.18) above. Due to the presence of the cut-locus, smoothness of 𝑚

2 𝑑
2 is, however,

not guaranteed. For any fixed 𝛿, we see that the injectivity radius 𝑖(𝐾) = inf𝑥∈𝐾 𝑖𝑥 is bounded away from 0 on the compact 𝐾
btained in (a). Thus by (c) our optimizing values must lie in the complement of the cut-locus for large 𝑚. The next lemma allows
s to replace 𝑑2 by a smooth function behaving similarly outside the cut-locus.
11 
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Lemma 5.11. For any compact set 𝐾 ⊆ 𝑀 , there is smooth function 𝛹𝐾 ∶𝑀2 → [0,∞) satisfying

𝛹𝐾 (𝑥, 𝑦) =
1
2
𝑑2(𝑥, 𝑦) if 𝑑(𝑥, 𝑦) ⩽ 𝑖(𝐾)

2
,

𝛹𝐾 (𝑥, 𝑦) >
1
8
𝑖(𝐾)2 if 𝑑(𝑥, 𝑦) > 𝑖(𝐾)

2
.

The proof is similar to Lemma 7.7 of [14].

5.3.2. The necessary operators for proving comparison principle
To prove the comparison principle for the Hamilton–Jacobi equation in terms of 𝐻 and relate it to the variational Hamiltonian 𝐇

of Definition 5.4, we introduce two new pairs of Hamiltonians (𝐻1,𝐻2) and (𝐻†,𝐻‡) that serve as natural upper and lower bounds for
𝐻 and 𝐇 respectively. These new Hamiltonians are both defined in terms of the containment function 𝛶 of (5.12), which introduces
unboundedness in our test functions, allowing us to work with optimizing points in the definition of viscosity sub and supersolutions.

Denote by 𝐶∞
𝑙 (𝑀) the set of smooth functions on 𝑀 that have a lower bound and by 𝐶∞

𝑢 (𝑀) the set of smooth functions on 𝑀
that have an upper bound. Denote 𝐶𝛶 ∶= sup(𝑥,𝑖)∈𝑀×𝑆 𝐵𝑥,d𝛶 (𝑥)(𝑖) <∞.

Definition 5.12 (Multi-valued Operators). Recall the definition of 𝐻𝑓,𝜙 in (5.3).

• For 𝑓 ∈ 𝐶∞
𝑙 (𝑀), 𝛿 ∈ (0, 1) and 𝜙 ∈ 𝐶2

𝑏 (𝑀 × 𝑆). Set

𝑓 𝛿1 (𝑥) ∶= (1 − 𝛿)𝑓 (𝑥) + 𝛿𝛶 (𝑥),

𝐻𝛿
1,𝑓 ,𝜙(𝑥, 𝑖) ∶= (1 − 𝛿)𝐻𝑓,𝜙(𝑥, 𝑖) + 𝛿𝐶𝛶 ,

and set

𝐻1 ∶=
{(

𝑓 𝛿1 ,𝐻
𝛿
1,𝑓 ,𝜙

)

|

|

|

𝑓 ∈ 𝐶∞
𝑙 (𝑀), 𝛿 ∈ (0, 1), 𝜙 ∈ 𝐶2

𝑏 (𝑀 × 𝑆)
}

.

• For 𝑓 ∈ 𝐶∞
𝑢 (𝑀), 𝛿 ∈ (0, 1) and 𝜙 ∈ 𝐶2

𝑏 (𝑀 × 𝑆). Set

𝑓 𝛿2 (𝑥) ∶= (1 + 𝛿)𝑓 (𝑥) − 𝛿𝛶 (𝑥),

𝐻𝛿
2,𝑓 ,𝜙(𝑥, 𝑖) ∶= (1 + 𝛿)𝐻𝑓,𝜙(𝑥, 𝑖) − 𝛿𝐶𝛶 ,

and set

𝐻2 ∶=
{(

𝑓 𝛿2 ,𝐻
𝛿
2,𝑓 ,𝜙

)

|

|

|

𝑓 ∈ 𝐶∞
𝑢 (𝑀), 𝛿 ∈ (0, 1), 𝜙 ∈ 𝐶2

𝑏 (𝑀 × 𝑆)
}

.

We use the single valued Hamiltonian 𝐇 to define two new single valued operators.

Definition 5.13 (Single Valued Operators). Recall the definition of H(𝑥, d𝑓 (𝑥)) of (5.9).

• For 𝑓 ∈ 𝐶∞
𝑙 (𝑀) and 𝛿 ∈ (0, 1) set

𝑓 𝛿† (𝑥) ∶= (1 − 𝛿)𝑓 (𝑥) + 𝛿𝛶 (𝑥),

𝐻𝛿
†,𝑓 (𝑥) ∶= (1 − 𝛿)H(𝑥, d𝑓 (𝑥)) + 𝛿𝐶𝛶 ,

and set

𝐻† ∶=
{(

𝑓 𝛿† ,𝐻
𝛿
†,𝑓

)

|

|

|

𝑓 ∈ 𝐶∞
𝑙 (𝑀), 𝛿 ∈ (0, 1)

}

.

• For 𝑓 ∈ 𝐶∞
𝑢 (𝑀) and 𝛿 ∈ (0, 1) set

𝑓 𝛿‡ (𝑥) ∶= (1 + 𝛿)𝑓 (𝑥) − 𝛿𝛶 (𝑥),

𝐻𝛿
‡,𝑓 (𝑥) ∶= (1 + 𝛿)H(𝑥, d𝑓 (𝑥)) − 𝛿𝐶𝛶 ,

and set

𝐻‡ ∶=
{(

𝑓 𝛿‡ , 𝐻
𝛿
‡,𝑓

)

|

|

|

𝑓 ∈ 𝐶∞
𝑢 (𝑀), 𝛿 ∈ (0, 1)

}

.

We collect 𝐻 , 𝐇, 𝐻†, 𝐻‡, 𝐻1 and 𝐻2 in Fig. 1, which intuitively provides the proof strategy for the comparison principle in the
following subsection. Note that to obtain the comparison principle for 𝐻 only the left-hand side of the figure is necessary. We aim
to establish a variational expression for the rate function, however, by showing that 𝑉 (𝑡) = 𝐕(𝑡). This we will carry out in Section 6
on which we will show that the variational resolvent will give viscosity solutions in terms of the Hamilton–Jacobi equation in terms

of 𝐇. The right-hand side of the figure will show that all viscosity solutions under consideration must be the same.
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Fig. 1. An arrow connecting an operator 𝐴 with operator 𝐵 with subscript ‘sub’ means that viscosity subsolutions of 𝑓 − 𝜆𝐴𝑓 = ℎ are also viscosity subsolutions
of 𝑓 − 𝜆𝐵𝑓 = ℎ. Similarly, we get the description for arrows with a subscript ‘super’. The middle gray box around the operators 𝐻† and 𝐻‡ indicates that
he comparison principle holds for subsolutions of 𝑓 − 𝜆𝐻†𝑓 = ℎ and supersolutions of 𝑓 − 𝜆𝐻‡𝑓 = ℎ. The left blue box indicates that 𝐻 is an implicit and
ulti-valued operator. The right blue box indicates 𝐇 is an explicit single valued operator.

.3.3. Main propositions: comparison principle
Based on the above preparations, we are ready to state the proposition of this subsection.

roposition 5.14 (Comparison Principle). Let Assumption 3.5, 3.6, 3.7 and 3.8 be satisfied. Let ℎ1, ℎ2 ∈ 𝐶𝑏(𝑀) and 𝜆 > 0. Let 𝑢 be any
ubsolution to 𝑓 − 𝜆𝐻𝑓 = ℎ1 and let 𝑣 be any supersolution to 𝑓 − 𝜆𝐻𝑓 = ℎ2. Then we have that

sup
𝑥∈𝑀

𝑢(𝑥) − 𝑣(𝑥) ⩽ sup
𝑥
ℎ1(𝑥) − ℎ2(𝑥).

roof. The result is immediate from Lemmas 5.15, 5.17, and 5.18 below. □

The proofs of the next three lemma’s are analogous to those in [11].

emma 5.15. Let Assumption 3.7 be satisfied. Fix 𝜆 > 0 and ℎ ∈ 𝐶𝑏(𝑀).

(a) Every subsolution to 𝑓 − 𝜆𝐻1𝑓 = ℎ is also a subsolution to 𝑓 − 𝜆𝐻†𝑓 = ℎ.
(b) Every supersolution to 𝑓 − 𝜆𝐻1𝑓 = ℎ is also a supersolution to 𝑓 − 𝜆𝐻‡𝑓 = ℎ.

emma 5.16. Let Assumption 3.5 be satisfied. Fix 𝜆 > 0 and ℎ ∈ 𝐶𝑏(𝑀).

(a) Every subsolution to 𝑓 − 𝜆𝐇𝑓 = ℎ is also a subsolution to 𝑓 − 𝜆𝐻†𝑓 = ℎ.
(b) Every supersolution to 𝑓 − 𝜆𝐇𝑓 = ℎ is also a supersolution to 𝑓 − 𝜆𝐻‡𝑓 = ℎ.

emma 5.17. Let Assumption 3.5 be satisfied. Fix 𝜆 > 0 and ℎ ∈ 𝐶𝑏(𝑀).

(a) Every subsolution to 𝑓 − 𝜆𝐻𝑓 = ℎ is also a subsolution to 𝑓 − 𝜆𝐻1𝑓 = ℎ.
(b) Every supersolution to 𝑓 − 𝜆𝐻𝑓 = ℎ is also a supersolution to 𝑓 − 𝜆𝐻2𝑓 = ℎ.

In addition to the lemmas above, we still need to verify the comparison principle for 𝑓 − 𝜆𝐻†𝑓 = ℎ1 and 𝑓 − 𝜆𝐻‡𝑓 = ℎ2 on 𝑀
rom Fig. 1.

emma 5.18. Suppose Assumption 3.5, 3.6, 3.7 and 3.8 hold. Let ℎ1, ℎ2 ∈ 𝐶𝑏(𝑀) and 𝜆 > 0. Let 𝑢 be any subsolution to 𝑓 −𝜆𝐻†𝑓 = ℎ1
nd let 𝑣 be any supersolution to 𝑓 − 𝜆𝐻‡𝑓 = ℎ2. Then we have

sup
𝑥∈𝑀

𝑢(𝑥) − 𝑣(𝑥) ⩽ sup
𝑥∈𝑀

ℎ1(𝑥) − ℎ2(𝑥). (5.19)

roof. For a sub and supersolution 𝑢 and 𝑣, 𝛿 ∈ (0, 1) and 𝑚 ⩾ 1, we follow (5.18) and set

𝛷𝛿,𝑚(𝑥, 𝑦) ∶=
𝑢(𝑥)
1 − 𝛿

−
𝑣(𝑦)
1 + 𝛿

− 𝑚
2
𝑑2(𝑥, 𝑦) − 𝛿

1 − 𝛿
𝛶 (𝑥) − 𝛿

1 + 𝛿
𝛶 (𝑦), (5.20)

By Lemma 5.10, we find a compact set 𝐾 and (𝑥𝛿,𝑚, 𝑦𝛿,𝑚) ∈ 𝐾 ×𝐾 satisfying

𝛷𝛿,𝑚(𝑥𝛿,𝑚, 𝑦𝛿,𝑚) = sup
(𝑥,𝑦)∈𝑀×𝑀

𝛷𝛿,𝑚(𝑥, 𝑦). (5.21)

By Lemma 5.11, we can replace 𝑚
2 𝑑

2 by 𝛹𝐾 and consider

𝛷̂𝛿,𝑚(𝑥, 𝑦) ∶=
𝑢(𝑥)
1 − 𝛿

−
𝑣(𝑦)
1 + 𝛿

− 𝑚𝛹𝐾 (𝑥, 𝑦) −
𝛿

1 − 𝛿
𝛶 (𝑥) − 𝛿

1 + 𝛿
𝛶 (𝑦). (5.22)

t follows from (5.21) that for large 𝑚 we have

𝛷̂𝛿,𝑚(𝑥𝛿,𝑚, 𝑦𝛿,𝑚) = sup 𝛷̂𝛿,𝑚(𝑥, 𝑦). (5.23)

(𝑥,𝑦)∈𝑀×𝑀
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In view of (5.23), it follows that 𝑥𝛿,𝑚 is the unique maximizing point for

sup
𝑥∈𝑀

𝑢(𝑥) − 𝜑𝛿,𝑚1 (𝑥) = 𝑢(𝑥𝛿,𝑚) − 𝜑
𝛿,𝑚
1 (𝑥𝛿,𝑚)

where 𝜑𝛿,𝑚1 is constructed by taking the appropriate remaining terms of (5.20), with an additional penalization (1 − 𝛿)𝑑2(𝑥, 𝑥𝛿,𝑚) to
turn 𝑥𝛿,𝑚 into the unique optimizer:

𝜑𝛿,𝑚1 (𝑥) ∶ = −(1 − 𝛿)𝛷𝛿,𝑚(𝑥, 𝑦𝛿,𝑚) + 𝑢(𝑥) + (1 − 𝛿)𝑑2(𝑥, 𝑥𝛿,𝑚)

= (1 − 𝛿)
(

−
𝑢(𝑥)
1 − 𝛿

+
𝑣(𝑦𝛿,𝑚)
1 + 𝛿

+ 𝑚𝛹𝐾 (𝑥, 𝑦𝛿,𝑚) + 𝑓𝑟𝑎𝑐𝛿1 − 𝛿𝛶 (𝑥) + 𝛿
1 + 𝛿

𝛶 (𝑦𝛿,𝑚)
)

+ 𝑢(𝑥) + (1 − 𝛿)𝑑2(𝑥, 𝑥𝛿,𝑚)

= (1 − 𝛿)
(𝑣(𝑦𝛿,𝑚)

1 + 𝛿
+ 𝑚𝛹𝐾 (𝑥, 𝑦𝛿,𝑚) +

𝛿
1 − 𝛿

𝛶 (𝑥) + 𝛿
1 + 𝛿

𝛶 (𝑦𝛿,𝑚)
)

+ (1 − 𝛿)𝑑2(𝑥, 𝑥𝛿,𝑚)

= (1 − 𝛿)
(

𝑚𝛹𝐾 (𝑥, 𝑦𝛿,𝑚) + 𝑑2(𝑥, 𝑥𝛿,𝑚) +
𝛿

1 + 𝛿
𝛶 (𝑦𝛿,𝑚) +

𝑣(𝑦𝛿,𝑚)
1 + 𝛿

)

+ 𝛿𝛶 (𝑥).

ince 𝑢 is a viscosity subsolution of 𝑓 − 𝜆𝐻†𝑓 = ℎ1 we conclude that

𝑢(𝑥𝛿,𝑚) − 𝜆
[

(1 − 𝛿)H(𝑥𝛿,𝑚, 𝑝1𝛿,𝑚) + 𝛿𝐶𝛶
]

⩽ ℎ1(𝑥𝛿,𝑚), (5.24)

here for large 𝑚

𝑝1𝛿,𝑚 ∶= 𝑚𝑑𝑥𝛹𝐾 (⋅, 𝑦𝛿,𝑚)(𝑥𝛿,𝑚) = 𝑚 d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚). (5.25)

imilarly, we obtain that 𝑦𝛿,𝑚 it the unique optimizer for

inf
𝑦∈𝑀

𝑣(𝑥) − 𝜑𝛿,𝑚2 (𝑦) = 𝑣(𝑦𝛿,𝑚) − 𝜑
𝛿,𝑚
2 (𝑦𝛿,𝑚),

here

𝜑𝛿,𝑚2 (𝑦) ∶= (1 + 𝛿)
(

𝑚𝛹𝐾 (𝑥𝛿,𝑚, 𝑦) − 𝑑2(𝑦, 𝑦𝛿,𝑚) −
𝛿

1 − 𝛿
𝛶 (𝑥𝛿,𝑚) +

𝑢(𝑥𝛿,𝑚)
1 − 𝛿

)

− 𝛿𝛶 (𝑦).

s 𝑣 is a viscosity supersolution of 𝑓 − 𝜆𝐻‡𝑓 = ℎ2, we then know that

𝑣(𝑥𝛿,𝑚) − 𝜆
[

(1 + 𝛿)H(𝑦𝛿,𝑚, 𝑝2𝛿,𝑚) − 𝛿𝐶𝛶
]

⩾ ℎ2(𝑦𝛿,𝑚), (5.26)

here for large 𝑚

𝑝2𝛿,𝑚 ∶= −𝑚 d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚). (5.27)

By item (c) of Lemma 5.10, we have

lim
𝑚→∞

𝑚𝑑2(𝑥𝛿,𝑚, 𝑦𝛿,𝑚) = 0. (5.28)

Taking (5.24), (5.26) and (5.28) into account, we obtain that

sup
𝑥∈𝑀

𝑢(𝑥) − 𝑣(𝑥) ⩽ lim inf
𝛿→0

lim inf
𝑚→∞

( 𝑢(𝑥𝛿,𝑚)
1 − 𝛿

−
𝑣(𝑦𝛿,𝑚)
1 + 𝛿

)

⩽ lim inf
𝛿→0

lim inf
𝑚→∞

{ ℎ1(𝑥𝛿,𝑚)
1 − 𝛿

−
ℎ2(𝑦𝛿,𝑚)
1 + 𝛿

(5.29)

+ 𝛿
1 − 𝛿

𝐶𝛶 + 𝛿
1 + 𝛿

𝐶𝛶 (5.30)

+ 𝜆
(

H(𝑥𝛿,𝑚, 𝑝1𝛿,𝑚) −H(𝑦𝛿,𝑚, 𝑝2𝛿,𝑚)
)

}

, (5.31)

where in the first inequality we use (5.21) and drop the nonnegative functions 𝑑2(⋅, ⋅) and 𝛶 (⋅).
The term (5.30) vanishes as 𝛿 → 0. For the term (5.29), the sequence (𝑥𝛿,𝑚, 𝑦𝛿,𝑚) takes its values in a compact set and, hence,

dmits converging subsequences as 𝑚 → ∞. By (b) of Lemma 5.10, these subsequences converge to points of the form (𝑥, 𝑥). Hence,
y the above analysis, we get

sup
𝑥∈𝑀

𝑢(𝑥) − 𝑣(𝑥) ⩽ 𝜆 lim inf
𝛿→0

lim inf
𝑚→∞

(

H(𝑥𝛿,𝑚, 𝑝1𝛿,𝑚) −H(𝑦𝛿,𝑚, 𝑝2𝛿,𝑚)
)

+ sup
𝑥∈𝑀

ℎ1(𝑥) − ℎ2(𝑥).

t follows that the comparison principle holds for 𝑓 − 𝜆𝐻†𝑓 = ℎ1 and 𝑓 − 𝜆𝐻‡𝑓 = ℎ2 whenever for any 𝛿 > 0

lim inf
(

H(𝑥 , 𝑝1 ) −H(𝑦 , 𝑝2 )
)

⩽ 0. (5.32)

𝑚→∞ 𝛿,𝑚 𝛿,𝑚 𝛿,𝑚 𝛿,𝑚
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To that end, recall H(𝑥, d𝑓 (𝑥)) in (5.11):

H(𝑥, d𝑓 (𝑥)) = sup
𝜋∈P(𝑆)

{

∫ 𝐵𝑥,d𝑓 (𝑥)(𝑧)𝜋(d𝑧) − I(𝑥, 𝜋)
}

,

where 𝜋 ↦ ∫ 𝐵𝑥,d𝑓 (𝑥)(𝑧)𝜋(d𝑧) is bounded and continuous, and I(𝑥, ⋅) has compact sub-level sets in P(𝑆). Thus, there exists an optimizer
𝜋𝛿,𝑚 ∈ P(𝑆) such that

H(𝑥𝛿,𝑚, 𝑝1𝛿,𝑚) = ∫ 𝐵𝑥𝛿,𝑚 ,𝑝1𝛿,𝑚
(𝑧)𝜋𝛿,𝑚(d𝑧) − I(𝑥𝛿,𝑚, 𝜋𝛿,𝑚) (5.33)

and

H(𝑦𝛿,𝑚, 𝑝2𝛿,𝑚) ⩾ ∫ 𝐵𝑦𝛿,𝑚 ,𝑝2𝛿,𝑚
(𝑧)𝜋𝛿,𝑚(d𝑧) − I(𝑦𝛿,𝑚, 𝜋𝛿,𝑚). (5.34)

Combining (5.33) and (5.34), we obtain

H(𝑥𝛿,𝑚, 𝑝1𝛿,𝑚) −H(𝑦𝛿,𝑚, 𝑝2𝛿,𝑚)

⩽ ∫
(

𝐵𝑥𝛿,𝑚 ,𝑝1𝛿,𝑚
(𝑧) − 𝐵𝑦𝛿,𝑚 ,𝑝2𝛿,𝑚

(𝑧)
)

𝜋𝛿,𝑚(d𝑧) (5.35)

+ I(𝑦𝛿,𝑚, 𝜋𝛿,𝑚) − I(𝑥𝛿,𝑚, 𝜋𝛿,𝑚). (5.36)

It is enough to prove that (5.35) and (5.36) go to 0 as 𝑚 → ∞. For (5.35), by calculating the difference of integrand 𝐵𝑥,𝑝 in
detail, for any 𝑧 ∈ 𝑆, from (5.6), (5.25), (5.27) and Remark 5.9, one has

𝐵𝑥𝛿,𝑚 ,𝑝1𝛿,𝑚
(𝑧) − 𝐵𝑦𝛿,𝑚 ,𝑝2𝛿,𝑚

(𝑧)

= 𝑚d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚)𝑏(𝑥𝛿,𝑚, 𝑧) +
1
2
|

|

|

|

𝑚 d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚)
|

|

|

|

2

−
[

−𝑚 d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚)𝑏(𝑦𝛿,𝑚, 𝑧) +
1
2
|

|

|

|

−𝑚 d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚)
|

|

|

|

2]

= 𝑚d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚)𝑏(𝑥𝛿,𝑚, 𝑧) + 𝑚 d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚)𝑏(𝑦𝛿,𝑚, 𝑧)

+ 𝑚2

2

(

|

|

|

|

d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚)
|

|

|

|

2
−
|

|

|

|

−d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚)
|

|

|

|

2)

(5.37)

= 𝑚d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚)𝑏(𝑥𝛿,𝑚, 𝑧) + 𝑚 d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚)𝑏(𝑦𝛿,𝑚, 𝑧)

⩽ 𝐶𝑑2(𝑥𝛿,𝑚, 𝑦𝛿,𝑚),

where in the last inequality, we use Assumption 3.6. Noting that the last term in line 5 vanishes. This is happened because, fix 𝛿 > 0,
there is a compact 𝐾𝛿 ⊆ 𝑀 such that {𝑥𝑚,𝛿 , 𝑦𝑚,𝛿 ∣ 𝑚 > 0} is contained in 𝐾𝛿 by item (a) of Lemma 5.10. By the continuity of the
injectivity radius and the compactness of 𝐾𝛿 , we can find a 𝛥 > 0 such that 𝑖(𝐾𝛿) ⩾ 𝛥 > 0. Then there exists a unique geodesic of
minimal length connecting 𝑥𝑚,𝛿 and 𝑦𝑚,𝛿 . Furthermore, by Lemma 5.8 we have

d𝑥𝑑2(⋅, 𝑦𝑚,𝛿)(𝑥𝑚,𝛿) = −𝜏𝑥𝑚,𝛿 , 𝑦𝑚,𝛿 d𝑦𝑑
2(𝑥𝑚,𝛿 , ⋅)(𝑦𝑚,𝛿), (5.38)

where 𝜏𝑥𝑚,𝛿 ,𝑦𝑚,𝛿 denotes parallel transport along the unique geodesic of minimal length connecting 𝑥𝑚,𝛿 and 𝑦𝑚,𝛿 . As parallel transport
is an isometry, we find as in Remark 5.9 that

|

|

|

|

d𝑥
( 1
2
𝑑2(⋅, 𝑦𝛿,𝑚)

)

(𝑥𝛿,𝑚)
|

|

|

|

2

𝑔(𝑥𝛿,𝑚)
=
|

|

|

|

−d𝑦
( 1
2
𝑑2(𝑥𝛿,𝑚, ⋅)

)

(𝑦𝛿,𝑚)
|

|

|

|

2

𝑔(𝑦𝛿,𝑚)

Hence, (5.35) is sufficiently small, as 𝑚 → ∞, using (5.28) and (5.37). To obtain that (5.36) is sufficiently small, we utilize
the equi-continuity of I(⋅, 𝜋) established in Lemma 5.19 below for the spatial variable. This finishes the proof of (5.32) and the
comparison principle for 𝐻† and 𝐻‡. □

Here, we state the equi-continuity of I(⋅, 𝜋) to finish the proof of the comparison principle of 𝐻† and 𝐻‡ in Lemma 5.18. The
proof is analogous to Lemma 6.11 in [11].

Lemma 5.19. Let Assumption 3.8 be satisfied. Recall (5.10):

I(𝑥, 𝜋) = − inf
𝑔>0∫

𝑅𝑥𝑔(𝑧)
𝑔(𝑧)

𝜋(d𝑧).

For any compact set 𝐾 ⊆ 𝑀 and for all 𝜋 ∈ P(𝑆), then {𝑥↦ 𝐽 (𝑥, 𝜋)}𝑥∈𝐾,𝜋∈P(𝑆) is equi-continuous.

. The proof of Proposition 4.3(e)

In this final chapter, we will establish (e) of Proposition 4.3, which is the key statement to obtain the variational representation

f the rate function in Theorem 3.9.

15 



Y. Hu et al.

C

C
a

s

6

d

a

P

s

P

i

Stochastic Processes and their Applications 178 (2024) 104478 
The proof is based on the analysis of variational semigroups and resolvents of Chapter 8 in [8] and are based on their main
onditions 8.9, 8.10 and 8.11 of [8], which we adapt to the Riemannian context below as Condition 6.1 and 6.2.

We will then carry out two main steps.

• We will show in Section 6.1 which key results of [8, Chapter 8] are used to obtain 𝑉 (𝑡) = 𝐕(𝑡), and how this relates to our
set-up in Section 5.

• We verify in Sections 6.2 and 6.3 Conditions 6.1 and 6.2 respectively in our context.

ondition 6.1. Suppose that the map 𝑇 ∗𝑀 ∋ (𝑥, 𝑝) → H(𝑥, 𝑝) ∈ R is continuous, and is convex in the second variable 𝑝. Define L

s its Legendre transform. Suppose that there is a good containment function 𝛶 for H. Then

(a) the function L ∶ 𝑇𝑀 → [0,∞] is lower semi-continuous and for each compact set 𝐾 ⊆ 𝑀 and 𝑐 ∈ R the set

{(𝑥, 𝑣) ∈ 𝑇𝑀 ∣ 𝑥 ∈ 𝐾, L(𝑥, 𝑣) ⩽ 𝑐}

is compact in 𝑇𝑀 .
(b) for each compact 𝐾 ⊆ 𝑀 , any finite time 𝑇 > 0 and finite bound 𝐶 ⩾ 0, there exists a compact set 𝐾̂ = 𝐾̂(𝐾, 𝑇 , 𝐶) ⊆ 𝑀 such

that 𝑥 ∈ AC(𝑀) and 𝑥(0) ∈ 𝐾, if

∫

𝑇

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 ⩽ 𝐶,

then 𝑥(𝑡) ∈ 𝐾̂ for all 0 ⩽ 𝑡 ⩽ 𝑇 .
(c) for each compact set 𝐾 ⊆ 𝑀 and 𝑐 ∈ R, there exists a right-continuous non-decreasing function 𝜓𝐾,𝑐 ∶ R+ → R+ such that

lim
𝑟→∞

𝑟−1𝜓𝐾,𝑐 (𝑟) = 0. (6.1)

and

|d𝑓 (𝑥)𝑣| ⩽ 𝜓𝐾,𝑐 (L(𝑥, 𝑣)), ∀ (𝑥, 𝑣) ∈ 𝑇𝑀, 𝑥 ∈ 𝐾,

where 𝑓 ∈ 𝐶𝐾,𝑐 and

𝐶𝐾,𝑐 ∶=
{

𝑓 ∈ 𝐶2
𝑐 (𝑀) ||

|

∀ 𝑥 ∈ 𝐾, |𝑑𝑓 (𝑥)| ⩽ 𝑐
}

. (6.2)

Condition 6.2. For any initial point 𝑥(0) ∈ 𝑀 , 𝑇 > 0 and 𝑓 ∈ D(𝐇), there exists an absolutely continuous curve 𝑥 ∶ [0, 𝑇 ] → 𝑀
uch that for all 0 < 𝑡 ⩽ 𝑇

∫

𝑡

0
H(𝑥(𝑠), d𝑓 (𝑥(𝑠)))d𝑠 + ∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 = ∫

𝑡

0
d𝑓 (𝑥(𝑠))𝑥̇(𝑠)d𝑠. (6.3)

.1. Connecting Conditions 6.1 and 6.2 to Section 5

In this section, we state two results of [8] and show how these can be used to obtain 𝑉 (𝑡) = 𝐕(𝑡). For readability, we repeat the
efinitions of 𝐕 and 𝐑 of (4.3) and (4.4):

𝐕(𝑡)𝑓 (𝑥) ∶= sup
𝛾∈AC
𝛾(0)=𝑥

{

𝑓 (𝛾(𝑡)) − ∫

𝑡

0
L(𝛾(𝑠), 𝛾̇(𝑠))d𝑠

}

(6.4)

nd

𝐑(𝜆)ℎ(𝑥) ∶= sup
𝛾∈AC
𝛾(0)=𝑥

{

∫

∞

0
𝜆−1𝑒−𝜆

−1𝑡
(

ℎ(𝛾(𝑡)) − ∫

𝑡

0
L(𝛾(𝑟), 𝛾̇(𝑟))d𝑟

)

d𝑠
}

. (6.5)

roposition 6.3 (Lemma 8.18 of [8]). Let Conditions 6.1 and 6.2 be satisfied.
For any 𝑓 ∈ 𝐶𝑏(𝑀), 𝑡 ⩾ 0 and 𝑥 ∈𝑀 , we have

lim
𝑚→∞

|𝐑(𝑡∕𝑚)𝑚𝑓 (𝑥) − 𝐕(𝑡)𝑓 (𝑥)| = 0.

The next result of [8], obtainable from the proof of Theorem 8.27 in [8], establishes that the variational resolvent gives viscosity
olutions for the operator 𝐇.

roposition 6.4. Let Conditions 6.1 and 6.2 be satisfied. Then we have

• 𝐑(𝜆)ℎ is a viscosity subsolution to 𝑓 − 𝜆𝐇𝑓 = ℎ,
• the lower semi-continuous regularization (𝐑(𝜆)ℎ)∗ of 𝐑(𝜆)ℎ is a viscosity supersolution to 𝑓 − 𝜆𝐇𝑓 = ℎ.

Combining these two statements with Proposition 4.3(i), it follows that Proposition 4.3(e), namely that 𝑉 (𝑡) = 𝐕(𝑡), is satisfied
f 𝑅(𝜆) = 𝐑(𝜆). Using the results of Section 5, we thus obtain the following result:
16 
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Proposition 6.5. Let Conditions 6.1 and 6.2 be satisfied. Then 𝑉 (𝑡)𝑓 = 𝐕(𝑡).

roof. By Proposition 6.4, Lemmas 5.16 and 5.18, 𝐑(𝜆)ℎ equals the unique viscosity solution to the pair of equations

𝑓 − 𝜆𝐻†𝑓 = ℎ, 𝑓 − 𝜆𝐻‡𝑓 = ℎ,

nd thus equals 𝑅(𝜆)ℎ from Proposition 4.3. By Propositions 6.3 and 4.3(i), it follows that 𝑉 (𝑡) = 𝐕(𝑡) establishing the claim. □

We are left to prove Conditions 6.1 and 6.2 in the following two sections.

.2. Verification of Condition 6.1

In this section, we verify Condition 6.1.

roposition 6.6. Let Assumption 3.5 be satisfied. Then Condition 6.1 holds.

roof. To obtain Item (a), observe that L ⩾ 0 follows from H(𝑥, 0) = 0. The Lagrangian L is convex, and lower semicontinuous as
it is the Legendre transform of H. For 𝐶 ⩾ 0, we prove that the set {(𝑥, 𝑣) ∈ 𝑇𝑀 ∶ 𝑥 ∈ 𝐾,L(𝑥, 𝑣) ⩽ 𝐶} is bounded, and hence is
elatively compact. For any 𝑝 ∈ 𝑇 ∗

𝑥𝑀 and 𝑣 ∈ 𝑇𝑥𝑀 , we have

𝑝𝑣 ⩽ L(𝑥, 𝑣) +H(𝑥, 𝑝) 𝑥 ∈ 𝐾.

hereby, if L(𝑥, 𝑣) ⩽ 𝐶, then

|𝑣| = sup
|𝑝|=1

𝑝𝑣 ⩽ sup
|𝑝|=1

[L(𝑥, 𝑣) +H(𝑥, 𝑝)] ⩽ 𝐶 + 𝐶1,

where 𝐶1 exists due to continuity of H obtained in Lemma 5.3 and 𝑥 ∈ 𝐾. Then for 𝑅 ∶= 𝐶 + 𝐶1,

{(𝑥, 𝑣) ∈ 𝑇𝑀 ∶ L(𝑥, 𝑣) ⩽ 𝐶} ⊆ {𝑣 ∶ |𝑣| ⩽ 𝑅},

hus {L ⩽ 𝐶} is a bounded subset in 𝑇𝑀 .
For (b), recalling that by Assumption 3.5 and Lemma 5.6 the level sets of 𝛶 are compact and we control the growth of 𝛶 . For

𝐾 ⊆ 𝑀 , 𝑇 > 0, 𝐶 ⩾ 0 and 𝑥 ∈ AC(𝑀) as above, this follows by noting that

𝛶 (𝑥(𝑡)) = 𝛶 (𝑥(0)) + ∫

𝑡

0
d𝛶 (𝑥(𝑠))𝑥̇(𝑠)d𝑠

⩽ 𝛶 (𝑥(0)) + ∫

𝑡

0

[

L(𝑥(𝑠), 𝑥̇(𝑠)) +H(𝑥(𝑠), d𝛶 (𝑥(𝑠)))
]

d𝑠

⩽ sup
𝑦∈𝐾

𝛶 (𝑦) + 𝐶1 + 𝑇 sup
𝑧∈𝑀

H(𝑧, d𝛶 (𝑧)) = 𝐶 <∞,

for any 0 ⩽ 𝑡 ⩽ 𝑇 , so that the compact set 𝐾̂ = {𝑧 ∈𝑀 ∶ 𝛶 (𝑥) ⩽ 𝐶} satisfies the condition.
Proof of (c) is inspired by that of Lemma 10.21 of [8]. We first prove that L(𝑥, 𝑣) is superlinear. Recall that by Lemma 5.3 H is

continuous, which implies

𝐻𝐾 (𝑐) ∶= sup
𝑥∈𝐾

sup
𝑝∈𝑇 ∗

𝑥𝑀,|𝑝|⩽𝑐
H(𝑥, 𝑝) <∞.

Using the definition of L, it thus follows for any (𝑥, 𝑣) ∈ 𝑇𝑀 , 𝑥 ∈ 𝐾 with |𝑣| > 0 that

L(𝑥, 𝑣)
|𝑣|

⩾ sup
𝑝∈𝑇 ∗

𝑥𝑀, |𝑝|⩽𝑐

𝑝𝑣
|𝑣|

−
𝐻𝐾 (𝑐)
|𝑣|

= 𝑐 −
𝐻𝐾 (𝑐)
|𝑣|

It follows that

lim
𝑁↑∞

inf
𝑥∈𝐾

inf
𝑣∈𝑇𝑥𝑀∶|𝑣|=𝑁

L(𝑥, 𝑣)
|𝑣|

= ∞.

econdly, for 𝑠 ⩾ 0, define the map 𝜗(𝑠) by

𝜗(𝑠) ∶= 𝑠 inf
𝑥∈𝐾

inf
𝑣∈𝑇𝑥𝑀∶|𝑣|⩾𝑠

L(𝑥, 𝑣)
|𝑣|

. (6.6)

t thus follows that 𝜗 is a strictly increasing function satisfying

lim
𝑠↑∞

𝜗(𝑠)
𝑠

= ∞. (6.7)

ext, define 𝛹𝐾,𝑐 (𝑟) =∶ 𝐶𝐾,𝑐𝜗−1(𝑟) with 𝜗−1(𝑟) = inf{𝜔 ∶ 𝜗(𝜔) ⩾ 𝑟}. By monotonicity of 𝜗, we have for any 𝑥 ∈ 𝐾 that

𝜗(𝐶−1
𝐾,𝑐 |d𝑓 (𝑥)𝑣|)

(6.2)
⩽ 𝜗(|𝑣|)

(6.6)
⩽ L(𝑥, 𝑣).

ence by monotonicity of 𝛹𝐾,𝑐 , we find |d𝑓 (𝑥)𝑣| ⩽ 𝛹𝐾,𝑐 (L(𝑥, 𝑣)) for any 𝑓 ∈ 𝐶𝐾,𝑐 , and (𝑥, 𝑣) ∈ 𝑇𝑀 with 𝑥 ∈ 𝐾. Finally (6.1) follows
by (6.7) and the definition of 𝜗−1(𝑟). □
17 
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6.3. Verification of Condition 6.2

In this section, we verify Condition 6.2: the construction of curve with arbitrary lifetime, starting point and 𝑓 ∈ D(𝐇) = 𝐶2
𝑐 (𝑀)

atisfying

∫

𝑡

0
H(𝑥(𝑠), d𝑓 (𝑥(𝑠)))d𝑠 + ∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 = ∫

𝑡

0
d𝑓 (𝑥(𝑠))𝑥̇(𝑠)d𝑠. (6.8)

roposition 6.7. Let Assumption 3.5 be satisfied. Then Condition 6.2 holds.

The key insight in Lemma 6.8 below is that, when working on local coordinate charts, the problem can be transferred to Euclidean
pace. Solutions can then be found via convex analysis and differential inclusion theory, see e.g. [3, Lemma 5.1]. Transferring back
he solution to the manifold leads to locally defined solutions of (6.8). We perform this analysis in Section 6.3.1 below.

As usual, the problem thus resides into patching these curves together to form a curve of arbitrary length. For this we need to
ontrol the time of existence for our local solutions. We do so in multiple steps. Fix some time interval [0, 𝑇 ] for which we aim to
onstruct our curve.

• In Lemma 6.11, we will show that for any 𝑇 > 0 and any curve satisfying (6.8) the curve remains in a compact set 𝐾 up
to time 𝑇 . We can thus construct curves locally on sets that have a radius that is lower bounded by the injectivity radius
𝑖(𝐾) = inf𝑥∈𝐾 𝑖𝑥 > 0.

• Given any such locally constructed curve, we control the Lagrangian linearly in time in Lemma 6.12
• Using this linear Lagrangian growth, we show in Lemma 6.13 that the squared distance to the starting point of the curve grows

at most linearly. As the size of the ball is controlled by the injectivity radius on 𝐾 it follows that there is a lower bound on
the interval of existence of the locally constructed curve.

Based on these three steps, we conclude that we can construct solutions to (6.8) on arbitrarily sized intervals [0, 𝑇 ].

.3.1. Local construction of solutions
In the first result, we show how the various quantities in (6.8) transfer from 𝑀 to a local coordinate chart. This result is essentially

write-up of basic Riemannian coordinate transformations acting on L and H. We write it down for an arbitrary smooth invertible
map from a subset of a manifold 𝑀 to a subset of a manifold 𝑁 .

Lemma 6.8. Let 𝑀 be a Riemannian manifold. For an invertible smooth map 𝜑 ∶ O ⊆ 𝑀 → 𝜑(O) ∶= 𝑁 , via push-forward and pullback
n Appendix A define

H𝜑 ∶= H◦𝜑∗ ∶ 𝑇 ∗𝑁 → R

nd

L𝜑 ∶= L◦𝜑−1
∗ ∶ 𝑇𝑁 → R,

here H ∶ 𝑇 ∗𝑀 → R and L ∶ 𝑇𝑀 → R. Define 𝑓𝜑 = 𝑓◦𝜑−1. Let 𝑥 ∶ [0, 𝑇 ] → O, suppose that 𝑦(𝑠) = 𝜑(𝑥(𝑠)) ∶ [0, 𝑇 ] → 𝜑(O), then we
ave that

(a) d𝑓𝜑(𝑦(𝑠))𝑦̇(𝑠) = d𝑓 (𝑥(𝑠))𝑥̇(𝑠),
(b) H𝜑(𝑦(𝑠), d𝑓𝜑(𝑦(𝑠))) = H(𝑥(𝑠), d𝑓 (𝑥(𝑠))),
(c) L𝜑(𝑦(𝑠), 𝑦̇(𝑠)) = L(𝑥(𝑠), 𝑥̇(𝑠)).
(d) L𝜑 is the Legendre transform of H𝜑, i.e., H𝜑(𝜂, 𝜉) = sup𝑤∈𝑇𝜂𝑁

{

𝜉(𝑤) − L𝜑(𝜂,𝑤)
}

, for any (𝜂, 𝜉) ∈ 𝑇 ∗𝑁 .

Proof. We start to prove item (a). By Lemma A.6, there exists a curve 𝑥(𝑠) on O such that

d𝑓𝜑(𝑦(𝑠))𝑦̇(𝑠) = d𝑓𝜑(𝜑(𝑥(𝑠)))𝜑∗(𝑥̇(𝑠))

= d𝑓 (𝑥(𝑠))𝑥̇(𝑠),

where in the last show we used the chain rule (A.3) such that

d𝑓𝜑(𝜑(𝑥(𝑠))) = d(𝑓◦𝜑−1)(𝜑(𝑥(𝑠)))

= d𝑓 (𝜑−1(𝜑(𝑥(𝑠))))d(𝜑−1(𝜑(𝑥(𝑠))))𝜙∗(𝑥̇(𝑠))

= d𝑓 (𝑥(𝑠)) d
d𝑡
|

|

|

|𝑡=𝑠
𝜑−1(𝜑(𝑥(𝑡)))

= d𝑓 (𝑥(𝑠))𝑥̇(𝑠).

(6.9)

We then prove item (b) based on the ideas when we obtain item (a). By calculating, we have
18 
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H𝜑(𝑦(𝑠), d𝑓𝜑((𝑦(𝑠)))) = H◦𝜑∗(𝜑(𝑥(𝑠)), d𝑓𝜑(𝜑(𝑥(𝑠))))

= H(𝑥(𝑠), 𝜑∗(d𝑓𝜑(𝜑(𝑥(𝑠)))))

= H(𝑥(𝑠), d𝑓 (𝑥(𝑠))),

where in the last equality we use (6.9). Therefore, item (b) is obtained. We continue to prove item (c) by simple calculating, and
get

L𝜑(𝑦(𝑠), 𝑦̇(𝑠)) = L◦𝜑−1
∗ (𝜑(𝑥(𝑠)), 𝜑∗(𝑥̇(𝑠)))

= L(𝑥(𝑠), 𝑥̇(𝑠)).

To prove item (d), for any (𝜂, 𝜉) ∈ 𝑇 ∗𝑁 , we have

H𝜑(𝜂, 𝜉) = H(𝜑−1(𝜂), 𝜑∗(𝜉))

= sup
𝑣∈𝑇𝜂𝑀

{

𝜑∗(𝜉)(𝑣) − L(𝜑−1(𝜂), 𝑣)
}

(A.2)
= sup

𝜑∗(𝑣)∈𝑇𝜂𝑁

{

𝜉(𝜑∗(𝑣)) − L𝜑(𝜂, 𝜑∗(𝑣))
}

= sup
𝑤∈𝑇𝜂𝑁

{

𝜉(𝑤) − L𝜑(𝜂,𝑤)
}

,

where the second equality is the fact that L is the Legendre transform of H. The proof is completed. □

Using a transfer of 𝑀 to a coordinate chart, we can work on Euclidian space. We will there construct local solutions using convex
analysis and differential inclusion theory. Below, we will use the notion of a subdifferential.

Definition 6.9. For a general convex functional 𝑝 ↦ 𝛷(𝑝) we denote the subdifferential at 𝑝0 ∈ R𝑑 as the set

𝜕𝑝𝛷(𝑝0) ∶= {𝜉 ∈ R𝑑 ∶ 𝛷(𝑝) ⩾ 𝛷(𝑝0) + 𝜉(𝑝 − 𝑝0),∀𝑝 ∈ R𝑑}.

In the next result, we obtain a local solution to (6.8) by transferring to a chart. We follow the notation of Lemma 6.8

Lemma 6.10. Let 𝑀 be a Riemannian manifold and let 𝑥0 ∈𝑀 . Let 𝜑 ∶ O ⊆ 𝑀 → 𝜑(O) ⊆ R𝑑 be a coordinate chart. Consider the open
ball O ∶= 𝐵𝑅(𝑥0) around 𝑥0 with the radius 𝑅 > 0 strictly smaller than the injectivity radius 𝑖𝑥0 at 𝑥0. Fix 𝑓 ∈ 𝐶1(𝑀). Then the following
content holds.

(a) There exists a solution 𝑦(𝑡) ∶ [0, 𝑇0(𝑥)) → 𝜑(O) ⊆ R𝑑 to the differential inclusion
{

𝑦̇(𝑡) ∈ 𝜕𝑝H𝜑(𝑦(𝑡), d𝑓𝜑(𝑦(𝑡))),
𝑦(0) = 0 = 𝜑(𝑥0)

(6.10)

with

𝑇0(𝑥) = inf
{

𝑡 > 0 ||
|

𝑦(𝑡) ∉ 𝜑(𝐵𝑅∕2(𝑥0))
}

. (6.11)

(b) Set 𝑥(𝑡) = 𝜑−1(𝑦(𝑡)). Then the curve 𝑥 ∶ [0, 𝑇0(𝑥)) → 𝐵𝑅∕2(𝑥0) ⊆ 𝑀 satisfies 𝑥(0) = 𝑥0 and

∫

𝑡

0
H(𝑥(𝑠), d𝑓 (𝑥(𝑠)))d𝑠 + ∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 = ∫

𝑡

0
d𝑓 (𝑥(𝑠))𝑥̇(𝑠)d𝑠. (6.12)

for any 𝑡 < 𝑇0(𝑥).

Proof. We first prove the existence of a solution to the differential inclusion (6.10). By taking O = 𝐵𝑅(𝑥0) in Lemma 6.8 and define
𝑇0(𝑥) = inf

{

𝑡 > 0 ||
|

𝑦(𝑡) ∉ 𝜑(𝐵𝑅∕2(𝑥0))
}

, the subdifferential 𝜕𝑝H𝜑(𝑦(𝑡)), d𝑓𝜑(𝑦(𝑡)) satisfies all the conditions of Lemma 5.1 of [3]. Note
that for this statement, we use that the convexity of H in 𝑝 obtained in Lemma 5.3 transfers to H𝜑. Hence, there exists a solution
𝑦(𝑡) such that (6.10) holds.

Next, we turn to prove that there exists a solution such that (6.12) holds by local construction. To do it, for the initial point
𝑥0 ∈𝑀 , there exists a ball 𝐵𝑅(𝑥0) with 𝑅 strictly smaller than 𝑖𝑥0 . We claim that

∫

𝑡

0
H𝜑(𝑦(𝑠), d𝑓𝜑(𝑦(𝑠)))d𝑠 + ∫

𝑡

0
L𝜑(𝑦(𝑠), 𝑦̇(𝑠))d𝑠 = ∫

𝑡

0
d𝑓𝜑(𝑦(𝑠))𝑦̇(𝑠)d𝑠. (6.13)

on 𝜑(O). Then (6.12) follows from (6.13) and Lemma 6.8.
We are left to prove that (6.13) holds. On the one hand, we have that

H𝜑(𝑦(𝑠), d𝑓𝜑(𝑦(𝑠))) ⩾ d𝑓𝜑(𝑦(𝑠))𝑦̇(𝑠) − L𝜑(𝑦(𝑠), 𝑦̇(𝑠)),

for all 𝑦(𝑠) ∈ 𝜑(O), via convex duality. Then, integrating the above inequality gives one inequality in (6.13).
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Regarding the other inequality, via (6.10) we obtain for all 𝑝 ∈ 𝜑(O),

H𝜑(𝑦(𝑠), 𝑝) ⩾ H𝜑(𝑦(𝑠), d𝑓𝜑(𝑦(𝑠))) + 𝑦̇(𝑠)
(

𝑝 − d𝑓𝜑(𝑦(𝑠))
)

,

and as a consequence

H𝜑(𝑦(𝑠), d𝑓𝜑(𝑦(𝑠))) ⩽ d𝑓𝜑(𝑦(𝑠))𝑦̇(𝑠) − L𝜑(𝑦(𝑠), 𝑦̇(𝑠)),

and integrating gives the other inequality. □

6.3.2. Lower bounding the time of existence of local solutions
The first step in lower bounding the time of existence of local solutions is a a-priori control of any curve satisfying (6.8). The

next result follows as a by-product of Condition 6.1.

Lemma 6.11. Let Assumption 3.5 be satisfied. Let 𝐾0 ⊆ 𝑀 a compact set and 𝑇 > 0. For any 𝑓 ∈ D(𝐇), then there is a compact set
𝐾̂ ⊆ 𝑀 such that any curve 𝑥 ∶ [0, 𝑇0) →𝑀 with 𝑇0 ⩽ 𝑇 satisfying 𝑥(0) ∈ 𝐾0 and for all 𝑡 < 𝑇0

∫

𝑡

0
H(𝑥(𝑠), d𝑓 (𝑥(𝑠)))d𝑠 + ∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 = ∫

𝑡

0
d𝑓 (𝑥(𝑠))𝑥̇(𝑠)d𝑠 (6.14)

it holds that 𝑥(𝑡) ∈ 𝐾̂ for any 𝑡 < 𝑇0.

Recall that by Definition 5.4 of 𝐇 we have D(𝐇) = 𝐶2
𝑐 (𝑀).

Proof. First of all, note that

𝑐𝑓 ∶= sup
𝑧

{−𝐇𝑓 (𝑧)} <∞

as H is continuous by Lemma 5.3 and 𝑓 ∈ 𝐶2
𝑐 (𝑀). Furthermore, write ‖𝑓‖ = sup𝑥 |𝑓 (𝑥)|. Note that by (6.14), we have for any curve

∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 = 𝑓 (𝑥(𝑡)) − 𝑓 (𝑥(0)) − ∫

𝑡

0
H(𝑥(𝑠), d𝑓 (𝑥(𝑠)))d𝑠 ⩽ 2 ‖𝑓‖ + 𝑡𝑐𝑓 ⩽ 2 ‖𝑓‖ + 𝑇 𝑐𝑓

the result thus follows by Condition 6.1(b). □

For the next three Lemma’s and the proof of Condition 6.2, we first provide a short sketch of the approach before giving a
rigorous proof. The approach involves proof by contradiction. Specifically, we assume that there does not exist a global curve on
[0, 𝑇 ] satisfying (6.3). We first find the maximum time interval [0, 𝑇max], 𝑇max < 𝑇 , in which the curve satisfies (6.3). However, by
extending the existing curve through patching in a chart at a new point and lower bound on the time length of the extension, we
obtain a new curve that operates over a longer time interval, which leads to a contradiction.

Next we show the curve as in Lemma 6.10 has Lagrangian cost that grows linearly in time uniformly in their starting point in a
compact set.

Lemma 6.12. Let 𝑀 be a Riemannian manifold and 𝐾 ⊆ 𝑀 a compact set. Fix 𝑅 ∈ [𝑖(𝐾)∕2, 𝑖(𝐾)). Then there is a constant 𝐶 such that
for any curve 𝑥(𝑡) ∶ [0, 𝑇0(𝑥)) → 𝐵𝑅∕2(𝑥0) with 𝑥(0) = 𝑥0 ∈ 𝐾 as in Lemma 6.10, we have

∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 ⩽ 𝐶𝑡

for any 𝑡 < 𝑇0(𝑥).

Proof. First of all, denote by 𝐾̂ the compact set obtained by covering 𝐾 by balls of radius 𝑅∕2. No considered curve can leave 𝐾̂
by construction.

Denote 𝑐𝑓,𝐾̂ = sup𝑧∈𝐾̂{−𝐇𝑓 (𝑧)}. As 𝑥 satisfies (6.12), by Condition 6.1(c), there exists a function 𝜓𝐾̂,𝑅, 𝑅 is independent of 𝑥,
such that for 𝑡 < 𝑇0(𝑥)

∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 = ∫

𝑡

0
d𝑓 (𝑥(𝑠))𝑥̇(𝑠)d𝑠 − ∫

𝑡

0
𝐇𝑓 (𝑥(𝑠))d𝑠

⩽ ∫

𝑡

0
𝜓𝐾̂,𝑅 (L(𝑥(𝑠), 𝑥̇(𝑠))) d𝑠 + 𝑡𝑐𝑓,𝐾̂ .

Furthermore, as 𝜓𝐾̂,𝑅 is non-decreasing and the fact that
𝜓𝐾̂,𝑅(𝑟)

𝑟 converges to 0 for 𝑟 → ∞, there exist 0 < 𝑚 < 1 and 𝑟∗ ⩾ 1 such that
𝛹𝐾̂,𝑅(𝑟)

𝑟 ⩽ 𝑚 for 𝑟 ⩾ 𝑟∗. Proceeding our estimate, by splitting the integral into regions [0, 𝑡] = 𝐼1 ∪ 𝐼2 with

𝐼1 ∶=
{

𝑠 ∈ [0, 𝑡] ||
|

L(𝑥(𝑠), 𝑥̇(𝑠)) ⩾ 𝑟∗
}

,

𝐼2 ∶=
{

𝑠 ∈ [0, 𝑡] ||
|

L(𝑥(𝑠), 𝑥̇(𝑠)) < 𝑟∗
}

,
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we get

∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 ⩽ ∫𝐼1

𝜓𝐾̂,𝑅(L(𝑥(𝑠), 𝑥̇(𝑠)))
L(𝑥(𝑠), 𝑥̇(𝑠))

L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 + ∫𝐼2
𝜓𝐾̂,𝑅(L(𝑥(𝑠), 𝑥̇(𝑠)))d𝑠 + 𝑡𝑐𝑓,𝐾̂

⩽ 𝑚∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 + 𝑡

(

𝜓𝐾̂,𝑅(𝑟
∗) + 𝑐𝑓,𝐾̂

)

.

Rearranging terms leads to

∫

𝑡

0
L(𝑥(𝑠), 𝑥̇(𝑠))d𝑠 ⩽ 𝑡

𝜓𝐾̂,𝑅(𝑟
∗) + 𝑐𝑓,𝐾̂

1 − 𝑚

stablishing the claim with 𝐶 =
𝜓𝐾̂,𝑅(𝑟

∗)+𝑐𝑓,𝐾̂
1−𝑚 . □

Next we control the speed at which curves as in Lemma 6.10 move away from their starting point.

emma 6.13. Let 𝑀 be a Riemannian manifold and 𝐾 ⊆ 𝑀 a compact set. Fix 𝑅 ∈ [𝑖(𝐾)∕2, 𝑖(𝐾)).
Then there is a 𝐶 > 0 such that for any 𝑥0 ∈ 𝐾 and any curve 𝑥(𝑡) ∶ [0, 𝑇0(𝑥)) → 𝐵𝑅∕2(𝑥0) with 𝑥(0) = 𝑥0 as in Lemma 6.10, we have

1
2
𝑑2(𝑥(𝑡), 𝑥0) ⩽ 𝑡𝐶

for any 𝑡 < 𝑇0(𝑥). In particular 𝑇0(𝑥) ⩾
𝑅2

8𝐶 .

The proof of Lemma 6.13 relies on Lemma 6.10 and the following preliminary lemma. We first state the preliminary lemma
efore proceeding to prove Lemma 6.13.

emma 6.14. Let 𝐾 ⊆ 𝑀 be a compact set in 𝑀 . For any 𝑥0 ∈ 𝐾 and radius 𝑅 < 𝑖𝑥0 , set

𝑔𝑥0 ,𝑅(𝑥) = 𝜃𝑅
( 1
2
𝑑2(𝑥, 𝑥0)

)

where 𝜃𝑅 ∶ [0,∞) → [0, 34𝑅] is a smooth non-decreasing function, satisfying 𝜃′𝑅(𝑟) ⩽ 1 where 𝜃𝑅(𝑟) = 𝑟 for 𝑟 ⩽ 𝑅∕2 and 𝜃𝑅(𝑟) is constant
or 𝑟 ⩾ 3

4𝑅.
For any such 𝑅, we have 𝑔𝑥0 ,𝑅 ∈ 𝐶𝐾,𝑅 where 𝐶𝐾,𝑅 was defined in Condition 6.1(c) Eq. (6.2). Moreover, 𝑔𝑥0 ,𝑅 ∈ D(𝐇).

roof. By construction, we have

d𝑔𝑥0 ,𝑅(𝑥) = 𝜃′𝑅
( 1
2
𝑑2(𝑥, 𝑥0)

)

𝑑(𝑥, 𝑥0)

which by the properties of 𝜃𝑅 satisfies

|d𝑔𝑥0 ,𝑅(𝑥)| ⩽ 𝑑(𝑥, 𝑥0) ⩽ 𝑅

for any 𝑥 ∈ 𝐵(𝑥0, 𝑅). In particular, we have 𝑔𝑥0 ,𝑅 ∈ 𝐶𝐾,𝑅. Moreover, since 𝑔𝑥0 ,𝑅 is twice continuously differentiable and constant
outside of a compact set, we conclude that 𝑔𝑥0 ,𝑅 ∈ D(𝐇). □

Proof of Lemma 6.13. Fix 𝑥0 ∈ 𝐾 and any curve 𝑥(𝑡) ∶ [0, 𝑇0(𝑥)) → 𝐵𝑅∕2(𝑥0) with 𝑥(0) = 𝑥0 as in Lemma 6.10. Let 𝑔𝑥0 ,𝑅 ∈ D(𝐇) be
ny smooth bounded function as in Lemma 6.14 and 𝐾̂ be the compact set obtained by covering 𝐾 by balls of radius 𝑅∕2.

It thus follows by the proof strategy of Lemma 6.12 that for any 𝑡 < 𝑇0(𝑥), we have
1
2
𝑑2(𝑥(𝑡), 𝑥0) ⩽ 𝑡

(

𝑚𝐶1 + 𝜓𝐾̂,𝑅(𝑟
∗)
)

.

The result thus follows for 𝐶 = 𝑚𝐶1 + 𝜓𝐾̂,𝑅(𝑟
∗). □

We are ready to verify Condition 6.2.

Proof of Condition 6.2. We argue by contradiction. Fix 𝑥0 ∈𝑀 and 𝑇 > 0. Suppose there does not exist an absolutely continuous
curve 𝑥(𝑡), 𝑡 ∈ [0, 𝑇 ] started at 𝑥0 ∈𝑀 such that (6.3) holds.

In other words,

𝑇max = sup
{

𝑇0(𝑥)
|

|

|

∃ 𝑥 ∶ [0, 𝑇0(𝑥)) →𝑀 satisfying (6.3), 𝑥(0) = 𝑥0
}

< 𝑇 . (6.15)

By Lemma 6.11 there is a compact set 𝐾 ⊆ 𝑀 such that any curve considered in (6.15) stays in 𝐾. Fix 𝜀 < 𝑅2

8𝐶 ⩽ 𝑇0(𝑥) as in
Lemma 6.13.

Fix the curve 𝑥 satisfying (6.3) with 𝑥(0) = 𝑥0, 𝑇0(𝑥) > 𝑇max−𝜀. Patching the curve 𝑥̃ ∶ [0, 𝑇0(𝑥̃)) started from 𝑥(𝑇0(𝑥)−𝜀) obtained
rom Lemma 6.10 to the curve 𝑥 at time 𝑇0(𝑥) − 𝜀, we obtain from Lemma 6.13 that this curve, is a solution to (6.3) on the time
nterval [0, 𝑇0(𝑥) − 𝜀 + 𝑇0(𝑥̃)), which contradicts (6.15).
This establishes the claim. □
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ppendix A. Riemannian manifold

In this section, we introduce some of the definitions, properties, and symbols that were mentioned earlier. This can be found in
ny textbook on Riemannian manifold, for example, [17,21].

Throughout the paper, (𝑀,𝑔) is a 𝑑-dimensional connected complete Riemannian manifold. We start with the definition of chart,
hich is used to prove Condition 6.2. A coordinate chart (or just a chart) on 𝑀 is a pair (O, 𝜑), where O is a homeomorphism from

O to an open subset Õ = 𝜑(O) ⊂ R𝑑 .
The tangent space of 𝑀 at 𝑥 ∈𝑀 is denoted by 𝑇𝑥𝑀 . We denote by ⟨⋅, ⋅⟩𝑥 = 𝑔(⋅, ⋅) the scalar product on 𝑇𝑥𝑀 with the associated

orm | ⋅ |𝑥, where the subscript 𝑥 is sometimes omitted. The tangent bundle of 𝑀 is denoted by 𝑇𝑀 ∶= ⊔𝑥∈𝑀𝑇𝑥𝑀 , which is naturally
manifold. Let 𝑇 ∗

𝑥𝑀 = (𝑇𝑥𝑀)∗ be the cotangent space at 𝑥 ∈ 𝑀 , namely the dual space of the tangent space 𝑇𝑥𝑀 (the space of
inear functions on 𝑇𝑥𝑀). Let 𝑇 ∗𝑀 = ⊔𝑥∈𝑀𝑇 ∗

𝑥𝑀 , which is called the cotangent bundle on 𝑀 .
Given a piecewise smooth curve 𝛾 ∶ [𝑎, 𝑏] → 𝑀 joining 𝑥 to 𝑦, i.e. 𝛾(𝑎) = 𝑥 and 𝛾(𝑏) = 𝑦, we can define the length of 𝛾 by

(𝛾) = ∫ 𝑏𝑎 |𝛾̇(𝑡)|d𝑡. Then the Riemannian distance 𝑑(𝑥, 𝑦), which induces the original topology on 𝑀 , is defined by minimizing this
ength over the set of all such curves joining 𝑥 to 𝑦.

Let ∇ be the Levi-Civita connection associated with the Riemannian metric. Let 𝛾 be a smooth curve in 𝑀 . A vector field 𝑋 is
aid to be parallel along 𝛾 if and only if ∇𝛾̇𝑡𝑋 = 0. If 𝛾̇ itself is parallel along 𝛾, we say that 𝛾 is a geodesic, and in this case |𝛾̇| is
onstant. When |𝛾̇| = 1, 𝛾 is said to be normalized. A geodesic joining 𝑥 to 𝑦 in 𝑀 is said to be minimal if its length equals 𝑑(𝑥, 𝑦).

A Riemannian manifold is complete if for any 𝑥 ∈ 𝑀 all geodesics emanating from 𝑥 are defined for all −∞ < 𝑡 < ∞. By the
opf–Rinow Theorem [16, Theorem 6.13], we know that if 𝑀 is complete then any pair of points in 𝑀 can be joined by a minimal
eodesic. Moreover, (𝑀,𝑑) is a complete metric space and bounded closed subsets are compact.

Given a (piecewise) smooth curve 𝛾 ∶ [𝑎, 𝑏] →𝑀 , we denote parallel transport along 𝛾 from 𝛾(𝑡0) to 𝛾(𝑡1) by 𝜏𝛾,𝑡0𝑡1 , or simply 𝜏𝑡0𝑡1
henever the meant curve is clear. If points 𝑥, 𝑦 ∈𝑀 can be connected by a unique geodesic of minimal length, we will also write
𝑥𝑦 meaning parallel transport from 𝑥 to 𝑦 along this specific geodesic.

The exponential map exp𝑥: 𝑇𝑥𝑀 → 𝑀 at 𝑥 is defined by exp𝑥 𝑣 = 𝛾𝑣(1, 𝑥) for each 𝑣 ∈ 𝑇𝑥𝑀 , where 𝛾(⋅) = 𝛾𝑣(⋅, 𝑥) is the geodesic
tarting at 𝑥 with velocity 𝑣. Then exp𝑥(𝑡𝑣) = 𝛾𝑣(𝑡, 𝑥) for each real number 𝑡. Note that the mapping exp𝑥 is differentiable on 𝑇𝑥𝑀
or any 𝑥 ∈𝑀 .

In many cases, the minimal geodesic is not unique. For instance, for the unit sphere S𝑑 , each half circle linking the highest and
he lowest points is a minimal geodesic. This fact leads to the notion of cut-locus.

efinition A.1. Let 𝑥 ∈𝑀 . For any 𝑋 ∈ S𝑥 ∶= {𝑋 ∈ 𝑇𝑥𝑀 ∶ |𝑋| = 1}, let

𝑟(𝑋) ∶= sup{𝑡 > 0 ∶ 𝑑(𝑥, exp𝑥(𝑡𝑋)) = 𝑡}.

f 𝑟(𝑋) < ∞ then we call exp𝑥(𝑟(𝑋)𝑋) a cut-point of 𝑥. The set

cut(𝑥) ∶= {exp𝑥(𝑟(𝑋)𝑋) ∶ 𝑋 ∈ S𝑥, 𝑟(𝑋) < ∞}

s called the cut-locus of the point of 𝑥. Moreover, the quantity

𝑖𝑥 ∶= inf{𝑟(𝑋) ∶ 𝑋 ∈ S𝑥}

s called the injectivity radius of 𝑥. For any set 𝐴 ⊆ 𝑀 we write 𝑖(𝐴) ∶= inf𝑥∈𝐴 𝑖𝑥 the injectivity radius of 𝐴.

emma A.2 ([13]). The injectivity radius 𝑖𝑥 depends continuously on 𝑥. In particular, if 𝐾 ⊆ 𝑀 is compact we have 𝑖(𝐾) > 0.

Note that 𝑖(𝐾) > 0 is used to find a smooth distance on 𝑀 .

efinition A.3. Let T(𝑀) be the space of smooth vector fields on 𝑀 and let ∇ be any connection on 𝑀 . The formula

R(𝑋, 𝑌 )𝑍 ∶= ∇𝑌∇𝑋𝑍 − ∇𝑋∇𝑌𝑍 + ∇[𝑋,𝑌 ]𝑍,

or 𝑋, 𝑌 , 𝑍 ∈ T(𝑀), defines a function R ∶ T(𝑀) × T(𝑀) × T(𝑀) called the Riemannian curvature of 𝑀 , where [𝑋, 𝑌 ] = 𝑋𝑌 − 𝑌 𝑋
s the commutator of 𝑋 and 𝑌 .

By taking the trace of the curvature tensor with respect to the first and the last entry, we obtain a 2-tensor which we will call

he Ricci tensor of the (co)-metric 𝑔, denoted by R𝑔 .

22 



Y. Hu et al.

D

𝑈
𝐹

Stochastic Processes and their Applications 178 (2024) 104478 
To prove the existence solutions of HJB equations on 𝑀 , we need the definitions of push-forward and pullback.

efinition A.4 (Push-forward). If 𝑀 and 𝑁 are smooth manifolds and 𝜑 ∶ 𝑀 → 𝑁 is a smooth map, for each 𝑝 ∈ 𝑀 we define a
map

𝜑∗𝑝 ∶ 𝑇𝑝𝑀 → 𝑇𝜑(𝑝)𝑁, (A.1)

called the push-forward associated with 𝜑, by

(𝜑∗𝑝(𝑣))(𝑓 ) = 𝑣(𝑓◦𝜑), 𝑣 ∈ 𝑇𝑝𝑀, 𝑓 ∈ 𝐶∞(𝑀).

Definition A.5 (Pullback). If 𝑀 and 𝑁 are smooth manifolds and 𝜑 ∶ 𝑀 → 𝑁 be an invertible smooth map, for each 𝑝 ∈ 𝑀 we
define a map

𝜑∗
𝑝 ∶ 𝑇

∗
𝜑(𝑝)𝑁 → 𝑇 ∗

𝑝𝑀

by pullback associated with 𝜑

(𝜑∗
𝑝𝜉)(𝑣) = 𝜉(𝜑∗𝑝(𝑣)), 𝜉 ∈ 𝑇 ∗

𝜑(𝑝)𝑁, 𝑣 ∈ 𝑇𝑝𝑀. (A.2)

We can put all 𝜑∗𝑝 and 𝜑∗
𝑝 together to obtain 𝜑∗ ∶ 𝑇𝑀 → 𝑇𝑁 and 𝜑∗ ∶ 𝑇 ∗𝑁 → 𝑇 ∗𝑀 , respectively.

The next lemma shows that tangent vectors to curves behave well under composition with smooth maps.

Lemma A.6 (Proposition 3.11 in [17]). Let 𝜑 ∶ 𝑀 → 𝑁 be a smooth map, and let 𝛾 ∶ 𝐽 → 𝑀 be a smooth curve, where 𝐽 ∈ R is an
interval. For any 𝑡 ∈ 𝐽 , the tangent vector to the composite curve 𝜑◦𝛾 at 𝑡 = 𝑡0 is given by

( ̇𝜑◦𝛾)(𝑡0) = (𝜑◦𝛾)∗
d
d𝑡
|

|

|

|𝑡0
= 𝜑∗𝛾̇(𝑡0).

The chain rule for total derivatives is important in Riemannian manifolds because it allows us to compute the derivative of a
composite function.

Lemma A.7 (The Chain Rule for Total Derivatives, Proposition A.24 in [17]). Suppose 𝑉 , 𝑊 , 𝑋 are finite-dimensional vector spaces,
⊂ 𝑉 and 𝑈̃ ⊂ 𝑊 are open sets, and 𝐹 ∶ 𝑈 → 𝑈̃ and 𝐺 ∶ 𝑈̃ → 𝑋 are maps. If 𝐹 is differentiable at 𝑎 ∈ 𝑈 and 𝐺 is differentiable at
(𝑎) ∈ 𝑈 , then 𝐺◦𝐹 is differentiable at 𝑎, and

𝐷(𝐺◦𝐹 )(𝑎) = 𝐷𝐺(𝐹 (𝑎))◦𝐷𝐹 (𝑎). (A.3)

Appendix B. Viscosity solutions

Now we define viscosity sub and supersolutions, which is often used in the proof.
Definition B.1 (Viscosity Solutions). Let 𝐻 ⊆ 𝐶𝑏(𝑀) × 𝐶𝑏(𝑀 × 𝑆) be a multi-valued operator. We denote D(𝐻) for the domain of 𝐻
and R(𝐻) for the range of 𝐻 . Let 𝜆 > 0 and ℎ ∈ 𝐶𝑏(𝑀). Consider the Hamilton–Jacobi equations

𝑓 − 𝜆𝐻𝑓 = ℎ. (B.1)

Classical solutions We say that 𝑢 is a classical subsolution of (B.1) if there is a 𝑔 such that (𝑢, 𝑔) ∈ 𝐻 and 𝑢 − 𝜆𝑔 ⩽ ℎ. We say that
𝑣 is a classical supersolution of (B.1) if there is a function 𝑔 such that (𝑣, 𝑔) ∈ 𝐻 and 𝑣 − 𝜆𝑔 ⩾ ℎ. We say that 𝑢 is a classical
solution if it is both a subsolution and a supersolution.

Viscosity subsolutions We say that 𝑢 is a (viscosity) subsolution of (B.1) if 𝑢 is bounded, upper semicontinuous, and if for every
(𝑓, 𝑔) ∈ 𝐻 there exists a sequence (𝑥𝑛, 𝑧𝑛) ∈𝑀 × 𝑆 such that

lim
𝑛→∞

𝑢(𝑥𝑛) − 𝑓 (𝑥𝑛) = sup
𝑥
𝑢(𝑥) − 𝑓 (𝑥),

lim sup
𝑛→∞

𝑢(𝑥𝑛) − 𝜆𝑔(𝑥𝑛, 𝑧𝑛) − ℎ(𝑥𝑛) ⩽ 0.

Viscosity supersolutions We say that 𝑣 is a (viscosity) supersolution of (B.1) if 𝑣 is bounded, lower semicontinuous, and if for
every (𝑓, 𝑔) ∈ 𝐻 there exists a sequence (𝑥𝑛, 𝑧𝑛) ∈𝑀 × 𝑆 such that

lim
𝑛→∞

𝑣(𝑥𝑛) − 𝑓 (𝑥𝑛) = inf
𝑥
𝑣(𝑥) − 𝑓 (𝑥),

lim inf
𝑛→∞

𝑣(𝑥𝑛) − 𝜆𝑔(𝑥𝑛, 𝑧𝑛) − ℎ(𝑥𝑛) ⩾ 0.
Viscosity solutions We say that 𝑢 is a (viscosity) solution of (B.1) if it is both a subsolution and a supersolution to (B.1).
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Remark B.2. Consider the definition of subsolutions. Suppose that the test function (𝑓, 𝑔) ∈ 𝐻 has compact sublevel sets, then
instead of working with a sequence (𝑥𝑛, 𝑧𝑛), we can pick (𝑥0, 𝑧0) such that

𝑢(𝑥0) − 𝑓 (𝑥0) = sup
𝑥
𝑢(𝑥) − 𝑓 (𝑥),

𝑢(𝑥0) − 𝜆𝑔(𝑥0, 𝑧0) − ℎ(𝑥0) ⩽ 0.

Similarly, a simplification holds in the case of supersolutions. This is used in the proof Lemma 5.15.

Definition B.3 (Comparison Principle). We say that (B.1) satisfies the comparison principle if for every viscosity subsolutions 𝑢 and
viscosity supersolutions 𝑣 to (B.1), we have 𝑢 ⩽ 𝑣.

Remark B.4 (Uniqueness). The comparison principle implies uniqueness of viscosity solutions. Suppose that 𝑢 and 𝑣 are both viscosity
solutions, then the comparison principle yields that 𝑢 ⩽ 𝑣 and 𝑣 ⩽ 𝑢, implying that 𝑢 = 𝑣.
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