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Abstract
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tems is commonly cited as good AI development practice. However, the evi-
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mixed. This study investigates the relationship between different dimensions
of trust and perceived control in postgraduate student burnout support chat-
bots. We present an in-between subject controlled experiment using simulated
therapy-goal learning to study the effects of goal editing and feedback incor-
poration on perceived agent benevolence and competence. Our results showed
that perceived control was moderately positively correlated with benevolence
(r = 0.448, BF10 = 7.150), and weakly correlated with competence, and general
trust.
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Chapter 1

Introduction

Recent research has seen a rising trend in mental health issues, such as depression
and anxiety, among university students [93, 113, 128]. Specifically, burnout, gener-
ally defined as a psychological syndrome in which an individual suffers emotional
exhaustion, depersonalization, and reduced personal accomplishment [107], is seeing
much wider prevalence [129, 12, 160]. Moreover, these trends have been compounded
by the outbreak of the COVID-19 virus and subsequent pandemic. This pandemic
not only further distressed and exhausted students [158, 102, 30], but also created
an unprecedented level of demand for fully remote mental health services [14]. Bar-
riers to accessing in-person therapy and mental health services, including finance,
location, demand outstripping available resources, and social stigma [17, 14], had
already been well documented previous to the pandemic but have now come into
much sharper relief against the backdrop of a global crisis. At TU Delft, we can
see these barriers implicitly in the discrepancy, discussed by the counselling team,
between the reported numbers of students with mental health complaints, and the
number of students who contact the counselling service. Among the counselling
team, this discrepancy has been attributed to fear of judgement, an aversion to bur-
dening others, and the lack of awareness of the university’s mental health services
and their effectiveness. There are many reasons to be concerned by these trends.
Academic burnout and poor mental health has been associated with poor academic
performance [162] and higher dropout rates [105], but most importantly, there is a
link between prolonged mental stress and adverse physical and psychological side
effects in students [91].

eHealth solutions, both mobile and web-based, have appeared in recent years
with the hope of bridging this gap between individuals and mental health services,
reaching a population not currently served by in-person support. Unlike traditional
approaches, eHealth solutions offer greater scalability, constant availability, lower
cost, anonymity, tailored content, and resource equity [170, 20]. In theory, such
solutions can serve those populations that may be otherwise hesitant, unwilling, or
unable to seek traditional care. In a survey of four US-based psychiatric clinics, 70%
of participants were interested in using a mobile ’app’ for monitoring their mental
health [166]. However, there are two main challenges in this area. First, and this
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1. Introduction

is common to many behaviour-change-support systems [35, 23], is attrition, i.e., the
loss of user engagement over time [126]. Second, is the lack of medical validation and
evidence-based solutions. Many products can be found in application stores listed
under depression, anxiety, sleep problems, and other such terms, but few are those
that have also been validated in clinical trials [170]. Nonetheless, of those systems
that have undergone such studies, many do, in fact, show empirical evidence towards
efficacy [20].

One possible method of increasing user engagement with these systems is the use
of chatbots [126]. Chatbots simulate human conversation by way of natural language
text, and more recently, images and emoticons. They have a long history in the field
of mental health care, where they can mimic the support of healthcare professionals,
thereby fostering a stronger sense of accountability in users, and promoting better
engagement [126] in accordance with Mohr’s ‘Model of Supportive Accountability’
[115]. Modern consumer mental health chatbots include Woebot1, Wysa2, Mina 3,
Replika 4, and Youper5, of which only Wysa has been used to address burnout [177].
Mina, currently in beta testing, intends to include burnout specific modules in the
future.

In this study, we prototype a chatbot which tackles burnout in post-graduate
student populations. We focus on human-centred development processes of chat-
bots and increasing trust in conversational agents. Trust is a key aspect not only of
human-chatbot interactions, but also of human-therapist interactions [139, 89]. It
has received much interest as AI and Machine Learning (ML) technologies have
grown both in prowess and prevalence but not transparency [53], creating con-
tentious relationships between user and technology where the dimensions of trust
are disrupted [45]. In the field of human-computer interaction, the most common,
and most relevant, dimensions are benevolence (the confidence that one’s wellbe-
ing or values will be protected by the trustee [61, 52]) and competence (confidence
in the trustee’s skill level [61, 52]). Improvement along those dimensions creates
more positive and meaningful interactions with technology [112], while maintaining
steady relationships with intelligent systems [171]. In relation to chatbots, lack of
trust on the part of the user may be a large driver behind its low adoption rate
[153, 180]. Trust further influences perceived ease of use and intention to use in
potential adopters [47].

Many factors influence trust; explainability [53], brand reputation [40, 173], and
even the user’s own personality [117]. We choose to investigate trust as affected by
degree of perceived control and feedback incorporation. The evidence as to the exact
effect of control over an interaction with an intelligent system is mixed. In some
cases, allowing users to correct mistakes made by the system was seen to improve
user trust [54, 156, 157], but in others, the opposite is true [59]. Nonetheless, allow-

1woebothealth.com
2wysa.io
3minabot.ai
4replika.ai
5youper.ai
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1.1. Research Questions

ing the user some degree of control over intelligent systems remains a recommended
’best-practice’ in industry standards [50, 51, 7]. We choose user goals as the locus
of exercising said control. Goal-setting and goal-alignment are vital activities when
establishing trust in client-therapist relationships [60, 123], as well as when motivat-
ing and sustaining behavioural change in users [95], thus users may view this part
of the system as more personally relevant to them.

1.1 Research Questions
Given this introduction, we propose the following research questions:

1. RQ1: How does allowing the user to edit the agent’s learned model of their
goals affect their perception of the agent’s benevolence?

2. RQ2: How does allowing the user to edit the agent’s learned model of their
goals affect their perception of the agent’s competence?

To answer these questions, we designed a prototype of a goal-soliciting empathetic
chatbot. While the chatbot was presented to participants as intelligent and able
to learn user goals from conversation, goal formulation was actually accomplished
using a clinical burnout inventory.

In the remainder of this document, we discuss the theoretical and psychologi-
cal background underpinning our design choices (Chapter 2) and similar works in
the field of mental health chatbot and human-agent trust (Chapter 3). We detail
our prototype development process in Chapters 4 & 5, and our experiment design
in Chapter 6. Results, and our contributions, are discussed in Chapters 7 & 8,
respectively.
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Chapter 2

Theoretical Background

2.1 Burnout

Occupational ’burnout’ emerged as a concept in the 1970s [42]. Initially, it was
described in terms of gradual emotional depletion, loss of motivation, and reduced
commitment in human-facing professional settings, such as care giving, psychia-
try, and legal services [146]. Then, in 1981, Maslach and Jackson introduced what
quickly became the golden standard model of burnout [106]. The model conceptu-
alized burnout along three dimensions; the aforementioned emotional exhaustion,
depersonalization (negative, cynical attitudes regarding one’s clients [107]), and re-
duced personal accomplishment (a tendency to evaluate oneself negatively [107]).
Studies also linked this emerging concept to higher job turnover, lower morale, and
possibly poorer quality of care, as well as higher personal distress, physical exhaus-
tion, increased use of alcohol and drugs, and family problems [107, 42].

Within a few years, the definition had expanded, becoming “…a state of ex-
haustion in which one is cynical about the value of one’s occupation and doubtful
of one’s capacity to perform” [107] as empirical evidence showed burnout to be
domain-independent [86]. Eventually, the term came to include students as well
with researchers arguing that, with assignments, exams, and so on, students also
perform a kind of work [145] and can also become exhausted and withdraw from
their studies [144]. Research has since shown that burnout symptoms are common
in all students regardless of their study subject, and can possibly follow them as
they begin their career [138]. For PhD students in the Netherlands, an estimated
47% suffered from increased mental health complaints, almost 60% indicated their
workload was too high, and 41.6% have considered quitting their program [129].
Across all students in higher education in the Netherlands, 51% suffered psycholog-
ical complaints [30]. Similar trends are seen in other countries [159, 118].

While the Maslach burnout model continues to dominate research in this area,
other measures for burnout have been proposed and verified, such as the Copenhagen
Burnout Inventory [77] or the Stanford Professional Fulfilment Index 1. In this study,

1wellmd.stanford.edu/about/model-external.html

5

https://wellmd.stanford.edu/about/model-external.html


2. Theoretical Background

we use the Oldenburg burnout model and associated inventory (OLBI) proposed in
2003 [28], specifically the student OLBI-S adapted and verified by Reis et al. (2014)
[138]. In this model, the dimensions of burnout are: exhaustion (physical, affective,
or cognitive) and disengagement (the distancing of oneself from their work and
developing negative attitudes towards it) [28].

Predictors and drivers of burnout have been much researched. Of interest here
are student dissatisfaction with study topic [44], lower perceptions of social support
and leisure opportunities [44], higher perceptions of stress [172, 26], lower self-efficacy
(perception of one’s own capabilities) [134], and lack of community [110]. These
factors also go on to erode students’ resilience and exacerbate existing burnout
[127]. While we focus on the internal drivers of burnout, as those are the ones we
can best tackle, we would be remiss not to point out the important external factors
that contribute to this condition as well. In the literature, two core drivers emerge;
service demand outstripping worker resources, and employer-employee value conflict
[146, 27].

2.1.1 Burnout Interventions

The stability of the burnout syndrome makes it unlikely that its symptoms would
naturally reverse or lessen over time [85]. Strategies for addressing burnout are
varied, and no one evidence-based regimen exists [74], though it is worth noting
that studies have seen some success in longer term treatment plans [85], an approach
which eHealth is particularly suited for. Here, these strategies were used to guide
the design of the therapeutic exercises recommended by our chatbot.

Cognitive Behavioural Therapy (CBT) emerged as a psychiatric interven-
tion in the 1980s [133]. It is centred around unlearning maladaptive patterns of
thinking and acting, and acquiring better coping skills [133]. CBT-based approaches
have been shown to alleviate symptoms of burnout [143, 74, 116]. Some specific CBT
exercises, most suitable for a chatbot-based interface, are seen in Appendix A.

Mindfulness-, Acceptance-, and Value-Based Therapy (MAV) has also
seen some success in reducing burnout [73]. Mindfulness is an attentive, non-
judgemental experience of the present and the awareness that comes from such
[70]. Acceptance is the experience of internal and external events as they are, with-
out evaluation or avoidance [70]. Mindfulness and acceptance practices purport to
reduce the power of a person’s evaluative models, allowing them to function more
flexibly and be more accepting of themselves and others [56]. Meanwhile, value-based
actions help cement more long-lasting change in behaviour [56]. Some mindfulness
and MAV exercises are shown in Appendix A.

Lifestyle can also heavily mediate the degree of burnout. Sleep quality is espe-
cially noted as a possible predictor of future burnout and a central feature of clinical
burnout [31, 8]. Other behaviours such as physical exercise and engaging in social
behaviour, especially when combined with positive reinforcement, can also have a
restorative function for the individual. Like depression, burnout can limit a person’s
behavioural repertoire, and a behavioural activation approach (which relies partly

6



2.2. Goals & Mobile Behavioural Change Support Systems

on CBT theory) can help users expand it again [109, 3]. Encouraging exercise and
similar ’wellness’ improving behaviour in users is, in fact, a common application of
mobile technology [98, 97, 4], and some best practice recommendations already exist
for achieving this goal [124, 111]. Moreover, behavioural activation approaches have
been positively linked to user engagement in mobile systems [4].

2.2 Goals & Mobile Behavioural Change Support
Systems

Behavioural Change Support Systems (BCSSs) are persuasive technologies that aim
to influence user behaviour, especially in relation to their health. The underpinning
design theories of which are based on social and cognitive psychology [124].

One such theory is Self-Efficacy, which explains an individual’s capacity for action
in relation to their perception of their own competence. Theoretically, said capacity
can be strengthened through social persuasion, altering negative emotion patterns,
and vicarious experiences [101]. As mentioned, low self-efficacy is a well-known
component of burnout [162]. Common design techniques in applications aiming to
improve self-efficacy include gain-framed feedback messaging for fitness apps [90],
and gamification for smoking cessation [135], can thus be transferred to our domain.

The other theory of relevance here is Goal Setting Theory, where conscious goals
are acknowledged as a direct influence over one’s actions [95]. Over the years, empir-
ical evidence has shown that goal difficulty and specificity are positively correlated
with performance [95], largely due to goals’ capacity to act as action-directing, ener-
gizing, persistence-prolonging, arousal-raising motivators [95]. Goals have been used
in behavioural change systems to improve application compliance [94], user depres-
sion [181], and ’information quality’ [11]. Goal-setting is linked to an improved sense
of autonomy in users [169]. Lastly, goals are an important factor of person-therapist
interaction. The concept of therapeutic alliance, which describes the working rela-
tionship of patient and therapist, is built around not only their rapport, but also
their ability to agree on goals and goal-priority in treatment [60, 123]. This alliance
can impact treatment outcome directly (improved relationship leading to stronger
impact) or indirectly (enabling better engagement in treatment from the patient)
[60].

It is also worth noting that self-efficacy and goal setting are tied [95]. Simply
being assigned higher and more difficult goals to employees can improve their self-
efficacy, as it is often perceived as an implicit ’vote of confidence’ in their ability [95].
Moreover, self-efficacy can mediate the effect of gain vs loss framed feedback on goal
attainment and future goal setting [95]. Lastly, self-efficacy correlates significantly
with goal commitment [95].

7



2. Theoretical Background

2.3 Language in Therapy and Chatbots

In most therapeutic practices, language and conversation is the tool through which
the mental health of clients is improved. Thus, therapeutic conversation can exhibit
unique characteristics not common elsewhere. Pawelczyk (2011) [125] identifies three
norms of therapeutic social activities which necessitate said characteristics; trans-
parency of meaning, self-disclosure, and communication of emotion.

Transparency of meaning relies on explicit interactional work to clarify the sig-
nificance and frame of reference behind phrases used by the client and therapist,
in a manner that often reads as overtly confrontational in other contexts. Such
work includes probing questions (e.g., ’What do you mean by that?’), overt contin-
uers (e.g., ’Keep going…’), and even moving non-verbal actions to verbal expressions
(e.g., ’Why are you shaking your head?’).

As for self-disclosure, it is characterized as the voluntary process in which a
person reveals personal information, thoughts, opinions, or feelings to another [6].
Therapist views on self-disclosure vary both in theory, and in practice (where dyad
gender configuration can affect therapist preference) [37]. Nonetheless, it is a key
part of intimate discourse and interpersonal relation development [6]. Unlike par-
ticipants in other forms of intimate discourse, therapists are actively involved in
encouraging and facilitating client self-disclosure. [125] noted that significant mo-
ments of client self-disclosure were often surrounded by the discourse markers ’you
know’ and ’I don’t know’, indicating an appeal to be understood. In turn, thera-
pists encouraged clients to resume exploration of these revelations with responses
such as ’no, I don’t know’, ’what don’t you know?’, or possibly by repeating parts
of client speech as questions. On the other hand, therapist self-disclosure, which
fosters empathy and support, is often accomplished though mirroring (See Table
2.1)

Context Self-Disclosure by Mirroring

Client [...]. I think it sort of spills over into my need of
trying to control things which are uncontrollable.

Therapist

Well. I have memories of training myself, with
that voice inside, being on a bus going to
school, I trained myself with that kind
of voice.

Client Yeah, and even coming here I packed almost
everything [...].

Table 2.1: Mirroring by Drawing on Similar Personal Experiences [125]

Lastly, therapeutic conversation is one of the few contexts in which both neg-
ative and positive emotion construction is highly encouraged and expected [125].
In therapist-client interactions, therapists will often refocus fact-oriented event de-
scriptions to more emotion-oriented ones using questions such as ’how do you feel
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about this?’, or ’were you happy to hear that?’. Further, therapists will also as-
sist clients in constructing less socially acceptable emotions, and express emotional
support and empathy via emotive extension, emotive reaction, or validation (e.g.,
’that’s an understandable reaction’).

2.3.1 Language As Personality

For chatbots, text, and occasionally images or emoticons, are the only means of
communication with users and thus, the only medium though which emotion, em-
pathy, listening skills, and personality can be conveyed. Personality is a surprisingly
important aspect of chatbot’s presentation, it adds stability to the way the bot is
perceived, creates a more consistent user experience, and can even improve the over
all user experience [155, 114].

In their effort to develop a user-based personality-adaption framework, Mairesse
et al. (2010) [103] catalogued 67 psychologically-motivated adjustable parameters for
personality variation. They then tagged a wide array of linguistic features with the
Big-Five personality dimensions; extraversion, emotional stability, agreeableness,
conscientiousness, and openness [69]. In this instance, we are most interested in
extraversion, which describes a person’s talkativeness, assertiveness, and energy [69].

The researchers used these parameters to automatically generate restaurant rec-
ommendations with target perceived personalities (see Table 2.2). Human evaluators
were able to consistently identify said target personality, especially where extraver-
sion was high. Human evaluators also rated generated utterances as moderately
natural, with high extraversion utterances being most natural.

Context Low Extraversion High Extraversion

Chatbot Chimichurri Grill isn’t as
bad as the others.

I am sure you would like Chimichurri
Grill, you know. The food is kind of
good, the food is tasty, it has nice
servers, it’s in Midtown West and it’s
a Latin American place. Its price is
around 41 dollars, even if the
atmosphere is poor.

Table 2.2: Generated Responses under Low vs High Extraversion [103]

Mairesse et al. do successfully point to informality as an aspect of extraverted
linguistic behaviour, but the changes in conversational style affected by formality go
beyond the few identified there. Liebrecht et al. (2020) [88], catalogued eight verbal
and non-verbal cues which affected perceived chatbot formality. The researchers
found informal communication styles resulted in higher perceived social presence,
and thus better interaction quality and brand attitude.

Interestingly, Fadhil et al. (2018) [36], investigated the effect of emoticons specif-
ically. There, participants scored chatbots with emoticons higher than plain text
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chatbots on enjoyment, confidence, and attitude, but only when conversations were
on the topic of mental wellbeing, and not physical wellbeing.

2.4 Human Centred Design

Human- or User- Centred Design (UCD), is a theoretical design approach built
around incorporating end-user’s feedback and interests into iterative design processes
[2]. In this study, we relied on the ISO standard 9241-210:2019 for interactive systems
[65] to inform our prototype development. This means development was initiated by
specifying the context of prototype use, then specifying user requirements, producing
design solutions, and evaluating designs with primary (students), and secondary
(university counsellors) stakeholders at each step. This process is visualized in Figure
2.1.

Figure 2.1: Our Human Centred Design Process

Context and requirements can be gathered in several ways, including perfor-
mance measures, interviews, questionnaires, expert evaluation, and collaborative
design [64]. They serve to define 1) target users and stakeholders, 2) their character-
istics, 3) their goals and tasks, 4) their environments, 5) the intended context of use,
and 6) user needs. In this process, requirements act as the measure against which
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evaluation is performed. Design evaluations are similarly conducted and are needed
to 1) provide feedback about design strengths and weaknesses, 2) asses whether re-
quirements have been met, and 3) establish baselines to allow for design comparison.
They can be performed over prototypes of varying levels of fidelity, as well as final
outcomes.

By and large, UCD is motivated by the desire to reduce product misuse and
misalignment, as well as reducing the need for technical support during product
use [96, 65]. By using UCD metrics, such as usability, we can use these design
processes and feedback sessions as further trust-building exercises with our target
user-base [176, 100]. Similarly, we know that communicability and aestheticism in
online platform design also influence brand value perception [46], while usability is
indirectly correlated with brand loyalty through its direct positive effect on brand
trust and user satisfaction [80]. Given the sensitive subject matter of our design, it
is integral to establish user trust early on. Moreover, by eliminating reputation and
design as a source of mistrust, we can better focus on the issue of perceived control
and feedback.
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Chapter 3

Related Work

3.1 Chatbots in Mental Healthcare

Eliza, the first conversational agent, was developed in 1966 to emulate a Rogerian
style of psychotherapist; encouraging users to talk about themselves and their prob-
lems by ’reflecting’ their statements back at them [174]. Eliza used a concise set of
decomposition-reassembly rule pairs triggered by keywords to gain minimal context,
and give the impression of listening and understanding. Partly, Eliza also relied
on the assumptions of the user, as well as the expected style of interaction with a
Rogerian therapist, to maintain this image of intelligence [174].

Though less common in other domains, social chatbots like Eliza, meant to be
virtual companions to their users [154], have become fairly common in wellness and
mental health domains. In a scoping review of 53 studies on mental health chatbots
[1], only 28.3% of surveyed studies used simple task-oriented chatbots. 32% used
chatbots for therapy (as opposed to training or screening), of which 58.8% used CBT
approaches, and 30.2% focused on tackling depression.

Wysa, described as an emotionally intelligent chatbot [63] with a focus on tack-
ling depression, is one such social bot. Wysa uses CBT, behavioural reinforcement,
mindfulness, and guided tools to help users with issues relating to anxiety, focus,
sleep, conflicts, and other such topics [63]. Wysa’s conversational style varies be-
tween task-oriented coaching and the more therapeutic, empathetic, ELIZA-style
listening. In a mixed-method study of Wysa’s effectiveness, researchers concluded
that high-engagement users improved in self-reported mood significantly more than
low-engagement, proxy-control-group, users [63]. Furthermore, 67.7% of the feed-
back collected indicated that Wysa was helpful and encouraging [63].

As well as emotion, disclosure is an important factor of relationship building
in social chatbots. Lee et al. (2020) [83] investigated the possibility of promoting
long-term deep self-disclosure in users. In our study, self-disclosure is a key part of
our ability to extract user goals from conversation and establish therapeutic rela-
tionships. At baseline, chatbots already facilitate a higher-quality of self-disclosure
from users than web surveys [71]. Over the three-week period of this study, chat-
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bots which exhibited self-disclosure features, such as small talk with highly personal
and emotional content, had a reciprocal effect on participants. The level at which
the chatbot exhibited self-disclosure (none, low, high) matched the level at which
the participant practised it. Researchers also found improved perceived intimacy,
trust, and enjoyment over the study period in those participants working with self-
disclosing bots. Such bots are also seen in Ravichander et al.’s work (2018) [137]
where researchers, using a chatbot that engages with Amazon’s Alexa users, found
that instances of self-disclosure on the agent’s part correlated positively with in-
creased disclosure on the part of the user. They also found that users who chose to
self-disclose early in their conversation with Alexa also went on to have significantly
longer conversations with the bot overall.

In relation to burnout, one chatbot, Vicki (2021) [62], appears. Vicki, a rule-
based chatbot with gamified story and feedback features, was created to encourage
employees to complete workplace mental health assessments concerning depression,
anxiety, and burnout. Viki’s avatar, language, and conversational style were all
iteratively moulded around user needs as inferred from focus groups and telephone
interviews. Of the 120 participants of the study, 98 started their assessment form,
and 77 completed it. The authors concluded that Viki seems to be ’highly engaging’
and ’effective’ with response rates comparable to face-to-face interviews.

3.2 Goal Solicitation

As discussed, conversation is the main tool of therapeutic practice, and this in-
cludes patient-goal solicitation and setting. In a qualitative analysis of client-goal-
exploration styles [123], researchers found that explicit goal consensus was not com-
mon in therapist-client conversation, instead therapists worked to “clarify the key
characteristics of the change projects that the client wished to pursue” [123]. This was
accomplished by one of two action categories, the ensuring of relevant, meaningful,
therapeutic activity, or the factoring of complexity and client resistance to change.
In the first category, therapists would establish a focus, elucidate on expectations
for change, and characterize practice as a means to an end. Patient and therapist
both traded back and forth to 1) clarify problem dynamics (e.g., by verifying their
impression of the other’s utterance) and 2) explore the variety of changes with which
resolution could be achieved (e.g., by prompting the imagination of different possible
futures). The second category included actions such as pointing out ambivalence and
contradictions in the client’s meaning system, acknowledging unpleasant aspects of
practice, and proposing objections to their own suggestions (e.g., ’this may be too
time-intensive, and you are not obligated, but…’).

To our knowledge, this technique of goal extraction from natural language conver-
sation has not been discussed in machine learning publications. The closest studies
attempt something similar in requirements engineering, where natural language is
processed with regular expressions to discern stakeholder goals and preferences [5].
However, this technique is not dissimilar to intent classification, which is very com-
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mon to chatbot development. In chatbot domains, intents and goals are sometimes
interchangeable [57], referring to the objective which the user seeks through natural
language utterances, for example to book a flight, or find out the weather [57]. This
is a much more explicit and concrete understanding of goals than is usually seen in
therapeutic practice, but some concepts are still relevant. Developing such complex
systems is not always possible, however, or even necessary. In some studies, Wiz-
ard of Oz (WoZ) approaches are used instead [18]. In WoZ systems, systems are
presented as autonomous learners, when, in fact, their behaviour is controlled by a
human. This facilitates testing research questions while minimizing cost and devel-
opment time [18]. Theoretically, it is also possible to achieve such advantages by
simulating ML behaviour, not with human intervention, but with a programmatic
solution to a simplified subset of the problem.

3.3 Trust & Perceived Control

There are a few different definitions of trust across the literature of Human-Computer
Interaction, as well as Social Psychology. Interpersonal, i.e., human-human, trust is
generally defined as “a trustor’s willingness to be vulnerable to a trustee’s actions
based on the expectation that the trustee will perform a particular action important to
the trustor” [108]. Perceived competence (confidence in the trustee’s skill level [61])
and benevolence (the confidence that one’s wellbeing or values will be protected by
the trustee [61]) are the two most commonly used dimensions of trust, but others
appear depending on domain. Integrity [178], understandability [58], and openness
[61] are all such dimensions in interpersonal trust. In human-computer trust, fac-
tors such as reliability and utility [58] also emerge. Thus, we can define trust in
interactive computer-based systems as “[the belief] that an agent will help achieve
an individual’s goal in a situation characterized by uncertainty and vulnerability”
[82].

Some outcomes linked to increased trust were already discussed in Chapter 1,
but of further interest here are its effects on attrition and therapeutic effectiveness.
Interpersonal trust between patient and doctor has been repeatedly found to affect
said patients’ adherence to their medication regimen [119, 34, 84]. Like goal-setting,
trust is an important aspect of the therapist-patient therapeutic alliance which sig-
nificantly mediates treatment outcome both offline [60], and online [39]. In fact, trust
was highlighted as a key issue in the future development of psychiatric eHealth [120].
In human computer relationships, trust, like engagement, can combat attrition with
its positive effect on continued use intention in users [22].

Like trust, perceived control also has a number of definitions. Where providing
a level of control over ML- and AI-based features is recommended as best practice,
it is defined as “the ability to specify […] preferences, make corrections when the sys-
tem does not behave as […] expect[ed], and give […] opportunities to provide feedback”
[51]. In this study, we similarly define user control as “the ability to affect or over-
ride machine-generated settings, models, or outcomes which directly affect the user
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experience of a system via user feedback”. This definition derives from the field of
interactive or human-in-the-loop ML (IML). In IML, users directly influence model
behaviour, most commonly by labelling the data points presented to, or selected
by, them. Data points are presented either with (coactive) or without (active) their
corresponding predicted label. Alternative feedback incorporation methods also ex-
ist, such as giving users control over the model’s feature space and their associated
weights [21]. Largely, models which use IML can improve their performance over
time by incorporating corrected or newly labelled data points into their training
set [59]. They can further address the problem of ’concept drift’ in which the user
interests and the model’s initial understanding of the user grow apart over time [59].

Trust in IML is not extensively studied, and studies that do address this issue
occasionally contradict in their findings.

Gutzwiller et al. (2021) [54], Smith et al. (2018) [156], and Sollner et al. (2012)
[157] investigated this relationship in unmanned vehicles, topic modelling, and rec-
ommender systems respectively, concluding that control via feedback incorporation
was positively correlated with trust. In the first study, three levels of interactivity
between evolutionary algorithm and user were compared; none, low, and high. Study
participants with control over the systems were allowed to select which behaviour
a given vehicle was to evolve further given their goal of searching outlined areas.
Researchers found that participants not only trusted and preferred the IML regard-
less of interaction level, but were also able to correctly recognize them as such when
compared to non-interactive systems. In [156], participants used an array of interac-
tive topic modelling features (e.g., removing incorrect topics) to train an ML model,
after which their experiences were collected via semi-structured interviews. After
the interactive training session, participants felt the system was fairly controllable
and trustworthy. In fact, researchers noted that participants seemed to overtrust
the system, or lack confidence in their own judgement, leading them to feeling these
lower levels of frustration when the system didn’t respond to their modifications or
performed poorly. In the last study, no learning or improvement was derived from
allowing users to edit their machine-generated restaurant recommendations, how-
ever, the ability to simply override unsatisfactory recommendation outcomes was
regarded as an important feature by participants. The control feature significantly
affected both trust and intention to use the product, though it is difficult to deter-
mine to what extent exactly, as the effect was confounded by other design choices
as well.

On the other hand, using a simulated face detection model, Honeycutt et al.
(2020) [59] found correcting the system to be negatively correlated with trust and
perception of accuracy, regardless of whether the model improved in accuracy after
feedback.

[59] and [156] choose to select non-expert end-users as their participant pool, both
contrasting their choice with the more common choice of developers or annotators
as the ones interacting with the system in IML research. [59] points out that users
themselves could wish for the ability to provide feedback on system outcomes by
which they are affected [163, 173], and have in fact shown a higher willingness to
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use imperfect systems when they were able to correct them [29]. We further note
that users may also value systems they participated in the training of more highly
[122]. Moreover, in human teams, feedback provision and incorporation improves
the perceived fairness of team decisions, and improves trust in the decision-making
process, while ignoring provided feedback decreases trust [75, 168]. For these reasons,
we were also motivated to involve the real-world use case of student burnout in
answering our research questions. Of course, comparison across these studies is
somewhat hindered by the fact that they do not employ the same scale for measuring
trust, and changes thereof.

An emerging framework aims to make trust more central to IML; Explanatory
Interactive Machine Learning (XIL). XIL, proposed by Teso et al. (2019) [165]
expands on existing IML techniques by also allowing users to correct the explana-
tion associated with a given label as well the label itself. The primary motivation
given was that “the predictions were not explained to [the user]. So, why should
users trust models learned interactively?”. Indeed, both Teso and other researchers
[48, 149] confirm this approach can improve performance, explanatory power, and,
of course, trust in annotators. However, Ghai et al. (2021) also point out that do-
main knowledge, need for cognition (tendency towards complex cognitive activities),
and experience with AI do significantly affect the annotators’ relationship with, and
reliance on, the ML model. These factors are likely to be further exasperated in
an end-product user-base as is used in this study. Moreover, given the dearth of
research on interactivity and control, and the already established strong effect of
explainability on trust [53], we think it is important in this use case to avoid con-
founding the two variables before establishing a foundational understanding of the
effects of the first.
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Chapter 4

Prototype Development

4.1 Requirements Seeking

Establishing need and collecting requirements for a burnout support application
among postgraduate student populations was accomplished by consulting with the
university’s counselling team. A set of questions was drawn up and semi-structured
interviews were conducted with staff to answer them. See Appendix B for said ques-
tions. The consultation was conducted online and was not recorded, but extensive
meeting notes were taken by the corresponding researcher. The aim of this meeting
was discussing whether a burnout problem existed among the postgraduate student
population, specifically in TU Delft, what barriers exist between students and the
support of the counselling team, and whether experts found eHealth solutions to be
a desirable support function in their practice.

The counselling team confirmed that burnout was prevalent among postgraduate
students in the Netherlands, especially PhDs, citing the Promovendi Netwerk Ned-
erland (PNN) 2020 survey [129] in their discussions. However, they also noted that
the number of students reaching out to their services did not reflect this trend, im-
plying a barrier between in-need students and mental health support services. The
team discussed many issues which they saw as driving students’ hesitancy in seeking
help, including cultural values, shame, low motivation, fear of burdening others, fear
of judgement, lacking awareness of the effectiveness of psychological support, and
not feeling as though they struggle enough to be in need of support.

eHealth solutions were discussed largely in the context of support tools which
were used in concert with face to face interventions. Woebot, a CBT-based wellbeing-
support chatbot mentioned earlier in this document, and Healthyboel1 were partic-
ularly cited. Healthyboel is a self-management tool offered by TU Delft for its
students which equips them to deal with a variety of wellbeing issues (e.g., self-
compassion, choice stress, etc.) using programs of video instructions and exercises.
The counsellors had positive reviews of these systems, but mentioned that, at least
in the case of Healthyboel, low adherence presented a common problem. Further-

1tudelft.nl/studenten/begeleiding/awareness-self-management
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more, discussion arose regarding the difficulty of determining intervention success or
effectiveness. Mental health indexes and measures were noted as sometimes failing
to account for cases where students’ symptoms had remained the same, or worsened,
since they began therapy despite having become better equipped to deal with their
problems. Instead, the team encouraged us to consider student satisfaction and
emotional state as measures of success.

Overall, we were able to successfully establish our target user group, and learned
some of their common characteristics and motivations. Furthermore, we were able
to understand how eHealth solutions behaved within the context of professional
therapeutic practice.

4.2 Expert Reviews

Expert opinion from the counselling team was again incorporated throughout the
design process. The aim was to vet the list of therapeutic exercises collected through
literature review with regard to their potential as part of our chatbot’s tool set. Fur-
ther, we discussed our experts’ personal experience of the process of goal alignment
in therapeutic practice, and how well that aligns with the literature’s view of the
topic. See Appendix C for the full survey.

In the same vein as the previous consultation, this meeting was carried out as a
semi-structured, unrecorded interview, where the corresponding researcher was both
interviewer and notetaker.

In this discussion, context was heavily emphasized. It was seen as key to estab-
lish, from the start of an intervention, (1) how external factors can lead to burnout,
(2) to discuss the prevalence of the syndrome with the student, and (3) to highlight
the role of our system within the larger picture; to address their emotional state in
the here-and-now, not to solve overarching institutional issues. Using this approach,
we planned to negotiate appropriate expectations with our users, while encouraging
them to commit to the work of improving their emotional resilience and wellbeing.
They moreover emphasized the importance of avoiding diagnosing users, and its
associated stigma. Instead, they suggested relying on the OLBI [138] as a tool for
locating problem areas (and possible goals) for students using the system.

Moreover, some trade-offs of the CBT-style expert-therapist vs the more person-
centred, patient-as-expert (in their own life), approaches to therapeutic practice
were discussed. Person-centred therapy, derived from Rogerian approaches, high-
lights congruence, unconditional positive regard, and empathetic understanding on
the part of the therapist [140]. Meanwhile, CBT, which is more suited to tackle
longer term issues in the patient’s psyche, demands more upfront cognitive effort
from patients. Our consulted experts noted that, in their experience, students with
burnout responded better to connection-focused styles such as person-centred ther-
apy. However, experts also noted that such decisions can vary depending on the
therapist, their practice, their client, and the relationship they build over time. Ex-
perts noted that they are open to adapting their approach and communication-style
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over time to better suit different students’ needs. A few therapeutic exercises were
selected in this discussion as particularly useful for an introductory session tackling
burnout symptoms. First, was breathing manipulation, which is detailed in Ap-
pendix A. Second, was the stress thermometer, which acts as a visual indicator that
helps users pinpoint their current stress level, and identify its associated stressors
and coping mechanisms [41]. Lastly, was the value-compass, which is another visual
tool that encourages value inventorying, as seen in Appendix A.

These consultations motivated several design decisions throughout the product
lifetime, largely on the conceptual and theoretical level. Said decisions are detailed
in Section 4.4.

4.3 User Trials
As discussed in our review of the Human Centred Design process (Chapter 2), the
next step of prototype development, after establishing requirements, is collecting
user input on initial designs.

4.3.1 Participants

Design Study

Initially, ten participants were recruited from the pool of university students, includ-
ing local and international students, with the aim of reflecting the target audience
as closely as possible. Two further participants were recruited after initial data
analysis, for a total of 12 participants. Participants were not screened for clinical
burnout, but assumed to experience some level of stress in their day-to-day life as
students, which would lead them to be interested in our prototype. The inclusion
criteria demanded participants be over 18, currently attending a university, or a
recent graduate, and comfortably proficient with the English Language.

Our participant pool had the characteristics seen in Table 4.1.

Table 4.1: Design Study: Characteristics of the Surveyed
Population

Gender 83 % Female and 17% Male
Age Group 8% 18-21, 50% 21-24, 25% 24-27, and 17% 27-30.
Status 8% Undergraduate, 83% Postgraduate, and 8% Re-

cent Graduate.
Occupation 50% Art, Design, and Entertainment, 17% Mechani-

cal, Electrical, and Aerospace Engineering, 8% Law,
Politics, and History, 25% Computer Science and
Mathematics.

Geographic Area of Origin 25% Southern Europe, 8% South Asia, 25% Western
Europe, 25% East Asia, 8% North America, and 8%
Southeast Asia.
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Had Previous Experience
with Wellbeing Apps 42% Yes, and 58% No.

Technical Skills 17% Far above average, 33% Somewhat above aver-
age, 33% Average, and 17% Somewhat below aver-
age.

Of the participants that described themselves as having used wellbeing apps in
the past, 8% described the experience in a negative light, while 33% described it
positively. Moreover, 8% of participants explicitly discussed expense as a drawback
of these apps, and 8% discussed disengagement and low motivation as a part of their
experience.

Pilot Study

The second study recruited from the same pool of possible participants, with a total
of 5 participants recruited. One participant was dropped since they did not answer
survey questions. Our participant pool had the characteristics seen in Table 4.2.

Table 4.2: Pilot Study: Characteristics of the Surveyed Pop-
ulation

Gender 75 % Female and 25% Male.
Age Group 75% 21-24, 25% 24-27.
Status 50% Postgraduate, 50% Recent Graduate.
Occupation 25% Art, Design, and Entertainment, 75% Mechan-

ical, Electrical, and Aerospace Engineering.
Geographic Area of Origin 50% Southern Europe, 25% South Asia, 25% East

Asia.
Had Previous Experience
with Wellbeing Apps 100% No.

4.3.2 Measures

Design Study

The initial user study, being qualitative in nature, did not rely heavily on question-
naire tools. We did, however, measure perceived closeness when discussing chatbot
personality and language styles. Closeness describes a sense of social intimacy and
being together with another. It is a part of therapeutic alliance and may be linked to
user-agent rapport and user adherence [76]. We measured this using the Inclusion-
of-the-Other-in-the-Self (IOS) [9] scale, a single-item, pictorial, measure. The IOS
depicts seven sets of circles of varying degrees of overlap, correlating to degrees of
relationship intimacy.
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Pilot Study

This study made use of the IOS as well, and further employed the humanness scale.
Humanness or Mindless Anthropomorphism refers to the unconscious attribution of
human characteristics to artificial agents, such as likeability or friendliness. This
metric was of relevance to us since some research has positively linked perception
of humanness to willingness to establish common ground with agents [25], human-
agent rapport [99], and human-agent trust [40]. Here, it was measured using the
scale proposed by Kim et al. (2012) [72]. This scale consists of a 4-item, 10-point
(very poorly to very well) survey, in which a participant rates how well each adjective
(likeable, sociable, friendly, and personal) fits the chatbot.

Qualitative short-answer questions were used to investigate concepts of trust and
usability in both studies.

4.3.3 Procedures

Design Study

This design trial had two parts. In the first part, participants were asked to study
our medium-fidelity horizontal prototypes (Figure 4.1 & Appendix D) by performing
a simple task of editing a goal, and answering questions about usability and design.
While low-fidelity prototypes are used more often at this stage of development, we
elected to begin collecting feedback at a later point in the design process, allowing us
the time to conduct the pilot high-fidelity vertical prototype study with a functional
chatbot. In the second part, participants studied mock conversations simulating
human-chatbot conversation (See Appendix E), and answered questions around the
themes of perceived agent humanness, benevolence (trust), competence (trust), and
closeness. See Appendix F for the full list of questions.

The aim of this study was to answer the following (sub)research questions:

1. sRQ1: What features are most and least important to students when using a
burnout support system?

2. sRQ2: Would students prefer more human-presenting or non-human present-
ing avatars for our chatbot?

3. sRQ3: Would students prefer more chatbot-centred or navigation-centred
goal-editing workflows?

4. sRQ4: What personality would students prefer from our chatbot?

Data Analysis: Collected qualitative feedback was analysed using grounded
theory approaches [49]. An initial codebook was developed using open-coding on a
third of collected responses (n = 3), then refined and finalized using the remaining
responses (n = 7). Further participants were recruited to ensure information satu-
ration (n = 2), meaning that no new codes or concepts appeared in the analysis of
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Figure 4.1: Example Screen: Intervention Plan Proposal

the new responses [49]. Selective coding was used to cluster and categorize granular
codes. The codes, their descriptions, and categories can be seen in Appendix G.

Pilot Study

In our second study, we presented participants with a working chatbot prototype
that they were able to converse with. The chatbot implemented a subset of the
feature set it would eventually possess; it collected the user’s mood, it encouraged
the user to ’vent’ about the circumstance, and suggested therapeutic exercises. It
did not broach the topic of goals or goal editing. See Figure Appendix N for a
visualization of the pilot dialogue flow. After speaking with the bot regarding what
was on their mind that day, participants filled out a short survey once again centred
around the themes of usability, humanness, benevolence (trust), competence (trust),
and closeness. See Appendix I for the full list of questions.

The aim of this study was to answer the following (sub)research questions:

5. sRQ5: How was the chatbot personality perceived by users?

6. sRQ6: What attitude did users exhibit towards the chatbot?

This study also functioned as a small pilot, allowing us to find and correct issues
with the system, as pointed out by users, before moving on to experiments.

Data Analysis: Study two, was analysed using the same grounded theory ap-
proach so that n = 2 responses were used to draft the initial codebook, n = 2
further responses were used to finalize it. The second study’s codebook can be seen
in Appendix J.
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4.3. User Trials

Figure 4.2: Features Ranked The Most Important

Demographic data were also collected including age range, gender, geographic
area of origin, and technical skill level for both studies. All data were collected via
an online survey hosted on Qualtrics 2. Study procedures were approved the TU
Delft Human Research Ethics Committee.

In both studies, quantitive feedback and demographic information were only
aggregated, except for the IOS data which is processed using density estimators for
higher interpretability.

4.3.4 Results

Design Study

Sub-research question sRQ1 was addressed in a number of our survey’s questions.
First, we looked at most vs least important features as ranked by the participants.
In Figure 4.2 we can see ’Chatbot Messaging’ was ranked as the most important
for 50% of participants. Participants who chose this feature cited a perceived great
capacity for support, as well as higher feelings of engagement and social presence. On
the contrary, 41.67% of participants ranked ’Avatar Selection’ as the least important
(See Figure 4.3). Participants saw two concerns related to this feature, 1) was the
aesthetic design of the avatars, and 2) was the lack of useful functionality. One
participant felt the avatars increased their enjoyment of the system, saying: “It’s a
nice delighter but it does not enhance the main function/goal.”.

Next, in Figure 4.4 we see the different features suggested by participants as ex-
pected and desired in a burnout support system. Mood-tracking and Sleep-tracking
constitute the most popular tools. Other interesting features suggested by users
included ’emergency support’, meaning immediately effective exercises for panic

2qualtrics.com
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4. Prototype Development

Figure 4.3: Features Ranked The Least Important

Figure 4.4: Requested Features

attacks, and ’external support’ meaning the ability to highlight selected trusted
external contacts in the app as potential support vectors.

sRQ2 yielded interesting results. In terms of the aesthetic design, 75% of
participants preferred human-presenting over nonhuman-presenting avatars, largely
citing increased perceptions of social presence. However, proponents of nonhu-
man avatars also put forth compelling arguments, where some felt that nonhuman-
presenting avatars were ’cute’ but completely inappropriate within system context
(Quote:“Burnout is a serious problem, talking to cute icons would make me feel
like if I was in a game.”), they felt said avatars were ’cute’ and more supportive of
system goals than human avatars (Quote:“The characters brings happy thoughts :)
and the person one feels therapist-y”). Furthermore, several participants expressed
concerns about the lack of inclusivity in the avatar design choices and hoped for
more customization in this area.

As for sRQ3, 58.33% of participants preferred a chatbot-focused style of goal
editing. Those who preferred the chatbot emphasized ease-of-use, social presence,
and communication. Navigation based editing flows were discussed as more editable
and providing better goal overviews.

sRQ4 tested two dimensions of personality as expressed through language; ex-
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4.3. User Trials

Figure 4.5: Predicted Closeness Across Four Linguistic Styles.

traversion – introversion and formality – informality. 66.67% of participants pre-
ferred a formal — extroverted chatbot. Some participants described the informal
linguistic style as ’ingenuine’ and ’inappropriate’, while some actually read the for-
mal speech as more ’casual’ citing the ’directness’ as an aspect of ’friendliness’.
Similar aspects of ’friend-like behaviour’ and ’closeness’ were discussed in relation
to introverted-linguistic-style use. This unexpected outcome is reflected in Figure
4.5, where formality and introversion seem to correlate with higher perceived close-
ness. In this analysis, we map the circles of the ISO to a numerical value from 1
(not close at all) to 7 (extremely close), then aggregate participant responses using
kernel-based density estimators [141]. The estimators return a probability distribu-
tion of perceived closeness over four linguistic styles. We used a Gaussian kernel and
the bandwidth smoothing method ’Scott’s Rule’ [151], such that data was smoothed
by a factor of n× ( −1

d+4), for this analysis. Here n is the number of data points and
d the number of dimensions.

Nonetheless, the extraverted bot was preferred by participants due to its greater
perceived levels of warmth, care, and consideration (Quote:“It feels professional but
still friendly. Option 2 is too abrupt, to the point and cold. It seems as if something
is wrong in the feelings of the person.”).

Lastly, we wish to note that many participants expressed a sense of disorientation
in their responses. In fact, we can see in Figure 4.6 that ’confusing’ was among the
common keywords participants associated with the system (though the keywords
’easy’ and ’simple’ also occur the same amount). In some cases, this sense arose from
the design of the study itself (Quote:“I could not understand some instructions”). In
some others, it flowed from the structure of the system, where both push notifications
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4. Prototype Development

Figure 4.6: Keywords Participants Associated with Prototype

Figure 4.7: Perceived Chatbot Personality

and navigation order were points of confusion for users (Quote:“[…] sometimes it was
hard for me to keep track where I am in the app”). Other notes included the desire
for a more aesthetically neutral design.

Pilot Study

Sub-research question sRQ5 was addressed in question three of our survey. The
users described the personality of M as seen in Figure 4.7. These responses indi-
cated we were able to successfully convey an extraverted communication style in our
chatbot, though formality was seemingly not conveyed as clearly.

As for sub-research question sRQ6, it was addressed across several questions.
Overall, participants were comfortable working with the bot (75% Yes, 25% Some-
what), though they did not feel particularly close to it (see Figure 4.8). Participants
did, however, feel the bot was effective at providing emotional support (average Lik-
ert score avg = 4, std = 0.71), and interested in their needs (avg = 4, std = 1.22).
In terms of humanness, the chatbot scored an average of 31.75 with std = 2.49,
suggesting our bot conveyed a strong sense of social presence. See Figure 4.9 for a
breakdown of humanness scores across their four dimensions.
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Figure 4.8: Perceived Closeness to Chatbot

Figure 4.9: Properties of Humanness
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Participants also noted that the prototype overall was informative (“[…] it was
giving me practical tips”) and easy to use. However, some issues with bot behaviour
were detected. Learning the user’s name was a particular weak point, with one user
pointing out the bot repeated their name in sentences, and another encountering an
issue with the bot not learning their name at all. Moreover, it was not always clear
to participants whether the bot’s behaviour at a given moment was correct (“It did
require me to ’tell me more…’ I’m guessing it couldn’t comprehend my reply the first
time.”).

4.4 Design Iterations
Based on these reviews and studies, we effected many changes throughout the
project’s lifetime.

Healthyboel, discussed by our expert consultants, eventually became the main
fallback support for our system, and the point to which we redirect students seek-
ing more help. Drawing from this same expert advice, we also elected to design
our short-term interventions around mindfulness-, acceptance-, and value-based ap-
proaches with a focus on person-centred practice. Cognitive approaches would be
reserved for users further along on their journey with the system. We thus built our
introduction session milestones around context-awareness, relationship-building, and
breath-work.

Mood-tracking features were introduced based on participants’ suggestions. Sim-
ilarly, the ’Avatar Selection’ feature, present in the first prototype iteration, was
dropped. In the second iteration of our system design, users interacted with a chat-
bot represented by a fixed human-presenting androgynous, ethnically ambiguous
avatar instead. Moreover, chatbot-based goal editing flows were chosen over classic
navigation styles, and non-core features were dropped to increase ease-of-use and
design simplicity. This second iteration design was also made more aesthetically
neutral.

Initial user response also led us to select a formal (or professional) but extraverted
style of language for our chatbot’s interactions.

Post pilot study, we further implemented some changes to our conversation de-
sign. Firstly, to increase the sense of social presence in chatbot interaction, message
typing delay was changed from a fixed value to one dependent on string length.
Moreover, some bot lines, such as “tell me more about that…”, were reworded to
make it more clear when that response is appropriate, becoming “I see what you
are saying, tell me more…”. Lastly, the inconsistent and often incorrect behaviour
around name learning was addressed by removing this feature from the system.
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Chapter 5

Implementation

Given user initial studies, and our review of similar chatbots in this field, we drew
up a list of functional requirements, seen in Appendix K. From these requirements,
the following technologies were selected for implementation: HTML and JavaScript
to develop the overall system, and Rasa (Version 3.0) [16] to develop the chatbot
specifically.

Rasa is an open source infrastructure platform for developing conversational AI
based, as of Version 1.8, on the Dual Intent and Entity Transformer (DIET) intent-
classification and entity-recognition architecture [104, 19]. The DIET architecture
is modular and compact, able to work with other pre-trained word embeddings
like BERT and GloVe, though by default it depends on more spare featurizers. It
achieved an F1 score of 90.18% on intent classification, and 86.04% on entity recog-
nition [19]. In our architecture, the DIET was also augmented with the pretrained
English language NLP model from SpaCy 1, to improve named entity recognition.
Training data for Rasa is provided in the form of developer-generated stories, in-
tents, and actions which are formatted as YAML files (See Listing 1). Training data
could also be collected from test conversations. Rasa was selected for this study due
to its flexibility as a platform, its emphasis on data privacy and GDPR compliance
[136], and the active development community surrounding it 2.

The prototype was made publicly accessible on ii.tudelft.nl/burnout-support/
using a Google Compute Engine3 instance, a Socket.io 4,5 channel, and the Rasa
interface widget, Botfront 6 (See Listing 2).

1spacy.io/usage/models
2forum.rasa.com
3cloud.google.com/compute
4socket.io/
5rasa.com/docs/rasa/connectors/your-own-website#websocket-channel
6github.com/botfront/rasa-webchat
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5. Implementation

stories:
- story: greet

steps:
- intent: greet
- action: utter_hello
- action: utter_iamm
- action: utter_whatisname
- action: name_form
- action: utter_nicetomeetyou
- action: utter_askmood
- checkpoint: moods

Listing 1: An Example Greeting Story for Model Training

5.1 Intervention Design

Structure-wise, we borrow the implemented design of our conversation from the clear
intervention design structure of Addis et al. (2004) [3] as well as our discussions with
experts, wherein the first step of a given intervention is the understanding of how
’depression’, or in this case ’burnout’, works and how it is related to the user’s
behaviour and experiences. This introduction was followed by the participant’s
sharing of said experiences and behaviours with the chatbot before moving on to the
simple therapeutic exercise of breathing manipulation. Figures 5.1 & 5.2 illustrate
the dialogue flow in the prototype.

In the upcoming subsections, we detail how different aspects of this flow were
developed.

5.1.1 Administrating the OLBI

The OLBI, introduced in Chapter 2 consists of sixteen items answered using a five
Likert point scale from strongly agree to strongly disagree. To work within the con-
straints of Rasa, and as we would not be performing diagnostic functions, the scale
was abbreviated to five items scored on a two point scale. The abbreviated question
set is seen in Appendix L. It was administered to users using Rasa’s button response
functionality. This reduces errors resulting from incorrect intent classification and
speeds up the form-filling process, while maintaining the conversational style of the
chatbot.

5.1.2 Listening to the User

The bot encouraged user self-disclosure and emotional expression by asking leading
questions, using overt continuers, and expressing empathy, as discussed in Chapter
2. The bot also practised self-disclosure through emotional and personal utterances,
encouraging reciprocal user disclosure.
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const queryString = window.location.search;
const urlParams = new URLSearchParams(queryString);
const userid = urlParams.get('userid');

!(function () {
let e = document.createElement("script"),

t = document.head || document.getElementsByTagName("head")[0];
(e.src =

"https://cdn.jsdelivr.net/npm/rasa-webchat@1.0.1/lib/index.js"),
(e.async = !0),
(e.onload = () => {

window.WebChat.default(
{

customData: { language: "en" , "userid": userid},
selector: "#webchat",
socketUrl: "http://<url>:5005",
socketPath: "/socket.io/",
fullScreenMode: true,
embedded: true,
title: "M: Burnout Support",
inputTextFieldHint: "Say hi!",
isChatOpen: true,
showCloseButton: true,
profileAvatar: "http://<url>/icon_bot_1.png",
tooltipDelay: 500,
initPayload: "/greet",
hideWhenNotConnected: false,
storage: "session"

},
null

);
}),
t.insertBefore(e, t.firstChild);

})();

Listing 2: Abbreviated Botfront Chatbot JavaScript Interface

Throughout the conversation, the bot would prompt the user to speak about
whatever is on their mind two to three times before proposing each goal.

5.1.3 Creating Goals

Goals were created for the user based on their answers to the OLBI, and presented
to them as though learned from conversation.
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5. Implementation

Figure 5.1: Dialogue Flow Part 1

Using Rasa’s action server and custom slots, user answers were recorded as they
worked through the OLBI. Once the form was complete, a score was calculated for
each goal, equal to the score of its associated OLBI question (accounting for the
inverted scores of negatively worded questions). The goals with the lowest score
would be those most relevant to the given user. Purposefully irrelevant goals were
also used to augment this goal list so that it was always possible to select blatantly
incorrect goals and allow users the opportunity to correct the system.

The association between goals and OLBI questions was created based on psycho-
logical background theory, for example the goal ’being more present’ was associated
with question eleven. See Appendix M for the full mapping.

Whether the system proposed a correct or incorrect goal at a given point in the
conversation was dependent on the experiment design. Proposed goals were not
to be proposed again. Once a goal was proposed, a user could accept, deny, or
change the goal. On choosing to change a goal, the user was prompted with two
possible alternatives to choose from, those being the next most relevant goal, and
an irrelevant goal.
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Figure 5.2: Dialogue Flow Part 2

5.1.4 Exercise Coach

Based on the aforementioned consultations with the TU Delft student psychologists,
breathing manipulation was selected as the most relevant therapeutic exercise to the
largest set of users. The exercise was implemented using an animated image which
illustrates the 4-4-4-4 box breathing technique [121], and allows the user to sync
their breathing to the animation. The image was sent along with a text message
from the chatbot using Rasa’s image message features.
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Chapter 6

Experiment Design

6.1 Hypotheses

Previous studies in trust and perceived control have not employed granular, multidi-
mensional, measures of trust. Thus, it is not possible for us to ground our hypotheses
fully in the literature. However, Honeycutt et al. [59] do speculate in their discussion
whether the negative impact on trust brought on by the interactive learning features
was due to the action of system correcting embedding system mistakes more deeply
in the users’ memory than system successes. We thus expect our findings to conform
with the following:

1. H1: Variance in control level has a positive correlation with perceived benev-
olence.

2. H2: Variance in control level has a negative correlation with perceived com-
petence.

6.2 Participants

Over the course of two weeks, 109 participants were recruited for this experiment, the
inclusion criteria demanded participants be over 18, currently attending a university,
or a recent graduate, and comfortably proficient with the English Language. Of those
participants, 35 completed the whole study, for a follow-through rate of 32.11%

Participants were not screened for clinical burnout, but assumed to experience
some level of stress in their day-to-day life as students, which would lead them to
be interested in our prototype.

Study participants had the characteristics summarized in Table 6.2 and Figure
6.1.
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Gender 63.33% Female, 33.33% Male, and Other 3.33%
Age Group 3.33% 18-21, 56.67% 21-24, 23.33% 24-27, 13.33%

27-30, and 3.33% 35+.
Status 36.67% Undergraduate, 30% Postgraduate, and

33.33% Recent Graduate.
Occupation 3.33% Art, Design, and Entertainment, 3.33%

Bio and Chemical Engineering, 10% Business, Fi-
nance and Management, 26.67% Mechanical, Elec-
trical, and Aerospace Engineering, 6.67% Health-
care, 6.67% Law, Politics, and History, 3.33% Social
Sciences, 40% Computer Science and Mathematics.

Geographic Area of Origin 16.67% Southern Europe, 6.67% South Asia, 36.67%
Western Europe, 30% East Asia, 3.33%Middle East,
3.33% North America, and 3.33% Northern Europe.

Had Previous Experience
with Wellbeing Apps 23.33% Yes, and 76.67% No.

Technical Skills 20% Far above average, 43.33% Somewhat above av-
erage, 26.67% Average, 6.67% Somewhat below av-
erage, and 3.33% Far below Average.

Table 6.2: Characteristics of the Surveyed Population

6.3 Measures

A few metrics for user experience are used to gather user feedback and perform
evaluations:

• Trust, via the Human-Computer Trust Scale [52]. The Human-Computer
Trust scale uses four dimensions; benevolence and competence, which are com-
mon to most trust scales, as well as perceived risk, replacing the more common
integrity, and general trust. It is a 12 item, 5-point Likert scale. Items measur-
ing perceived risk were excluded from this study as it was not an investigated
concept.

• Perceived Control, via an adapted version of the scale developed by Yu
[179]. This scale was developed to measure control in intelligent-system-user
interaction. The scale was modified as to better suit our experiment task.
Where Yu [179] used the consistency of interaction rhythm in mixed initiative
chatbots to manipulate sense of control, we used goal editing. Therefore, the
statement I was controlling the pace was rewritten as I was controlling M’s
understanding of me. Moreover, while the original version used the statement
The software intended to challenge me to convey feelings of frustration with
an inconsistent system, we used M intended to complete its own task to better
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Figure 6.1: Distribution of Educational Background of Sample Population

align with the kind of impression a negative interaction with a supposedly
adaptive system would invoke. The scale consists of 5 bipolar items.

• Usability, via the UMUX-LITE [87]. Usability is generally defined around
the effectiveness and efficiency of an artefact, as well as the user’s satisfaction
with their product experience 1, and is generally the core metric used in UCD
[64]. The UMUX-LITE is a 2-item, 7-point, Likert scale designed to concisely
measure subjective usability.

• Humanness or Mindless Anthropomorphism, as introduced in Chapter
4 from Kim et al. (2012) [72].

• Closeness, as detailed in Chapter 4 from Aron (1992) [9].

• Attitude Towards AI, via two, five-point Likert scale, items used to catego-
rize users based on their pre-existing Attitude Towards AI. We borrow these
items from the 20 item questionnaire proposed by [147].

All measures and questionnaires can be found in Appendices O and P.

6.4 Procedures
First, all participants completed a pre-test qualitative survey establishing their base-
line attitude towards interactive intelligent systems. Users also provided demo-
graphic data including age range, gender, geographic area of origin, and technical
skill level. Participants were then randomly split into control and experimental
groups, where they conversed with the chatbot as it suggested therapeutic goals to

1usability.gov/what-and-why/usability-evaluation.html
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them. The control group were unable to correct the chatbot when it was mistaken,
while the experimental group were. The bot proposed goals to users in the follow-
ing pattern: irrelevant goal, most relevant goal, irrelevant goal. Thus, the system
showed some inconsistent signs of improvement after it has been corrected, but did
not give the unrealistic impression that it could learn perfectly from one piece of
feedback. The in-between subject experiment design was chosen to avoid biasing
the user’s impression of the chatbot.

During the post-test, participants completed the human-computer trust, per-
ceived control, usability, closeness, and humanness surveys. Users also answered
a few short-answer questions regarding the reasoning behind their survey answers,
allowing them to delve deeper into their experience.

All data were collected via an online survey hosted on Qualtrics. Study proce-
dures and relevant concepts are illustrated in Figure 6.2. Study procedures were
approved the TU Delft Human Research Ethics Committee (application number:
2005).

We note here that over the course of the two weeks of data collection, we did
enact one change to the behaviour of the chatbot. The conversational branches
were pruned so that the model behaved in a more stable manner and classified
intention more consistently. Issues with intent misclassification did in fact persist
after this change, but seemed to be less severe. Before this change we had recruited
19 participants, the remaining participants were recruited afterwards. We expect
this change made it more likely for participants to have been able to complete the
requisite bot interaction before moving on to the post-test survey, but would not have
affected their perception of system usability too drastically, since misunderstandings
were not completely eliminated.

6.4.1 Data Analysis

Data were processed so that Likert scale answers were converted into numerical
scores (inverting for negatively valenced questions) and then aggregated and nor-
malized. Attitude towards AI and Skill with Technology were not normalized. As
survey questions did not force participants to answer, some items had missing an-
swers. In those cases, respondent answers on the inventory associated with said
missing item were dropped from the analysis.

Quantitative Analysis

The first step of our analysis was to perform a manipulation check. By comparing
perceived control across our experimental and control groups, we verified whether
withholding the ability to edit goals significantly affected participants’ sense of con-
trol. Testing was carried out using a Bayesian t-test [78]. Bayesian analysis is the
distribution of degree of belief over a range of values given a set of input data [78],
allowing us to form a more probabilistic understanding of our hypotheses [132]. We
performed this analysis using JASP [66], calculating first the posterior distribution
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Figure 6.2: Experiment Procedures

and the Bayes factor. Bayes factor is the ratio between marginal likelihoods of null
and alternative models, and is used to quantify the extent to which evidence is
likely under a model [132]. A Bayes factor of 3 − 10 is generally considered mod-
erate evidence, and a factor of 10− 30 strong evidence [67]. Moreover, moderation
analysis with Bayesian Linear Regression was used to investigate whether a signifi-
cant relationship exists between participant demographic information and perceived
control.

Next, we investigated the effect of perceived control variance on competence,
benevolence, and general trust in a two-level between subject design, using Bayesian
correlation. For our prior distribution, we used a Cauchy distribution centred around
d = 0.45 [148], since based on prior literature [59, 54], we expected to observe a
medium-size Cohen′s d effect in our data. The Cauchy distribution is similar to the
normal distribution, albeit with less central mass [142], and is a common choice for
Bayesian priors [132]. To further test the robustness of our evidence, we also repeat
our analysis over a range of prior values [132]. Lastly, we again use moderation
analysis, this time using both Bayesian and frequentist Linear Regression, to study
the interaction effects of secondary factors on the relationship of perceived control
and trust (components).
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Qualitative Analysis

Collected qualitative feedback was analysed using grounded theory approaches [49].
An initial codebook was developed using open-coding on a third of collected re-
sponses (n = 10), then refined and finalized using (n = 21) responses.
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Chapter 7

Results

7.1 Manipulation Check

In this analysis, users who had trouble completing the conversational flow with
the bot, and therefore only saw one or no goal(s) throughout the interaction, were
excluded from the data set. This is because they did not interact enough with the
goal setting and modification mechanism for their sense of control to be influenced
by the manipulation. Of our n = 35 participants, this excluded n = 11, for a total of
n = 24 responses, with a further two responses excluded for missing data. However,
it is worth noting that users may have underreported how many goals they saw
throughout the conversation when answering the survey, though since we did not
log user conversations we cannot correct for this.

We split our data on experimental group, so that we had n = 12 participants
in the Control group, and n = 11 participants in the Experimental one. We then
compared the two group’s mean perceived control using an independent samples t-
test with the default prior of 0.707. From Figure 7.1 we see the effect was anecdotal
[67]. With a Bayes Factor of 0.985, observing the data we do is 0.985 time more likely
to occur under our model (where perceived control was higher in the experimental
group) than the alternative, null, model. In Figure 7.2 we can see that our evidence
remained in the anecdotal range across all possible prior values.

Our experimental group showed only a marginally higher average perceived con-
trol (Mexp = 0.185,Mcontrol = −0.278), further suggesting goal modification to not
have contributed strongly to manipulating the user’s sense of control. See Figure
7.3.

7.1.1 Other Factors and Perceived Control

Next, we use Bayesian linear regression to ascertain if other factors, specifically
participant demographic information, significantly moderated the effect of experi-
mental group on perceived control. Using Bayesian linear regression, with default
JASP model prior values (a beta binomial prior with a = 1, b = 1), we analyse the
model in Equation 7.1, where the interaction of the newly introduced factors and
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Figure 7.1: Prior vs Posterior Distribution of Perceived Control By Experimental
Group

the experimental group represents these factors’ moderating effect [15]. Different
models were automatically generated from this baseline formula and their predictive
power was compared, the six best models are listed in Table 7.1.

precivied− control = β0 · group+ β1 · gender+
β2 · age+ β3 · origin+ β4 · tech− skill+

β5 · (group ∗ gender) + β6 · (group ∗ age)+
β7 · (group ∗ origin) + β8 · (group ∗ tech− skill) + εi

(7.1)

We can see that participant demographic information had no predictive power
over their perceived control. For all models except the model relying solely on
experimental group to predict perceived control, the predictive Bayes Factor (BF10)
was < 1.00. Again, we can see the weak relationship between experimental group
and perceived control, with the experimental group model being marginally more
effective at perceived control prediction than the null model (BF10 = 1.515 > 1.00).
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Figure 7.2: Bayes Factor in T-test across Several Priors: Perceived Control By
Experimental Group

Figure 7.3: Raincloud Plots of Perceived Control Means by Experimental Group
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Table 7.1: Comparison of the six best models of the perceived control—experimental
group relationship

Models P(M) P(M|data) BFM BF10 R2

Null model 0.238 0.443 2.540 1.000 0.000
Group 0.026 0.075 2.962 1.515 0.116
Gender + Age + Origin +
Skill + Group + Group * Gender +
Group * Age + Group * Origin +
Group * Skill

0.238 0.058 0.198 0.132 0.324

Age 0.026 0.038 1.464 0.779 0.068
Origin 0.026 0.031 1.160 0.622 0.050
Skill 0.026 0.030 1.133 0.607 0.049

7.2 Perceived Control and Trust

7.2.1 Initial Analysis

Since the relationship between experimental group and perceived control is weak, we
did not analyse differences in trust between these two groups of participants. Instead,
we used Bayesian correlation to investigate the relationship of perceived control with
benevolence, competence, and general trust directly, with a prior width of 1

3 [148].
However, we did, again, exclude the n = 11 participants who encountered only one
or no goal(s) in the conversation. From Table 7.2.1 we can see that in the cases
of general trust and competence, this correlation was anecdotal, while benevolence
showed moderate to anecdotal (see Figure 7.4) correlation with perceived control
(r = 0.453, BF10 = 3.016). See Figure 7.5. This evidence then goes some way
towards supporting our first hypothesis (H1), but not our research question (RQ1),
since the variance in perceived control was not necessarily caused by the ability to
edit goals.

n Pearson’s r BF10 Lower 95% CI Upper 95% CI
Perceived
Control - Comp. 23 0.185 0.601 −0.227 0.484

Perceived
Control - Ben. 23 0.453 3.016 0.003 0.652

Perceived
Control - Trust 23 0.055 0.461 −0.322 0.398

Table 7.2: Bayesian Pearson Correlations: Perceived Control & Trust Dimensions
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Figure 7.4: Bayesian Pearson Correlation Robustness Check: Perceived Control &
Benevolence

Figure 7.5: Raincloud Plots of Benevolence grouped by Experimental Group
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7.2.2 Expanded Analysis

Here, the previously excluded participants, who had been removed on the basis of
the depth of their interaction with the bot, were re-introduced to the data set. In this
analysis, we again cannot claim that the variance in perceived control, and whatever
effect said variance had on trust, were results of goal editing ability. However,
since we are interested in perceived control variance in general, whether it arises
from technical issues, design choices, or from our experimental setup, it follows that
we should investigate the effects of this variable on benevolence, competence, and
general trust across all participants. Of these participants, two were excluded for
missing data. In this analysis, we saw moderate evidence for an influence of perceived
control over benevolence (See Figure 7.6) with r = 0.448, BF10 = 7.150. Evidence for
this relationship remained in the moderate range across all priors (see Figure 7.7). If
we group participants by their perceived levels of control (High: x ∈ x ≥ 17, n = 15.
Low: x ∈ x < 17, n = 20), we can also see this relationship in the difference in mean
perceived benevolence between the two subsets (Mhigh = 0.381,Mlow = −0.2860)
(See Figure 7.8). Nonetheless, the exact effect size in this relationship remains
fairly uncertain; bound with 95% confidence between 0.082 − 0.630. Meanwhile,
competence and general trust again exhibited only anecdotal evidence towards a
correlation with perceived control. Thus, we can say our data offers support towards
H1, but not H2, or RQ1 and RQ2.

Table 7.3: Bayesian Pearson Correlations: Perceived Control & General Trust

n Pearson’s r BF10 Lower 95% CI Upper 95% CI

Perceived
Control - Ben. 33 0.448 7.150 0.082 0.630

Perceived
Control - Trust 33 0.222 0.749 −0.131 0.475

Perceived
Control - Comp 33 0.291 1.232 −0.070 0.523

Other Factors and Trust

We then studied the effects of moderating factors on the relationship between per-
ceived control and trust, much as we have done for experimental groups and per-
ceived control. Instead of demographic information, we are now interested in other
aspects of the system interaction measured during the experiment, namely usability,
humanness, closeness, and attitude towards AI. Using Bayesian linear regression, we
analysed the model in Equation 7.2, using a beta binomial model prior of a = 3, b = 3
[148] [15].

Since benevolence and perceived control were moderately correlated in the previ-
ous analysis, we began by investigating this relationship further. In Table 7.4 we can
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Figure 7.6: Bayesian Pearson Correlations: Perceived Control & Benevolence

see that usability, humanness, and closeness had little moderating effect on the rela-
tionship between perceived control and benevolence, all exhibiting less likelihood to
be included in a predictive model of benevolence than perceived control. Meanwhile,
the interaction effect of perceived control and attitude towards AI exhibited a higher
likelihood of inclusion than perceived control alone (BFinclusion = 1.117 > 0.745).
This interaction was also the only one which was included within the top six pre-
dictive models of benevolence (See Table 7.5).

Interestingly enough, the best models of benevolence in this analysis mostly did
not use perceived control at all, and the top model relied on closeness alone as
predictor with posterior odds of P (M |Data) = 0.084. However, the model which
does contain perceived control (as well as humanness and attitude towards AI),
though of lower posterior odds, has 3.093 times the likelihood of co-occurring with
our observed data, than a model containing only closeness [167]. If we use classic
frequentist multiple linear regression to compare these two models, we can see the
latter achieves higher R2 and adjusted R2, as well as lower root mean squared error
(RMSE) (See Table 7.6). Thus, though both models achieve statistical significance
(See Table 7.7), the model containing perceived control, humanness, and attitude
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Figure 7.7: Bayesian Pearson Correlations Robustness Check: Perceived Control &
Benevolence

Figure 7.8: Raincloud Plots of Benevolence grouped by Perceived Control
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towards AI is a better fit over our data [55].

benovalnce = β0 · control + β1 · closeness+ β2 · humanness

+β3 · attitude+ β4 · usuability + β5 · (control ∗ closeness)
+β6 · (control ∗ humanness) + β7 · (control ∗ attitude)

+β8 · (control ∗ usuability) + εi

(7.2)

Table 7.4: Posterior Summaries of Coefficients: Benevolence
& Perceived Control

Coefficient P(incl) P(excl) P(incl|data) P(excl|data) BFinclusion

Intercept 1.000 0.000 1.000 0.000 1.000
Perceived
Control

0.699 0.301 0.634 0.366 0.745

Human-
ness

0.598 0.402 0.711 0.289 1.653

Attitude 0.598 0.402 0.668 0.332 1.349
Closeness 0.598 0.402 0.721 0.279 1.738
Usability 0.598 0.402 0.378 0.622 0.408
Per. Cont.
* Human-
ness

0.334 0.666 0.251 0.749 0.670

Per. Cont.
* Attitude

0.334 0.666 0.359 0.641 1.117

Per. Cont.
* Closeness

0.334 0.666 0.180 0.820 0.438

Per. Cont.
* Usability

0.334 0.666 0.152 0.848 0.357

Table 7.5: Comparison of the six best models of the benevolence-perceived control
relationship

Models P(M) P(M|data) BFM BF10 R2

Closeness 0.027 0.084 3.302 1.000 0.428
Closeness + Attitude 0.011 0.053 5.089 1.568 0.511
Humanness + Closeness 0.011 0.048 4.595 1.423 0.506
Per. Cont. + Humanness + Attitude
+ Per. Cont. * Attitude 0.005 0.043 10.006 3.093 0.633

Humanness + Closeness + Attitude 0.006 0.042 7.224 2.240 0.576
Humanness 0.027 0.034 1.268 0.405 0.383
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Table 7.6: Linear Regression Model Comparison: Benevolence

Model R R2 Adjusted R2 RMSE

Hper.cont.0 0.000 0.000 0.000 0.951
Hper.cont.1 0.803 0.645 0.588 0.610
Hcloseness.0 0.000 0.000 0.000 1.000
Hcloseness.1 0.601 0.361 0.341 0.812

Table 7.7: ANOVA of two benevolence predicting models

Model Sum of Squares df Mean Square F p

Hper.cont. Regression 16.925 4 4.231 11.354 < .001
Residual 9.317 25 0.373

Total 26.242 29
Hcloseness Regression 12.262 1 12.262 18.614 < .001

Residual 21.738 33 0.659
Total 34.000 34

We repeat this analysis with general trust and competence as our dependant
variables. Moderating effects on perceived control remained minimal. In the case of
competence, the best predictors were closeness and usability (see Table 7.8). As for
general trust, it was best predicted by attitude towards AI and usability. Tables 7.9
and 7.11 show both models to also have statistically significant predictive powers.
Our model of competence achieved an R2 = 0.591, an adjusted R2 = 0.564, and
an RMSE = 0.666. As for trust, this predictive model achieves an R2 = 0.570, an
adjusted R2 = 0.543, and an RMSE = 0.685.

Table 7.8: Comparison of the six best models of the competence—perceived control
relationship

Models P(M) P(M|data) BFM BF10 R2

Closeness + Usability 0.011 0.238 28.524 1.000 0.654
Usability 0.027 0.127 5.232 0.214 0.551
Attitude + Closeness + Usability 0.006 0.089 16.092 0.671 0.686
Closeness 0.027 0.057 2.158 0.095 0.520
Attitude + Usability 0.011 0.052 4.980 0.217 0.606
Per. Cont. + Closeness + Usability 0.006 0.050 8.672 0.377 0.669

Lastly, we analysed the difference in effect between competence and benevolence
on general trust. Once again, we used Bayesian linear regression with default JASP
prior settings. Here we can see perceived competence emerged as a more strongly
predictive factor of general trust than perceived benevolence (See table 7.12). When
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Table 7.9: ANOVA of Competence’s best predictive model

Model Sum of Squares df Mean Square F p

H1 Regression 19.285 2 9.643 21.717 < .001
Residual 13.320 30 0.444

Total 32.606 32

Table 7.10: Comparison of the six best models of the trust—perceived control rela-
tionship

Models P(M) P(M|data) BFM BF10 R2

Usability 0.027 0.232 10.860 1.000 0.511
Attitude + Usability 0.011 0.147 15.707 1.580 0.586
Closeness + Usability 0.011 0.119 12.311 1.279 0.578
Attitude + Closeness + Usability 0.006 0.074 13.239 1.438 0.630
Closeness 0.027 0.036 1.328 0.154 0.429
Humanness + Usability 0.011 0.032 3.039 0.347 0.527

Table 7.11: ANOVA of General Trust’s best predictive model

Model Sum of Squares df Mean Square F p

H1 Regression 19.316 2 9.658 20.586 < .001
Residual 14.544 31 0.469

Total 33.860 33

correlating competence and general trust, we could see the strength of this relation-
ship with r = 0.868, BF = 3.151e+8, in comparison to the r = 0.515, BF = 26.065
of the benevolence—general trust correlation (see Figure 7.9, as well as Table 7.13).
This implies that, in our use case, participants prioritized competence over benevo-
lence in their general trust judgements.

Table 7.12: Comparison of all models of trust based on competence and benevolence.

Models P(M) P(M|data) BFM BF10 R2

Comp. 0.167 0.792 19.008 1.000 0.754
Ben. + Comp. 0.333 0.208 0.526 0.132 0.754
Ben. 0.167 7.784e− 8 3.892e− 7 9.831e− 8 0.263
Null model 0.333 8.498e− 9 1.700e− 8 5.367e− 9 0.000
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Table 7.13: Bayesian Pearson Correlations: Trust & Competence vs Benevolence

n Pearson’s r BF10 Lower 95% CI Upper 95% CI

Ben. - Trust 35 0.515∗ 26.065 0.205 0.710
Comp. - Trust 34 0.868 ∗ ∗∗ 3.151e+ 8 0.728 0.929

Figure 7.9: Bayesian Pearson Correlation: Competence & Trust

7.3 User Feedback

Of our n = 35 participants, n = 31 answered the optional qualitative question
on perceived changes in accuracy, n = 28 answered the question on factors which
affected their sense of trust, and n = 29 addressed the importance of goal edit-
ing capability. We analysed the first third of these responses to create our initial
codebook, then refined and finalized said codebook with the remaining responses.
Selective coding was used to cluster and categorize granular codes. The codes, their
descriptions, and categories can be seen in Appendix Q.
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7.3.1 Accuracy and Improvement

Of the n = 25 participants who indicated whether they felt the chatbot’s recommen-
dations improved over the course of the conversation when answering this question,
52% said Yes, 44% No, and 4% were Neutral. This is an interesting mix of re-
sults, as we know from our experimental setup that recommendation relevance was
fixed throughout the conversation, and did not take into account user feedback even
though the user was informed it would. Nonetheless, more users felt their feedback
was effectively incorporated into the chatbot than not, citing factors such as sup-
portiveness ( “Yes, it seemed to understand what I was feeling/needed.”), adaptation
(“Yes, it went from completely generic to somewhat personalized”), and competence
(“Yes, M came up with right conclusions”). On the other hand, participants who
disagreed also cited competence as a key influence over their perception of model
accuracy (45.5% of all participants who felt the model did not improve during the
conversation discussed this perception in relation to concepts of competence) (“No.
I didn’t mention anything related to M’s recommendations”). Other influences were
disorientation, a concept somewhat related to poor competence but with a greater
focus on the system and study usability and less on the chatbot’s suitability to
its tasks, and lack of explainability (“No, I did not understand why things w[h]ere
suggested”). Similarly, the remaining neutral response referenced both competence
and adaptation, such that the participant felt the system did adapt to some of their
responses but did not prioritize its recommendations well. Participants who did
not address the question of accuracy fluctuations in their answers instead discussed
disorientation and technical issues they encountered with the system, including the
skipping of conversation segments and the failing to understand user input. See
Figure 7.10.

7.3.2 Goal Editing and Trust

Participants cited many factors as impacting their trust in the system. 25% discussed
elements related to benevolence (“The friendly tone and words M used, which made
me feel safe[…]”). 39.3%mentioned competence related factors (“it is still sometimes
not understanding what I[’]m telling[ it,] so feels a bit dumb”). Three participants
explicitly discuss the automated nature of the system, both negatively and positively
(“[…], but because it is rather transparently a chatbot. I don’t generally trust systems
like these because they can break easily.”), and two the academic context in which the
conversation was taking place (exclusively positive) (“M itself didn’t assure me that
our conversation would be private. If we removed the context of this being a study[,]
that would definitely affect my sense of trust for it”). Lastly, lack of explainability
was discussed as a deterrent to trust (“I don[’]t know what information is in M and
what the recommendations are based on”). See Figure 7.11.

In terms of the capacity to edit goals, 76.9% or (20 out of 26) of participants
wished for, or appreciated, this feature, while 19.2% were not interested, and 3.8%
were neutral. This was somewhat unexpected, as our quantitive results indicate
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Figure 7.10: Feedback on perceptions of model accuracy

goal editing did not have a strong positive effect on users’ perceived control, and
yet it seems that users’ nonetheless valued this feature greatly. Of the participants
who were not interested in goal editing, only one explicitly discusses this feature as
“[…] too much trouble”. Otherwise, participants were explicitly interested in this
opportunity for increased autonomy “Yes, it would make it more customisable and
relevant to me” and possibly for improved chatbot performance “Yes, this gave me
the feeling of stirring th[e] chatbot into a more useful direction”.

7.4 Discussion

The goal of our research questions, RQ1 and RQ2, was to investigate whether pro-
viding feedback in the form of goal editing to an “ML” system would affect a user’s
perceived benevolence, competence, and general trust. We expected that partici-
pants who were able to change goals proposed to them by the system, instead of
simply accepting or rejecting them, would feel a greater sense of system benevo-
lence, but have a lower perception of its competence. In this chapter, we have only
tangentially addressed these questions, since our manipulation of perceived control
via goal editing and (simulated) feedback incorporation was not very effective, and
thus limited our ability to speak to the effects of goal editing on the user experience.
Given the prominence of disorientation in the participant feedback we received, we
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Figure 7.11: Feedback on trust influences in system interaction

expect this lack of effect was due to perceived control being too strongly affected by
other aspects of the system, such as intent misclassification and failure to understand
the users’ input, to be effectively manipulated through goal editing.

However, by divorcing the method through which we achieve variance in per-
ceived control from that selfsame variance, we did learn much about perceived con-
trol in general, and its relationship to perceived benevolence, competence, and gen-
eral trust. We observed that perceived control was moderately, positively, correlated
with benevolence with a Pearson’s r = 0.448. This effect size, which falls above the
median reported effect size in human research [150], lends support for hypothesis H1
that increased control would co-occur with increased perceptions of benevolence. We
now wonder if this relationship between perceived control and benevolence is largely
the reason studies have seen a positive correlation between trust and interactivity in
machine learning? While incorporating user feedback into a system may or may not
communicate ability on behalf of said system, it does communicate a certain consid-
eration of user needs on behalf of both the system and its developers (to quote one
participant: “I trust M in the sense that it will always want the best for me, […]”),
elements which are closely related to benevolence.

Though perceived control exhibited only a weak correlation with general trust
and competence within our study, it is possible such a relationship could emerge
given a larger dataset. When investigating a medium size effect using an in-between
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subject design, frequentist power analysis [38] and Bayesian sample-size literature
[43], both indicate a population in the range of 154 < n < 216 would best enable
its observation, a population much larger than recruited in this study. Further-
more, it is unlikely we would see a closer relationship between general trust and
perceived control without observing a similar relationship between perceived control
and competence. This is because, within our study setting, competence and general
trust seem to be much more strongly correlated than general trust and benevolence.
Such a relationship could indicate that competence is generally a more important
factor in predicting user trust, but it could also follow from perceived competence
(non-normalized) being lower (Mcompetence = 9.212, SD = 3.150) than perceived
benevolence (Mbenevolence = 11.353, SD = 2.321) in our setting, and thus more of
a deciding factor in user trust. If this were the case, we would then expect a more
competent system with lower benevolence to exhibit a stronger relationship between
trust and benevolence. Of course, it is possible no actual relationship exists between
general trust, competence and perceived control, and the effect detected on trust
by previous studies was entirely due to the effect on benevolence. However, if only
benevolence is tied to control via feedback incorporation, then it does not follow
that trust should decrease with user feedback as was seen in [59], thus we venture
that the relation does exist, but was not visible in our dataset.

As for our secondary factors, we saw evidence for a mixture of expected and
unexpected relationships.

In the case of benevolence, the strong influence of closeness and humanness
is most expected. Though all three scales have different goals, they do measure
concepts in relation to friendliness, intention, and intimacy, thus their correlation
is apt. Perceived control and benevolence, though it may the principal relationship
under investigation here, is a less obvious connection, and it is an indicator of the
strength of this correlation that perceived control is predictive of benevolence even
in comparison to these more related concepts. Attitude towards AI is then the most
interesting case, as it is the only secondary factor which expressed not only direct
influence over benevolence, but also moderated the relationship between benevolence
and perceived control. We can see how such a connection came to be; if a user is
naturally mistrusting of intelligent systems, even gestures of benevolence such as
feedback solicitation may be viewed as manipulative. If a user is overly positive
towards automation, they may place too much emphasis on this interactivity and
attribute unearned benevolence to the agent.

The other surprising relationship is the direct correlation of competence and
perceived closeness in the agent-user dyad. It is possible that users who felt closer
to the agent were more willing or likely to overlook mistakes or technical issues
during the interaction with the chatbot, leading to higher perceived competence
and vice versa. We can see how such a relationship can then lead to misaligned
trust in the system, much in the same way as attitude towards AI can. Either
the user is overestimating the system’s capability due to an overly intimate reading
of their relationship with it, or underestimating it because they do not feel close
enough. While this is already an issue as over- and under- trust can lead to mis-
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and dis- use of intelligent systems [81], it is also an issue because it may allow
developers to maliciously drive up user-system closeness without improving actual
system trustworthiness or capability.

The issue with separating manipulation method from data variance then be-
comes the difficulty of comparing our results to those we have seen in previous
studies from which we have taken inspiration. Though previous studies have also
used the manipulation of feedback incorporation into model development to affect
sense of control in the user, they did not (in all but one study [156] which did not
measure trust) actually measure perceived control. Thus, such studies analyse the
relationship between a tangential but not identical independent variable (feedback
incorporation) and trust, where we study perceived control and trust (components).
We therefore largely limit our conclusions to the scope of our study. Nonetheless,
one point of comparison is possible in relation to perceived accuracy improvement.
In both our study and [59] a surprising level of confidence is shown on the part of
participants that their feedback was incorporated into the model. [59] interpret this
increased perception of feedback usage as following from increased capacity to pro-
vide feedback. We suspect the same applies in our case, where even simply allowing
the users to reject goals may have impacted their sense of model adaption over time.

7.5 Threats to Validity

Possible threats to validity followed as a consequence of some of our design choices.
Firstly, we acknowledge our sample size is small, which in turn limits our ability

to generalize our findings to other settings and populations. Further, it limits our
ability to observe small-to-medium sized effects from our dataset, and so may be
preventing us from commenting on relationships that do in fact exist in the general
population.

Second, we note the subjectivity involved in detecting chatbot mistakes in this
setting. Though intent misclassification is easy enough for the user to observe, goal
recommendations, though we may have formulated them as irrelevant or relevant,
will not always be read thus by the user. Therefore, not every user, even controlling
for number of goals seen, will have observed the same ratio of hits and misses in
their subjective experience of the system. Since we chose to perform most of our
analysis directly on the correlations of perceived control and trust components, this
variance was not as concerning as it would have otherwise been. If we choose in the
future to analyse this data via independent group means testing on experimental
group, we would also have to be careful to control for how many goals a user accepts
(assuming that accepted goals are perceived as correct by the user).

Lastly, we acknowledge the non-deterministic nature of our chatbot, which was
developed via machine learning over conversational data, which can act as an un-
controlled source of mistrust at points. Since there was no way for us to guarantee
the chatbot will behave as expected at every conversational turn, the user then has
to handle issues of misunderstandings and failures, which greatly affects their view
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of the system and their capacity to use it to complete the study. In some cases,
the bot may fail without the notice of the user such that important parts of the
conversation are missed without knowledge of the user, which again would affect
their relationship greatly. As user-agent conversations are not recorded, we can only
estimate when these failures occur based on user answers to our survey, and control
for this variance accordingly (hence the two-pronged analysis earlier in this chapter).
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Chapter 8

Conclusions

In this thesis project, we have focused on building a chatbot which can be used
for supporting postgraduate students experiencing burnout, as well as enabling the
investigation of the relationship between perceived control (through feedback incor-
poration) and different dimensions of trust. Though similar chatbots existed which
support a variety of mental health issues [177, 131], none had focused on burnout
specifically. Moreover, while some studies had investigated the effect of interactive
machine learning on trust, none had used granular, dimensional, measures of trust
[59, 54, 156]. Our two research questions (RQ1 and RQ2) directed our investigation
in the direction of simulated goal learning, goal editing, and its effects on benevo-
lence and competence. Though we were not able to address these research questions
throughout the course of our research, we were able to investigate the correlation of
general perceived control and trust components directly. In this analysis, we found a
moderate positive correlation between perceived control and benevolence. Further-
more, we were able to design, develop, and deploy a chatbot which both supported
students, and enabled us to conduct our experiment.

8.1 Contributions

Some implications arise from our prototype evaluation. We know the incorpora-
tion of user feedback into model behaviour and system operation can be a complex
process, does the effect this process has on trust make it a worthwhile investment?
Based on our results, we would highly recommend this design choice. Though this
feedback incorporation mechanism had only a small effect on perceived control, and
thus its effects on trust (components) cannot be ascertained from this study alone,
the users’ feedback clearly states that such interaction was important to them. Users
were clear that these interactions would help them understand learning systems bet-
ter and improve their sense of autonomy, and should help them improve the system
itself as well. Of our participants, only one felt that this level of interactivity would
be too much work. Thus, the recommending of increased user control over intelligent
systems [50, 51, 7] is a justifiable design strategy.
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In our investigation, we did also uncover some moderating, and directly influen-
tial, factors within our trust (components) models. Attitude towards AI especially
emerged as an important moderating variable in relation to trust and benevolence,
and while pre-test trust and propensity to trust questions are a common part of
many trust studies, pre-existing user conceptions and expectations of AI are less
so. Though it was not a moderator, usability, as expected [47], emerged as a strong
direct influence over competence and general trust. Unexpectedly, user-agent close-
ness also directly influenced competence. We thus encourage future studies to be
mindful of these elements when designing experiments which involve perceived con-
trol so as not to misattribute variance in their data. We also advocate for the
further development of concise measures for attitude towards AI in order to enable
research to work with this variable more easily within their studies. Lastly, we want
to emphasize the importance of aligning signals of user-agent closeness in chatbots,
such as linguistic style and personalization, with actual agent competence to avoid
encouraging inappropriate trust in the system.

8.2 Limitations

A few limitations cropped up throughout this project’s lifetime. Firstly, the is-
sues of project funding and project timescale, which intertwined to mostly affect
our evaluation phase, namely our capacity for participant recruitment. With our
low follow-through rate, and inability to secure small financial incentives for par-
ticipation or extend our recruitment phase, we have limited our study to a small
population size. Though this population may be fairly representative of our end
goal user, this did limit the extent to which we can generalize our findings and our
capacity to observe small-to-medium effects, as discussed in Chapter 7. It is even
possible that, with more incentives for completing the study and a more robust sys-
tem, we would have attained a higher follow through rate and increased our sample
size within the same two-week timeframe.

Second, was the issue of hardware and virtual machine (VM) memory use upper
bounds. During the implementation phase of this project, we quickly became aware
that past a given conversation length or number of conversation branches, it would
become impossible to train our models on any hardware or virtual machine we had
access to. This is because these large models would then create extremely large
training examples which could not be contained in memory and training would fail.
See Figure 8.1 where one model was consuming 62.49GB of memory at one point
before crashing. Such a limitation then forced us to be more cautious with the size
of our conversation; fallbacks which were unlikely to be triggered had to be removed,
fine-grained mood detection was likewise cut. In turn, this affected the robustness
of our chatbot, the realism of its conversation, and presumably, the follow-through
rate of participants.
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Figure 8.1: Google Cloud Platform VM Instance Memory Use

8.3 Future work

In the future, a longer term interaction with study participants would be an exciting
venture. The reasoning for this is two-fold. First, a longer study would allow us
to study the effects of trust (components) variance on intervention adherence and
effectiveness over time, which would then address a key motivator behind our choice
of study context. Second, should we implement a functional goal-learning interactive
machine learning model, it would also to present the user with a more realistic model
improvement curve as affected by their feedback. Therefore, we would also have a
closer estimate of users’ sense of control in the real world when such systems are
unpredictable or incorrect. A longer interaction would more closely resemble how
users would rely on such support systems in their day-to-day life, and repeated
interaction would likely affect how their sense of trust in the system forms and
changes throughout the study.

The reproduction of this study with a larger sample size and a more robust chat-
bot could be a worthwhile pursuit. In terms of robustness, such development could
possibly necessitate the migration of our prototype away from end-to-end chatbot
development frameworks, and towards models which allow for finer-grain control on
the part of developers, and which can handle longer conversations. Alternatively,
the robustness of our bot could be improved using Conversation Driven Develop-
ment 1. In this process, users would have early access to test our prototype, and
their conversations would be collected, reviewed, and annotated by the development
team to be fed back to the conversational model as training data. Of course, the
ability to collect private user conversations, especially in relation to a sensitive topic
such as their mental health, is not a given, and should be something that is carefully
negotiated between users, developers, and relevant research ethics bodies. Nonethe-
less, given a more consistent interaction with the system, and a larger dataset, we

1rasa.com/blog/conversation-driven-development-a-better-approach-to-building-ai-assistants/
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would be able to more closely approximate the real effect size in the relationship be-
tween perceived control and trust (components) and thus offer more concrete design
recommendations for the incorporation of user feedback in learning systems.

8.3.1 Expert Opinion

If we consider our prototype not as an experimental tool, but as a potential mental
health support system, further improvements become evident. We drive these largely
from our discussion with the TU Delft counselling team, who have been involved
throughout the design process. Through a semi-structured interview, we concluded
a few recommendations. Though our experts were approving of the linguistic style
and conversational structure used in our system, they also highlighted the frustration
of intent misclassification and unexpected bot behaviour. This frustration was seen
as particularly detrimental to students who are likely already tense and frustrated,
thus future development of this product would need to prioritize robustness and
predictability.

Our experts also recommended the future addition of a tension tracking feature
along with the existing mood tracker. As stress and tension are large components
of the burnout syndrome, encouraging students to become more aware of how tense
they may be, could then help them better tackle these issues. This feature expansion
would also be accompanied by the implementation of more therapeutic exercises
highlighted in our literature and expert discussions to further empower users with
appropriate coping tools. Lastly, our experts recommended we provide our users
with more information explaining how and why our therapeutic exercises work, as
to better motivate them to follow along with said exercises, as well as recommending
the correction of some terminology used in relation to these exercises for clarity.

8.4 Chatbots in Burnout Support

Over the course of this project we have worked through all development stages of
human centred design as discussed in Chapter 2. In requirement elicitation, we
relied on experts and literature to ascertain appropriate specifications for such a
system. In the design stages, we conducted user studies, expert interviews, and
iterative design adjustments. We implemented our final prototype and evaluated
the system as a whole with a final user study. Thus, in this document, we present
an example of not only a chatbot focused on the burnout domain, but one which was
also developed using a user-first approach which has become increasingly popular in
recent years [10, 161, 130]. Given the sensitivity of our context. we are glad to have
chosen this style of prototype development. Both expert and user feedback was key
to the calibration of this systems design, without which we would not have been to
a chatbot which was sufficiently supportive, mindful of user-agent boundaries, and
rooted in evidence-based literature on burnout and mental health support.

64



8.5. Trust and Perceived Control

8.5 Trust and Perceived Control
In the evaluation phase of our project, we studied the relationship of the user-
agent dyad in relation to trust and trust components. We used three subscales
from the Human-Computer Trust scale [52] along with a modified version of the
perceived control scale proposed by [179] to measure these variables. Our Bayesian
analysis confirmed one hypothesis (H1) though we were unable to confirm H2,
RQ1, or RQ2. Using frequentist linear regression, we also created more complex
models of trust components, the most salient of which here is that of benevolence
which included humanness, attitude towards AI, and perceived control, as well as
the interaction of those two latter variables. Also noteworthy, was the model of
competence, which included usability and closeness.

These findings allowed us to make several design and research recommendations
for future work. We were able to confidently support the incorporation of user feed-
back in learning systems based on user feedback. We highlighted attitude towards
AI as a possibly important moderator of the relationships of trust components and
perceived control, and encouraged further research of this variable. Lastly, we noted
the possibility for malicious manipulation of perceived system competence on the
part of developers through the communication of inappropriate user-agent closeness.
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Appendix A

List of Burnout Exercises

A.1 CBT

Table A.1 (borrowed in part from Tement et al. (2020) [164]).

Exercise Description

ABC belief monitoring
A type of functional analysis developed by Ellis [32].
Participants explore activating events (A), beliefs (B),
and consequences (C). A key part of cognitive theory.

Alternative Action
Formulation

In this exercise, participants describe an event and
their thoughts, emotions, and behaviours during it.
They are then encouraged to consider alternative
responses and how those would affect their thoughts
and behaviours, helping participants develop
better coping strategies [164].

Thought Distortion
Record

Participants learn to identify automatic negative
thoughts and to link event and cognition. Specifically,
they learn to identify distortions such as jumping to
conclusions, should statement, and mind-reading,
increasing their awareness of their internal
biases. Another essential CBT practice [13, 79].

Decatastrophizing

A cognitive restructuring challenge to catastrophic
thinking. Participants identify a worry then rate its
likelihood, they rationally consider worst case scenarios,
and devise coping strategies. They also come up
with reassurances regarding their worry [175, 33].

Fact or Opinion
A key practice to teach participants that their
thoughts are not facts about the world but
assumptions. Challenges negative thoughts [13].

Table A.1: Common CBT Exercises
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A. List of Burnout Exercises

A.2 MAV

Exercise Description

Body Scan

The participant brings non-judgemental detailed
awareness to each part of their body. Participants
improve their ability to sustain focus over time,
developing calmness [152].

Non-Judgmental
Journaling

Improves self-compassion [24]. Participants are
encouraged to use ’stream of consciousness’
writing to express themselves freely [92].

Breathing Regulation

The active manipulation of breathing, in this
case following the 4-7-8 pattern which is
based on the pranayama. Helps engender a
physical feeling of relexation [68].

The Observer

A key eyes-closed ACT exercise. The participant
first becomes aware of present sensations, then
is asked to recall and re-experience a past event.
The exercise highlights the continuity of
consciousness and divorces lived experience from
sense of self [56].

Value Inventory

The participant is asked to write out their
fundamental values, for example, attributes
they would like to see in their own obituary.
These values then drive participant goals and
actions [56].

Table A.2: Common Mindfulness and MAV exercises
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Appendix B

Requirement Gathering

This research investigates the existence of a gap between in-need academic staff and
students and psychological assistance and the possibility of bridging this gap with a
trustworthy intelligent mobile based personal assistant/coach.

B.1 Psychological Background
• In your experience do you find cases of burnout in your practice at TU Delft

correlate with the expected numbers for this environment ( 20%), have those
numbers changed significantly in the past year?

• What treatment or treatments do you find most effective for alleviating those
symptoms? When do you consider a treatment effective?

B.2 Therapy Barriers
• Do you find often staff or student hesitancy to contact counsellors to be a

barrier for seeking therapy? What causes have you found most often driving
this hesitancy (finance, travel time, long waitlists, stigma, cultural background,
medical history, etc.)

• What other barriers do you most encounter when treating patients with regards
to administrative issues (under-staffing, treatment duration), or your personal
capacity (burnout, emotional disconnect, difficulty establishing rapport)?

B.3 eHealth
• Have you used ehealth interventions before, what is your experience of them?

Follow up Would you be interested in evaluating the system developed through
this research?
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Appendix C

First Expert Review

C.1 Introduction

Thank you for taking part of this review as part of a larger study to develop a burnout
identification and support system for postgraduate students. There are three points
of interest in this study. In Section C.2 we discuss the burnout intervention tools
collected throughout the literature review process and their suitability. In Section
C.3 we discuss how goals are arrived at in therapist-client relationships. Lastly, in
Section C.4 we review the language choices in the initial prototype.

C.2 Burnout Interventions

In Appendix A we list the intervention tools collected in our research. Based on
this information, and in your experience, do you consider the listed tools to be
appropriate for their purpose? Do you find that you know of more appropriate tools
which are not listed?

Our intervention structure is borrowed from the from the clear design created
by Addis et al (2004) [3], wherein the individual is tasked with:

1. Understanding how ’burnout’ works and how it is related to their behaviour
and experiences.

2. Identifying areas of their life where their current coping mechanisms are mal-
adaptive and learning how to change them.

3. Learning how to approach difficult situations rather than avoid them.

4. Addressing longer-term issues that may affect or be affecting their degree of
burnout.

Do you find this to be an appropriate approach? How do you generally structure
your intervention plans in your own practice?
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C. First Expert Review

C.3 Goal Solicitation & Alignment
The locus of user control in this study is the setting and alignment of user goals
in regards to their intervention plan. Consider your so-called Session 0 with your
clients, how do you engage new clients in discussing their goals, their desired out-
comes, and what they want to change in their life? How do you decide together on
goal priorities? How implicit/explicit do you find this process to be?

C.4 Prototype Design
In Appendix D you can see the screens used in the initial prototype. Based on this
information we pose the following questions:

• In your experience, what features would you expect or want from a burnout
identification and support systems.

• Which goal editing flow did you find preferable D.9, or D.11 and D.12.

In Appendix E you can see conversation snippets with chatbot M. Based on this
information we pose the following questions:

• Personally, do you find student clients to prefer more or less formal language
from their therapists?

• Do you find student preferred extroverted or introverted personality styles in
their therapists?

• How do you find therapist self-disclosure plays a role in encouraging client
self-disclosure and engagement?

• How do you find your conversation style differs in therapeutic discussions as
opposed to day-to-day discourse.
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Appendix D

Application Screens (First
Prototype)

Figure D.1: Sign Up
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D. Application Screens (First Prototype)

Figure D.2: Privacy and Data Use

Figure D.3: Avatar Selection
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Figure D.4: Avatar Selection Alt

Figure D.5: Home Screen
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D. Application Screens (First Prototype)

Figure D.6: OBLI Survey

Figure D.7: Chatbot Interface
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Figure D.8: Plan Proposal

Figure D.9: Goal Modification (A)
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D. Application Screens (First Prototype)

Figure D.10: Goal Modification (B)

Figure D.11: Goal Modification (B2)
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Figure D.12: Goal Modification (B3)

Figure D.13: Goal Modification Success
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D. Application Screens (First Prototype)

Figure D.14: Goal Overview

Figure D.15: Push Notification
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Appendix E

Mock Conversations

Conversations are excerpted from real-world Therapist-Patient conversations pre-
sented in [125] and heavily modified.

E.1 The Casual vs The Formal Agent
See Tables E.1, E.2, and E.3.

Context Neutral
Language Features Self Disclosure, Emotive Reaction, Question.

Alex He has been so hard to get a hold of, prepping for the move
and everything, I think he is ignoring me.

M

Well, I know even for me, a move can create a crisis.
Packing up and moving and getting re-established. I
wonder if he’s been overwhelmed. What makes you say
he’s ignoring you?

Alex He wasn’t even willing to see me.
M How painful.

Alex And I really don’t know what I should do, he wouldn’t
even tell me where his address would be.

Table E.1: Formality Neutral Example Conversation

E.2 The Introverted vs the Extroverted Agent
See Tables E.4, E.5, and E.6.
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E. Mock Conversations

Context Formal

Language Features Self Disclosure, Emotive Reaction, Question. Would, No
Contractions, Single Exclamation.

Alex He has been so hard to get a hold of, prepping for the move
and everything, I think he is ignoring me.

M

Well. I know even for me, a move would create a crisis.
Packing up and moving and getting re-established. I
wonder if he has been overwhelmed. What makes you say
he is ignoring you?

Alex He wasn’t even willing to see me.
M How painful!

Alex And I really don’t know what I should do, he wouldn’t
even tell me where his address would be.

Table E.2: Formal Example Conversation

Context Informal

Language Features
Self Disclosure, Emotive Reaction, Question. Do,
Contractions, Multi-Exclamation, Informal Words,
Emoticon.

Alex He has been so hard to get a hold of, prepping for the move
and everything, I think he is ignoring me.

M

Yeah, I know even for me, a move creates a crisis!!
Packing up and moving and getting re-established. I
wonder if he’s been overwhelmed. What makes you say
he’s ignoring you??

Alex He wasn’t even willing to see me.
M Aww, how painful �!

Alex And I really don’t know what I should do, he wouldn’t
even tell me where his address would be.

Table E.3: Informal Example Conversation

Context Neutral
Language Features Self Disclosure, Validation, Question

Alex I think, its like I need to control things which I know are
uncontrollable.

M I understand that. Letting go of control is difficult for me
too. Why do you use the word ’need’ here?

Alex Well, even coming to university I pack almost everything,
just in case, you know?

M In case of what?
Alex Emergencies, I lose something, stuff like that.

Table E.4: Personality Neutral Example Conversation
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E.2. The Introverted vs the Extroverted Agent

Context Extravert

Language Features
Self Disclosure, Validation, Question, Restatements, High
Verbosity, Informal Language, Exaggeration,
But-Conjunction, Exclamation.

Alex I think, its like I need to control things which I know are
uncontrollable.

M

Yeah, I really understand that, I do. Letting go of control
is truly very difficult for me too!
But, I was thinking, why do you use
the word ’need’ here?

Alex Well, even coming to university I pack almost everything,
just in case, you know?

M Yeah, in case of what, for example?
Alex Emergencies, I lose something, stuff like that.

Table E.5: Extraverted Example Conversation

Context Introvert

Language Features

Self Disclosure, Validation, Question. Formal Language.
Negation. Longer words. Softener Hedges.
Although-Conjunction. Complex Sentence Structure,
Low Verbosity.

Alex I think, its like I need to control things which I know are
uncontrollable.

M
Right. Letting go of control is not easy for myself either,
so that is quite understandable. Although, I
am not sure why you choose ’need’ here?

Alex Well, even coming to university I pack almost everything,
just in case, you know?

M In what case?
Alex Emergencies, I lose something, stuff like that.

Table E.6: Introverted Example Conversation
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Appendix F

Design Study Survey

Thank you for taking part of this study for the development of a student burnout
identification and support system. This questionnaire has 3 parts; design questions,
language questions, and personal demographic questions. It should take no more
than 15 minutes to complete. Please try to write as much as you can and as freely
as you like!

F.1 Design
• Which feature was most important to you?

– Avatar Selection (See D.3)
– Chatbot messaging (See D.7)
– Goal Editing (See D.8)
– Interest Questionnaires (See D.6)
– Push Notifications (See D.15)

• Why?

• Which feature was least important to you?

– Avatar Selection (See D.3)
– Chatbot messaging (See D.7)
– Goal Editing (See D.8)
– Interest Questionnaires (See D.6)
– Push Notifications (See D.15)

• Why?

• Is there anything about this prototype you would change to make it easier to
use or more enjoyable? For example navigation order, removing features, or
avatar design.
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F. Design Study Survey

Figure F.1: Conversation 1 - Alex (White) and M (Blue)

• What three words would you use to describe this prototype?

• Which Avatar Selection Screen do you prefer?

– Figure D.3
– Figure D.4

• Why?

• Which Goal Editing Workflow do you prefer?

– Figure D.9
– Figure F.5

• Why?

• Were you able to complete the assigned task? Did you have any difficulties
understanding how to do so?

• What features would you expect or want from a burnout identification and
support system? For example mood tracking, sleep tracking, diary keeping, or
so on.

• Do you have any other comments about the design? This can be anything;
colour palette, font choices, avatar design, feature integration, and so on.

F.2 Language
Consider the following conversations (Formality).

• Which of these adjectives would you use to describe M in conversation F.1?

– Introverted, Professional, Unprofessional, Boring, Personal, Disengaged,
Engaged, Cold, Sociable, Likeable, Extroverted, Friendly, Impersonal,
Caring, Formal, Casual.
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F.2. Language

Figure F.2: Conversation 2 - Alex (White) and M (Blue)

• In conversation F.1, M is interested in Alex’s needs: Strongly disagree (1)—Strongly
agree (5).

• In conversation F.1, M is effective at supporting emotional needs: Strongly
disagree (1)—Strongly agree (5).

• Which circle (Figure F.6) do you think best represents M and Alex’s relation-
ship here?

• Which of these adjectives would you use to describe M in conversation F.2?

– Introverted, Professional, Unprofessional, Boring, Personal, Disengaged,
Engaged, Cold, Sociable, Likeable, Extroverted, Friendly, Impersonal,
Caring, Formal, Casual.

• In conversation F.2, M is interested in Alex’s needs: Strongly disagree (1)—Strongly
agree (5).

• In conversation F.2, M is effective at supporting emotional needs: Strongly
disagree (1)—Strongly agree (5).

• Which circle (Figure F.6) do you think best represents M and Alex’s relation-
ship here?

• Which conversation corresponds with the version M you would prefer to use?

• Why?

Consider the following conversations (Extraversion).

• Which of these adjectives would you use to describe M in conversation F.3?
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F. Design Study Survey

Figure F.3: Conversation 1 - Alex (White) and M (Blue)

Figure F.4: Conversation 2 - Alex (White) and M (Blue)

– Introverted, Professional, Unprofessional, Boring, Personal, Disengaged,
Engaged, Cold, Sociable, Likeable, Extroverted, Friendly, Impersonal,
Caring, Formal, Casual.

• In conversation F.3, M is interested in Alex’s needs: Strongly disagree (1)—Strongly
agree (5).

• In conversation F.3, M is effective at supporting emotional needs: Strongly
disagree (1)—Strongly agree (5).

• Which circle (Figure F.6) do you think best represents M and Alex’s relation-
ship here?

• Which of these adjectives would you use to describe M in conversation F.4?

– Introverted, Professional, Unprofessional, Boring, Personal, Disengaged,
Engaged, Cold, Sociable, Likeable, Extroverted, Friendly, Impersonal,
Caring, Formal, Casual.

• In conversation F.4, M is interested in Alex’s needs: Strongly disagree (1)—Strongly
agree (5).
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F.2. Language

Figure F.5: Classical Navigation Goal Editing Flow

Figure F.6: Inclusion-of-the-Self-in-the-Other (Closeness)

• In conversation F.4, M is effective at supporting emotional needs: Strongly
disagree (1)—Strongly agree (5).

• Which circle (Figure F.6) do you think best represents M and Alex’s relation-
ship here?

• Which conversation corresponds with the version M you would prefer to use?

• Why?
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F. Design Study Survey

F.3 Demographic
About you: Let us know about yourself to help us understand our demographic.

• Gender

• Age Group

• Occupation Status: Undergraduate Student / Postgraduate Student / Recent
Graduate / Prefer not to say

• Occupation: Architecture and Civil Engineering /.../ Social Sciences

• Geographic Area of Origin: North America /.../ Polynesia

• Have you used wellbeing support apps before?

• What was your experience with them? What did you like/dislike about them?

• How would you rate your experience with technology?
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Appendix G

Design Study Codebook

Table G.1: Design Study Codebook with Descriptions and
Examples

Code Description Examples Category Count
social pres-
ence

Includes ref-
erences to the
personhood of
M. References
to feelings
of personal
attention.
References to
friend-like be-
haviour. Can
be discussed
in a negative
or positive
light. Can be
high (human-
like) or low
(robot-like).

“I felt like
someone was
there to help”

UX 24

continues on
next page
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G. Design Study Codebook

conversation Explicit ref-
erences to:
talk, chat,
conversation,
or telling,
speaking, and
saying. Fur-
ther, includes
references to
language and
tone.

“the chatbox
focused one
feels more like
a conversa-
tion. maybe
the user can
ask for addi-
tional info if
necessary”

Function 13

supportive-
ness

Includes ref-
erences to
mental health
support ca-
pacity such as
sense of care.
Many emo-
tion words are
seen in this
code (warm,
calm, hope,
cold, abrupt).
Can be high
or low.

“Maybe [I
would add]
links to con-
tacts that
van help you?
Mum, dad
etc”

Function 23

engagement References
to user’s felt
level of en-
gagement or
to their per-
ception of M’s
engagement
with them.
Can be high
or low.

“It seems
more in-
volved, even
if still it
seems [like]
an unlucky
response”

UX 10

continues on
next page
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usefulness References to
the usefulness
of the proto-
type and its
tools to the
user. Can
be low (use-
less) or high
(useful).

“It makes the
app useful to
me”

Function 9

disorientation Technical or
conceptual
difficulties,
creating
unclear ex-
pectations for
users. Can be
in regard to
the prototype
itself or to
the study
design. Not
dimensional.
Low disorien-
tation is in
ease-of-use.

“The order is
not too intu-
itive”

UX 23

ease-of-use References
to speed,
directness,
ease-of-use,
or conciseness
as perceived
by the user.
Not dimen-
sional. Low
ease-of-use is
in disorienta-
tion.

“[Chatbot
based editing]
seems like
less mess
to consider
[as opposed
to classic
navigation]”

UX 17

continues on
next page
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G. Design Study Codebook

aesthetic References to
the look and
feel of the
prototype.
Can be dis-
cussed in a
negative or
positive light.

‘As I said,
I personally
would prefer a
more neutral
design.’

UX 18

appropriate-
ness

Includes ref-
erences to M’s
capacity to
understand,
and respect,
relationship
boundaries.
Similarly, the
suitability of
the prototype
to its purpose
and context.
Can be low
(inappropri-
ate) or high
(well suited).

‘I think using
emoji is not
appropriate in
this situation.
Does not look
that serious?’

UX 13

enjoyment Includes refer-
ences to joy,
happiness, in-
terest and fun
aspects of the
prototype or
bot. Can be
high or low.

‘It’s a nice
delighter but
it does not
enhance the
main func-
tion/goal.’

UX 8

inclusivity References to
inclusive rep-
resentation
of the target
user group
in the given
selection of
virtual chat-
bot avatars

“More ab-
stract thus
inclusivity is
not a relevant
matter”

Function 3

continues on
next page
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trust Explicit dis-
cussion of
trust as per-
ceived by the
user. Can be
high or low.

‘Original,
trustworthy,
smooth’

UX 1

autonomy References
to editing,
choosing,
personalizing
or controlling
aspects of
the systems
whether de-
sired, praised,
or unhelpful.
Can be high
or low.

‘It gives you
something
you can
modify’

UX 7

goals Explicit refer-
ences to goal
setting or goal
editing.

“When the
goal list is
reasonable, it
gives me more
hope.”

Function 3

expense References
to monetary
elements and
considera-
tions. Can be
discussed in
negative or
positive light.

“I like that
it’s sort of a
quick, guided
meditation
help. Al-
though now
most of the
activities are
paid :(”

Function 1

tools References
to specific
psychological
and technical
tools. Can
be discussed
in a positive
or negative
light/

”’retreat’
feature, an
emergency
feature that
guides me
how to come
back to a
relaxed state”

Function 20

continues on
next page
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preference Expression of
importance
or preference
in relation to
other items
from the user
point of view.
References
to compari-
son. Can be
neutral (no
preference).

‘The char-
acters
brings happy
thoughts :)
and the per-
son one feels
therapist-y’

25

awareness References to
external or
pre-existing
knowledge of
the subject
matter (men-
tal health
apps) and its
related topics.
Can be high
or low.

“I didn’t know
[other wellbe-
ing apps].”

1

meaning
unclear

Response
meaning
unclear to
annotator.

‘Having a so-
lution’

2
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Appendix H

Pilot Screenshots
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H. Pilot Screenshots

Figure H.1: Prototype Chat Screen: Mood recording (Screenshots by Author)
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Figure H.2: Prototype Chat Screen: Breathing Exercise (Screenshots by Author)
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Appendix I

Pilot Survey

Thank you for taking part of this study for the development of a student burnout
identification and support system. This study is being done by Chadha Degachi
from the TU Delft as part of a Master’s Thesis. We are very interested in your
feedback to improve our design!

Your participation in this study is entirely voluntary, and you can withdraw
at any time, up to survey submission. You are free to omit any question. After
submission, your data can no longer be removed.

This questionnaire has 2 parts; design questions and personal demographic ques-
tions. It should take no more than 10 minutes to complete. Please try to write as
much as you can and as freely as you like!

I.1 Prototype
• Which circle best represents your relationship with M after this conversation

(Figure F.6)?

• On a scale of 0 (very poorly) to 10 (very well), how well do the following
adjectives fit M?

– Friendly
– Personal
– Sociable
– Likeable

• I would describe M as: Introverted, Extroverted, Formal, Casual.

• Did you have any technical difficulties using the system? Why or Why not?

• Did you find that learning to use the system was easy? Why or Why not?

• Would you like to use this system frequently? Why or Why not
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I. Pilot Survey

• M is interested in my needs: Strongly disagree (1)—Strongly agree (5).

• M is effective at supporting my emotional needs: Strongly disagree (1)—Strongly
agree (5).

• Did you feel comfortable speaking with M? Why or Why not?

• Did M make any mistakes in the conversation? Can you give any examples?

• Do you have any other comments about the system?

I.2 Demographic
About you: Let us know about yourself to help us understand our demographic.

• Gender

• Age Group

• Occupation Status: Undergraduate Student / Postgraduate Student / Recent
Graduate / Prefer not to say

• Occupation: Architecture and Civil Engineering /.../ Social Sciences

• Geographic Area of Origin: North America /.../ Polynesia

• Have you used wellbeing support apps before?

• What was your experience with them? What did you like/dislike about them?

• How would you rate your experience with technology?
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Appendix J

Pilot Codebook

Table J.1: Pilot Study Codebook with Descriptions and Ex-
amples

Code Description Example Category Count
design Includes refer-

ences to vi-
sual elements
of the proto-
type design.

No, the only
thing there
was a banner
blocking my
view

UX 1

correctness Includes ref-
erences to
performance
of M in re-
lation to the
outcomes ex-
pected by the
users. Dimen-
sional. High
(exhibiting
correct be-
haviour)—Low
(exhibiting
incorrect
behaviour)

“Sometimes
the chatbot
did not under-
stand my not
that obvious
answers”

Function 5

continues on
next page
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J. Pilot Codebook

ease-of-use References
to speed,
directness,
ease-of-use,
or conciseness
as perceived
by the user.
Dimensional.

“Yes it was
easy, also
the chatbot
explained how
ai works”

UX 5

informative Related to
usefulness.
References
to informa-
tion/tips/ad-
vice given to
the user by
the system.

“I would like
to use it,
expecially if it
keeps giving
advices and
information
about tech-
niques to
reduce stress
and anxiety”

Function 4

names References to
how the chat-
bot addressed
the user.
Largely cov-
ers instances
of incorrect
behaviour in
the chatbot.

“Yes she said
my name
twice in the
beginning
of every
sentence”

Function 3

continues on
next page
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social pres-
ence

Includes ref-
erences to the
personhood of
M. References
to feelings
of personal
attention.
References to
friend-like be-
haviour. Can
be discussed
in a negative
or positive
light. Can be
high (human-
like) or low
(robot-like)

“Somewhat
comfortable.
Only issue
was the long
paragraphs of
facts being
sent instantly
makes it feel
less human.”

UX 3

usefulness References to
the usefulness
of the proto-
type and its
tools to the
user. Can
be low (use-
less) or high
(useful)

“My session
lasted 5mins
mainly be-
cause I was
having a
pretty good
day. I think
there should
be a few more
questions
asked even
if the person
is feeling
good at the
moment.”

Function 5

praise Laudatory
talk in re-
lation to
the general
prototype.
Unconnected
to a spe-
cific prompt
question.

“Good job!” UX 1

continues on
next page
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J. Pilot Codebook

feature re-
quest

Encodes re-
quests for
specific be-
haviours
from the
participants.

“Everything
was pretty
clear, maybe
he had to let
me finished
the technique
and then add
the link”

Function 1
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Appendix K

Functional Requirements

ID Name Description

FR1 Informed Consent
Prototype will inform the participant of 1) the purpose of
the experiment, 2) what is expected of them, and 3) their
rights as a participant.

FR2 Privacy Prototype will inform the participant of 1) what data is
collected, and 2) how it is used.

FR3 External Support Prototype will direct users to TU Delft Counselling and
Self Service pages.

FR4 Goals 1 Prototype will allow users to view their goals

FR5 Goals 2 Prototype will (in experimental groups) allow users to
edit their goals.

FR6 Goals 3 Prototype will visualise participant progress along every
goal.

FR7 Chatbot 1 Prototype will allow participants to initiate conversations
with an intelligent chatbot.

FR8 Chatbot 2 Prototype Chatbot will conduct the OLBI only in Session
0 and other predetermined progress check-in points.

Fr9 Chatbot 3 Prototype Chatbot will engage participants in small talk
FR10 Chatbot 4 Prototype Chatbot will suggest goals to participants

FR11 Chatbot 5 Prototype will suggest psychologically valid therapeutic
exercises to participants which align with their goals.

FR12 Chatbot 6 Prototype Chatbot will coach participants through
psychologically valid therapeutic exercise.

FR13 Chatbot 7 Prototype Chatbot will check and log user mood once a
day

FR14 System 1 Prototype will allow participants to set a nickname for
themselves in the system.

FR15 System 2 Prototype will redirect participants to our experimental
surveys at the end of their conversation.

Table K.1: Functional Requirements
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Appendix L

OLBI-S Abbreviated

1. I find my studies to be a positive challenge.

2. This is the only field of study that I can imagine myself doing.

3. I feel more and more engaged in my studies.

4. I can tolerate the pressure of my studies very well.

5. While studying, I often feel emotionally drained.
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Appendix M

Goal - OLBI Mapping

Goal Associated Questions
1 Being more aware and present Q11
2 Taking more restful breaks Q12
3 Setting and enforcing work-life boundaries Q4
4 Finding small joys in day-to-day life Q7
5 Refocusing on my core values Q8
6 Learning a new language Irrelevant
7 Finding a new hobby Irrelevant
8 Learning to eat better Irrelevant
9 Taking more time to read Irrelevant
10 Being a tidier person Irrelevant

Table M.1: Mapping from Goals to OLBI Questions
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Appendix N

Pilot Dialogue Flow

Figure N.1: Pilot Study Dialogue Flow
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Appendix O

Pretest Survey

You are being invited to participate in a research study titled Burnout Support
Chatbots, the study is being done by Chadha Degachi from the TU Delft as part of
a Master’s Thesis.

The purpose of this research study is to investigate the relationship between
interactive learning systems and users. We are very interested in your experience!
The study will take you approximately 20 minutes to complete.

We collected two type of data: multiple choice and free-text open answer ques-
tions. Your answers to open questions may be quoted in the published study, but
will be stripped of all private information before doing so.

Your answers are used to address our research questions, additionally along with
your feedback, and in order to have an idea of our users’ backgrounds we do con-
duct a demographic survey at the end of this study and will ask you information
regarding your age, gender, occupation, and geographic area of origin. All informa-
tion collected in this survey will be anonymized and will only be published as an
aggregate of all study participants. Raw data will only be accessible to the project
researcher.

Your participation in this study is entirely voluntary, and you can withdraw
at any time, up to survey submission. You are free to omit any question. After
submission, your data can no longer be removed.

Our chatbot will discuss some emotional subjects with you. We do not expect
this to be upsetting, however, if you do feel anxious or upset, we encourage you
to get in touch with the TU Delft counselling team on their website or browse the
TU-Delft e-Health Support Platform Gezondeboelfor further support.

As with any online related activity, the risk of a breach is always possible. To
the best of our ability, your answers in this study will remain confidential. We will
minimize any risks by anonymizing and aggregating any sensitive data, as well as
cleaning text data of any private information. Raw data will only ever be accessible
to the research team, it will be stored on TU Delft servers and storage solutions,
and will be deleted at the end of the study (Jan 2023).

The research team conducting this study can be contacted at:

135



O. Pretest Survey

• Chadha Degachi (researcher): c.degachi@student.tudelft.nl

• Myrthe Tielman (supervisor): m.l.tielman@tudelft.nl

• Santosh Ilamparuthi (data steward): s.ilamparuthi@tudelft.nl

This questionnaire has 3 parts; a background section to be completed before
using the system, an experience section to be completed after using the system, and
a personal demographic section. Please try to write as much as you can and as freely
as you like!

O.1 Demographic
About you: Let us know about yourself to help us understand our demographic.

• Gender

• Age Group

• Occupation Status: Undergraduate Student / Postgraduate Student / Recent
Graduate / Prefer not to say

• Occupation: Architecture and Civil Engineering /.../ Social Sciences

• Geographic Area of Origin: North America /.../ Polynesia

• Have you used wellbeing support apps before?

• What was your experience with them? What did you like/dislike about them?

• How would you rate your experience with technology?

O.2 Attitude Towards AI
• How interested are you in using artificially intelligent systems in your daily

life? Not interested at all (1) Extremely interested (5)

• How do you feel about the use of artificially intelligent systems becoming more
common? Extremely negative (1) Extremely positive (5)

Thank you for completing this section. You can now interact with the system.
The system will redirect you to this survey after your interaction is complete, you
can keep this tab open or close it. This activity works best on a mobile phone! Click
on this link to start.
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Appendix P

Post Test Survey

Welcome back! Thank you for using our system. Click next to continue this survey.

P.1 Goals

• How many goals did M propose to you? 0 - 3

• How many goals did you accept? 0 - 3

P.2 Perceived Control

• How did you feel during the task?

– M adapted to me (1) - I adapted to M (7).

– I was controlling M’s understanding of me (1) - M was controlling its
understanding of me (7).

– M intended to help me (1) - M intended to complete its own task (7).

– I felt relaxed during this interaction (1) - I felt stressed during this inter-
action (7).

– I felt confident using this system (1) - I felt unconfident using this system
(7).

P.3 Trust

• I believe that M will act in my best interest. Strongly disagree (1)—Strongly
agree (5).

• I believe that M will do its best to help me if I need help.Strongly disagree
(1)—Strongly agree (5).
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P. Post Test Survey

• I believe that M is interested in understanding my needs and preferences.
Strongly disagree (1)—Strongly agree (5).

• I think that M is competent and effective in providing emotional support.
Strongly disagree (1)—Strongly agree (5).

• I think that M performs its role as a burnout support chatbot very well.
Strongly disagree (1)—Strongly agree (5).

• I believe that M has all the functionalities I would expect from a burnout
support chatbot. Strongly disagree (1)—Strongly agree (5).

• If I use M, I think I would be able to depend on it completely. Strongly
disagree (1)—Strongly agree (5).

• I can always rely on M for providing emotional support. Strongly disagree
(1)—Strongly agree (5).

• I can trust the information presented to me by M. Strongly disagree (1)—Strongly
agree (5).

P.4 Secondary Factors
• Which circle best represents your relationship with M after this conversation?

(See Figure F.6).

• On a scale of 0 (very poorly) to 10 (very well), how well do the following
adjectives fit M?

– Friendly
– Personal
– Sociable
– Likeable

• This system’s capabilities meet my requirements. Strongly disagree (1)—Strongly
agree (7).

• This system is easy to use. Strongly disagree (1)—Strongly agree (7).

P.5 User Experience
• Do you think M’s goal recommendations improved over the course of your

conversation? Why?

• Did you feel the ability to change the suggested goals was important to you?
Why?

• What affected your sense of trust in M the most?
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Appendix Q

Experiment Codebook

Table Q.1: Experiment Study Codebook with Descriptions
and Examples

Code Description Examples Category Count
supportive-
ness

Includes ref-
erences to
mental health
support ca-
pacity such as
sense of care.
Many emo-
tion words are
seen in this
code (warm,
calm, hope,
cold, abrupt).
Can be high
or low.

As a bot it
is unable to
judge and I
don’t feel the
pressure of
talking to a
real person

Function 15

continues on
next page
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Q. Experiment Codebook

competence Relates to
correctness
of behaviour
and technical
capability as
a system and
a chatbot.
Dimensional,
can be high
or low. Dif-
ferent from
ease-of-use-
disorientation
scale in that it
does not focus
on technical
bugs.

Yes, be-
cause the
bot does not
necessarily
understand
what I’m
saying, so it’s
very useful
to be able to
correct it

Function 27

benevolence Relates to
friendli-
ness, good-
intention, and
care afforded
the user by
the system.
Dimensional,
can be high or
low. Different
from sup-
portiveness
as it is not
intrinsically
tied to system
functions.

The responses
were profes-
sional and
friendly

UX 7

continues on
next page
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ease-of-use References
to speed,
directness,
ease-of-use,
or conciseness
as perceived
by the user.
Not dimen-
sional. Low
ease-of-use is
in disorienta-
tion.

No because
[goal edit-
ing]’s too
much trouble

Function 1

disorientation Technical or
conceptual
difficulties
creating
unclear ex-
pectations for
users. Can be
in regard to
the prototype
itself or to
the study
design. Not
dimensional.
Low disorien-
tation is in
ease-of-use.

She didn’t un-
derstand my
goal at first,
so I had to
go over the
same conver-
sation again

Function 14

autonomy References
to editing,
choosing,
personalizing
or controlling
aspects of
the systems
whether de-
sired, praised,
or unhelpful.
Can be high
or low.

Yes, [goal
editing] gave
a freedom of
choice, the
control is in
my hands

UX 14

continues on
next page
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Q. Experiment Codebook

adaptation References
to changing
behaviour on
the part of
M over the
course of the
interaction.
Dimensional.
Can be high
(adaptive) or
low (failure to
adapt).

Yes, it went
from com-
pletely
generic to
somewhat
personalized

Function 9

attitude to AI References
to users’
pre-existing
conceptions
and expecta-
tions of AI.
Dimensional.
Can be high
(positive at-
titude) or
low (negative
attitude).

Personally, I
do not trust
a system like
M very much.
Not because
I consider it
to be hos-
tile in some
way (though
I might if
this was pro-
vided by an
insurance
company),
but because
it is rather
transparently
a chatbot. I
don’t gen-
erally trust
systems like
these because
they can
break easily.

UX 3

continues on
next page
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appropriate-
ness

Includes ref-
erences to M’s
capacity to
understand,
and respect,
relationship
boundaries.
Similarly, the
suitability of
the prototype
to its purpose
and context.
Can be low
(inappropri-
ate) or high
(well suited).

“[…]. Also,
when burnt
out, the last
thing I want
to do is add
the addi-
tional stress
of learn-
ing a new
language.”

UX 4

no improve-
ment

The par-
ticipant
explicitly
states they
perceived no
improvement
in chatbot
recommenda-
tion accuracy.

No, I did
not under-
stand why
things where
suggested

Function 11

continues on
next page
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Q. Experiment Codebook

neutral on im-
provement

The partici-
pant explic-
itly states
they don’t
know whether
the chatbot
recommenda-
tion accuracy
improved.

Hard to say.
The goals
were defi-
nitely taking
the stock
answers into
account, but
it weighted
the desire
to learn new
things over
feeling unable
to cope with
studies and
suggested
learning a
new language
on top of
study pres-
sures. I think
it could have
prioritised
getting on
top of studies
instead of
trying to add
something
else to the
pile

Function 1

improvement The par-
ticipant
explicitly
states they
perceived an
improvement
in chatbot
recommenda-
tion accuracy.

Yes, M un-
derstood my
needs better

Function 13

continues on
next page
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explainability Relates to
the under-
standing of
M’s motiva-
tions, internal
workings, and
reasoning.
Largely ex-
pressed as
the desire
to under-
stand or the
inability to
understand.

I dont know
what informa-
tion is in M
and what the
recommen-
dations are
based on.

UX 3

usefulness References to
the usefulness
of the proto-
type and its
tools to the
user. Can
be low (use-
less) or high
(useful)

Asking for
another
suggestion
would have
been useful,
definitely. […].

Function 5

neutral on
editing

The par-
ticipant
explicitly
states they
are neutral
on the incor-
poration of
goal editing
in their ex-
perience with
M.

This may
have been
helpful just to
get a better
idea of the
scope of goals
M has to
recommend,
rather than
going through
them one by
one, but i
personally
didn’t mind
[…].

Function 1

continues on
next page
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Q. Experiment Codebook

no editing The par-
ticipant
explicitly
states goal
editing was
not or would
not be impor-
tant to their
experience
with M.

No because
[goal edit-
ing]’s too
much trouble

Function 5

want editing The partici-
pant explic-
itly states
goal editing
was or would
be important
to their ex-
perience with
M.

Yes, [the
goals] would
make it more
customisable
and relevant
to me

Function 20

external con-
text

References to
the context
in which the
prototype
is used, in
this case
a research
study.

[What most
affected my
trust in M
was that] It
has academic
support.

UX 2

privacy Includes
explicit ref-
erences to
data privacy
concerns by
participants.

[…] M itself
didn’t assure
me that our
conversation
would be
private. If
we removed
the context
of this being
a study that
would defi-
nitely affect
my sense of
trust for it

UX 1
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