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Hear-and-avoid for UAVs using convolutional
neural networks

Dirk Wijnker, student, Tom van Dijk, daily supervisor, Guido de Croon, supervisor, Christophe de Wagter,
supervisor

Abstract—We investigate how an Unmanned Air Vehicle (UAV) can detect manned aircraft with a single microphone. In particular, we
create an audio data set in which UAV ego-sound and recorded aircraft sound can be mixed together, and apply convolutional neural
networks to the task of air traffic detection. Due to restrictions on flying UAVs close to aircraft, the data set has to be artificially
produced, so the UAV sound is captured separately from the aircraft sound. The aircraft data set is collected at Lelystad airport by
capturing flyovers with a microphone array. It is mixed with UAV recordings, during which labels are given indicating whether the mixed
recording contains aircraft audio or not. The mixed recordings are the input for a model that determines whether an aircraft is present
or not. The model is a CNN which uses the features MFCC, spectrogram or Mel spectrogram as input. For each feature the effect of
UAV/aircraft amplitude ratio, the type of labeling, the window length and the addition of third party aircraft sound database recordings is
explored. The results show that the best performance is achieved using the Mel spectrogram feature. The performance increases when
the UAV/aircraft amplitude ratio is decreased, when the time window is increased or when the data set is extended with aircraft audio
recordings from a third party sound database. It is not desirable to train the model on distant approaches and test them on nearby
approaches as the performance then drops. The results also prove that the performance increases the closer the aircraft is. Although
the currently presented approach has a number of false positives and false negatives, that is still too high for real-world application, this
study indicates multiple paths forward that can lead to an interesting performance. In addition, the data set is provided as open access,
allowing the community to contribute to the improvement of the detection task.

Index Terms—Hear-and-avoid, Convolutional Neural Network, MFCC, Spectrogram, Mel, UAV, TU Delft.
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1 INTRODUCTION

MORE and more UAVs are entering the air every day,
both for professional as well as for recreational pur-

poses. Safety and regulations are subjects undergoing in-
tense study nowadays in the UAV industry, as UAVs form
a hazard for people, other (air) traffic, buildings, etc. For
this research, the focus is on the collisions between UAV
and air traffic, which are still possible to occur. For example,
emergency helicopters sometimes fly low in UAV-permitted
airspace. Part of this problem can be solved by establishing
(and following) good rules and laws, but also technology
can help out. Technology becomes even more important
when UAVs have to operate fully autonomously, as required
by many future applications. A project initiated by Single
European Sky ATM Research (SESAR) that aims to increase
air traffic safety regarding to UAVs is called Percevite1. Us-
ing multiple lightweight, energy-efficient sensors obstacles
should be avoided to protect UAVs and their environment.
One such a sensor is a microphone, which fulfills the task of
’hear-and-avoid’, meaning that it should detect and avoid
air traffic by sound. The goal of this research is to create a
safer airspace by creating this hear-and-avoid algorithm.

The first feasibility study for hear-and-avoid has been
performed by Tijs et al [1]. In this research an acoustic vector
sensor is used to detect other flying sound sources. Two co-
authors, De Bree and De Croon [2], have used an acoustic
vector sensor in order to detect sound recorded on a UAV
for military purposes. However, neither works have used
deep artificial neural networks to separate aircraft and UAV
sounds. Moreover, there are two research groups that have

1. www.percevite.org

tried to identify the position of other UAVs using sound
recorded from a UAV. Basiri et al. [3], [4], [5], [6] try to
determine the position of a UAV in a swarm of UAVs.
The transmitting UAV sends a chirp sound in the air that
has frequencies different than the UAVs ego-sound, which
can be picked up quite well while flying. Also, they do
tests with engines of the receiving UAV turned off and
the transmitting UAVs not transmitting the chirp anymore.
Also here, based on the engine sounds of the transmitting
UAV its location can be determined. The hear-and-avoid
algorithm can be seen as a follow up of these researches,
as they have not managed to identify other air traffic by
its original sound while also having the engines turned on.
Harvey and O’Young [7] show that with two microphones,
the detection of another UAV can be performed at such
a distance that is double the distance to prevent head-
on collision. Furthermore, research is performed focusing
only on the UAV sound by Marmaroli et al. [8]. They have
created an algorithm that is able to denoise the ego-sound
of the UAV based on the knowledge about the propellers’
revolutions per minute (RPM).

One of the reasons that there is not a large amount of
researches performed on audio analysis for UAVs is that
there are alternatives that provide traffic information, such
as ADS-B, GPS, vision, etc. However, all alternatives have
their disadvantages and do not fully eliminate the chance
of a collision. For example, ADS-B requires a system in
an aircraft that is not always present or turned on. For
vision based sense-and-avoid its images can be disturbed
due to speed, rain, fog, darkness, objects, etc. Sound, on the
other hand, is inevitable for motorized aircraft, so it is a
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promising method. Moreover, microphones are lightweight,
easy to use, omnidirectional and only weakly influenced by
weather. The challenge that sound brings in this application
is that many different (loud) sounds are present, such as
the UAV’s ego-noise, wind, air traffic and environmental
sounds.

In this research the following situation is studied: a UAV,
which is carrying a single microphone, flies around and
should detect incoming or passing aircraft based on sound,
after which it should perform a avoidance maneuver. The
avoidance maneuver is not elaborated on in this research,
it is assumed that the UAV would either warn the human
operator (if there is one), or autonomously descend or even
land if it detects an aircraft. The detection of aircraft will be
realized by means of a convolutional neural network (CNN)
due to their promising performance on sound in [9], [10]
and [11]. The representative data set that is needed, which
consists of audio recordings taken on a UAV including
aircraft sound, does not exist yet and therefore needs to
be artificially created. The CNN uses three audio features
as input: Mel Frequency Cepstral Coefficients (MFCCs),
spectrograms and Mel spectrograms. Four variables are
changed in the data sets to discover their influence: the
window length, the amplitude ratio UAV/aircraft, the type
of labeling and the use of third party database recordings.

The remainder of the article is structured as follows. The
generation of the data set is explained in section 2, including
how the individual sound recordings are obtained, how
those are processed and mixed to recordings that include
both UAV and aircraft sound. Secondly, the features and the
model are described in section 3. The results for each of the
models are shown in section 4 and discussed in section 5.

2 AUDIO ACQUISITION

This research needs a database that contains audio record-
ings, recorded on UAVs, of the UAV’s ego-sound and closely
approaching aircraft. Such a database does not exist yet and
therefore it is created for this purpose. The database consists
of (preprocessed) sound recordings (of UAVs, aircraft and
rotorcraft) and labels, which indicate whether only UAV
sound is present or UAV and aircraft sound are present.
The data set is provided as open access.

2.1 Sound recordings

The laws on UAVs prevent the UAV to come in the vicinity
of an aircraft. It is therefore - under normal circumstances
- legally not possible to make recordings obtained from
a UAV including aircraft sounds. In order to still have a
representative database of UAV sounds that include passing
aircraft, the UAV sounds and aircraft sounds are recorded
separately and mixed afterwards. Three types of recordings
have been used: self-made recordings using a microphone
on a UAV, general aviation aircraft recordings using a mi-
crophone array and aircraft recordings obtained from a third
party audio database.

2.1.1 Recordings of the UAV sounds
The UAV sounds are recorded in the Cyberzoo of the TU
Delft. This is a protected area for UAVs to be safely and

Fig. 1: The acoustic camera on the runway of Lelystad
Airport.

legally flown at the university. An 808 micro camera2 is
placed under a Parrot Bebop UAV, so that its body already
blocks part of the UAV’s ego-sound. Between the UAV and
the microphone, foam is used to absorb the mechanical
vibrations. During the recordings, the UAV performed all
the possible rotations and movements around its pitch, roll
and yaw axes at different speeds. In this manner the most
common frequency and sound pressure levels are included
in the recordings. After recording, the data is cropped to
remove the silences in the beginning and at the end. These
recordings are complemented with audio recordings from
a mobile phone that filmed the UAV from a close distance.
Effectively a total of 20 minutes of UAV recordings are used.

2.1.2 Recordings of general aviation flights
Since the most probable group to come in contact with UAVs
is general aviation (GA) rotor- and aircraft, flyover data has
been obtained at the biggest GA airfield of the Netherlands,
Lelystad Airport, in collaboration with the Aircraft Noise
and Climate Effects (ANCE) section of the TU Delft.

As Lelystad airport is expanding to a larger airfield, the
runway is extended, but the new part is not in use yet. This
part of the runway is therefore a perfect place to obtain
recordings as the aircraft would fly straight over the so-
called ”acoustic camera”.

The acoustic camera, designed and built by the TU Delft
[12], consists of an array with 8 bundles of 8 microphones3.
The bundles are arranged in a spiral shape for optimal
beamforming purposes. The microphones are covered in a
foam layer to decrease the noise due to wind. Moreover,
the array is covered in foam in order to absorb ground
reflections. All the bundles are connected to a Data Acqui-
sition Box (DAQ) which samples the data at 50 kHz and
sends it to the connected computer. Not only the DAQ
is connected to the computer, but also an ADS-B receiver
in order to receive aircraft position information. However,
the ADS-B did not produce useful information as none of
the GA aircraft broadcast ADS-B information. Moreover, a

2. http://www.chucklohr.com/808/
3. Model: PUI AUDIO 665-POM-2735P-R
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mobile phone camera is placed in the center of the array to
capture the flyover on video, but this data is not used for
this research. The setup of the acoustic camera is shown in
Figure 1.

In total 75 recordings are obtained, which consist of
background noise recordings and flyovers. One recording
sometimes consists of more than one flyover. Effectively,
75 GA aircraft and 9 helicopter flyovers are captured. The
background noise consists of microphone noise, noise due
to wind, distant traffic and a distant motor race track.

For this research only the recording of one microphone
is necessary, so from only one microphone the recordings
are extracted. Every microphone is checked to make sure it
worked correctly. One of the 64 microphones is faulty, so its
data is not used.

2.1.3 Recordings obtained from a third party audio
database
With regard to creating a data set that is representative for
the possible air traffic sounds that a UAV could encounter,
it had to consist of more than only flyover data. For exam-
ple, other background noise could influence the detection
performance. Therefore also a (free) audio database4 is con-
sulted to obtain helicopter and (propeller) aircraft sounds.
Only the sound samples that are of sufficient quality and
which are not mixed with (too much) other background
noise are selected.

2.2 Data preprocessing

All the separate recordings are manually modified before
adding them together. Some UAV recordings contained
heavy vibrations of the tape that held the microphone. Those
recordings are removed from the data set. For both the
UAV recordings and the third party database recordings the
silent/fading start and end are cut out. The recordings ob-
tained at Lelystad airport do not require this as the parts that
do not include aircraft sound are used as background noise.
Instead, we manually labelled every second in the record-
ing, indicating whether it consists of only background noise
or include aircraft sound. The recordings from Lelystad
Airport include noise introduced by the microphones and
the wind. A first order Butterworth low-pass filter is used
to remove most of the noise. Most of the time the aircraft
sound information is in the frequency region lower than 100
Hz. Only during a flyover aircraft sound information comes
above this value. In order to capture the higher frequency
content during a flyover but also remove much of the noise
during the rest of the time, the cut-off frequency is set on 2.5
kHz.

All the recordings are resampled to a sample rate of
8 kHz as there is no important information present above
the Nyquist frequency of 4 kHz and it decreases the size of
the data set significantly, which shortens the computational
time. Secondly, the sound recordings are normalized by scal-
ing the amplitude between -1 and 1, so that the amplitude
of two recordings is similar. Before mixing aircraft and UAV
sounds, also data augmentation is applied to all the separate
aircraft and UAV recordings in order to increase the size of

4. https://freesound.org/

the data set, which increases the performance of the model.
Three types of data augmentation are applied: addition of
white noise, increase in pitch and decrease in pitch. The
white noise is a randomly generated Gaussian distribution
with mean 0 and a variance of 0.005. The pitch is increased
and decreased by two semitones on the 12-tone. An increase
of two semitones relates to 12/2

√
2 ≈ 1.12 times the original

frequency. After augmentation, the data set is four times
its original size, one original data set plus three augmented
data sets.

2.3 Mixing the recordings
In order to get sound samples that include both aircraft and
UAV sound, the following mixing procedure is used.

First, the whole data set is split up in a test set and in a
training set. All the augmented versions of a sound sample
are always in the same set as their original sound sample to
ensure that the two sets are uncorrelated.

Secondly, each recording from Lelystad airport is com-
bined with a randomly selected UAV recording of the same
set. In some (part of the) recordings only background noise
is present. This background noise is necessary since without
the noise, the model might classify every sound which is not
UAV sound as aircraft sound. Mixing consists of adding a
segment of the Lelystad airport sound sample, which has a
random length, to one of the UAV recordings on a random
starting position. If the starting position plus the length of
the segment is longer than the length of the UAV sound
sample, the added segment is cut off at the end of the UAV
sound sample. The mixed sample therefore never exists of
only aircraft sound. The total length of each mixed sample is
equal to the length of the UAV recording, which is different
for each recording.

Mixing the third party database recordings is done
slightly different than the method described for the Lelystad
recordings because the third party database recordings al-
ways exist fully of aircraft sound. The difference between
the two mixing methods is that not only a part of the
recording is added to the UAV sound sample, but the whole
recording is added instead (at a random starting position).

The detection model in this paper requires the inputs to
be of equal length (more on this in subsection 3.2). As this
is not the case for the combined samples, the third step is to
cut the combined samples to equal lengths. To maximize
the amount of data in the sets, the cutting length is set
on 51 seconds, which is equal to the length of the shortest
combined sound sample.

The amplitude ratio when mixing the UAV and aircraft
sound is not always 1:1. In this work, four UAV/aircraft
amplitude ratios will be used, namely 0:1 (which means
no UAV sound), 1:1 (equal amplitudes), 1:4 (aircraft sound
amplitude is four times larger) and 1:8 (aircraft sound
amplitude is eight times larger). Most of the time, a ratio
of 1:4 is used. This ratio is obtained as follows. Assuming
the average Sound Pressure Level (SPL) of a UAV at one
meter distance is 76 dB5 and that of an aircraft at 300 meters
distance is 88 dB6, the difference between the SPLs of the
two sounds is 12 dB. Equation 1 shows how the SPL is

5. https://www.youtube.com/watch?v=uprXhH6-FNI
6. http://airportnoiselaw.org/dblevels.html
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Fig. 2: Spectrogram of a flyover recording. The exact flyover
is between 100 and 110 seconds, which can be recognized
by a yellow peak and a Doppler shift around 100 Hz. Also
before and after the peak the aircraft sound is present, which
is visible by the horizontal line around 100 Hz.

calculated from the pressure p1 (which is the amplitude
in the waveform) of a sound and a reference pressure p0.
Taking the amplitude of the UAV waveform as reference
pressure and the aircraft waveform as p1, an SPL of 12 is
obtained when the aircraft waveform is 4 times larger. If
the ratio 1:4 is corresponding to an airplane on 300 meters
distance, 1:1 corresponds to a distance of 1200 meters and
1:8 to a distance of 150 meters, following Equation 2. In
this equation, r2 is the distance of interest, r1 the original
distance, SPL1 the SPL at r1 and SPL2 the SPL at r2.

SPL = 20 log
p1
p0

(1)

r2 = r1 · 10
|SPL1−SPL2|

20 (2)

2.4 Labels

Each second of a mixed sample is given a binary label,
indicating whether there is other aircraft sound present (1)
or not (0). The recordings from Lelystad airport are labeled
manually before mixing. There are two types of labeling,
called nearby detection labeling and distant detection label-
ing. Nearby detection labeling is partly based on listening
to the sound, and partly on looking at the spectrogram. The
spectrogram, which is shown in Figure 2 and elaborated
on in subsubsection 3.1.2, shows the amount of frequency
content over time. Nearby detection labeling gives label 1
when a peak is visible in the spectrogram. By ear this is
noticeable as more high frequency content is heard.

Distant detection labeling is purely based on hearing.
The frames in which a human is able to separate noise from
aircraft sounds are labeled 1. This time it cannot be based
on the spectrogram as the aircraft sound is either not visible
on the spectrogram (when it is blended in too much with
the background noise) or it is visible (as a line on a single
frequency caused by the propeller’s rotational speed) but
the background noise is louder than the aircraft sound. An

Fig. 3: Spectrogram showing nearby detection labeling (red)
and distant detection labeling (green).

example of the latter is shown in Figure 3, at which the
horizontal line around 100 Hz is also present when no label
is given.

The time instances that are not labeled one are labeled
zero, so also the background noise from the Lelystad record-
ings is given the same label as when there is no other aircraft
sound present. In Figure 3, the areas in the spectrogram that
are labeled as 1 are indicated in red for nearby detection
labeling and green for distant detection labeling.

For the third party sound database, the whole aircraft
recording is always labeled as a one, as each of the sound
samples is selected on only having aircraft sounds. Again,
all the time instances in the mixed recording that are not one
are labeled zero.

3 AIRCRAFT AUDIO EVENT RECOGNITION

The aircraft sound will be detected by a framework that
exists of a feature extractor and a classifier. The features
capture important sound information and reduce the di-
mensionality of the data. They are the inputs for the classi-
fier. Thereafter the classifier determines whether the sound
sample contains aircraft sound or not.

3.1 Feature extraction

Three features are extracted from the combined sound sam-
ples using Python library Librosa [13]. First there are the
Mel Frequency Cepstral Coefficients (MFCCs) [14], which
are chosen because of their popularity in one of the biggest
domains in machine hearing, Automatic Speech Recogni-
tion (ASR). The two other features, the spectrogram and
Mel spectrogram, are visual representations of the sound
samples. Content-based analysis of images is already quite
developed [15], therefore the image of a sound might be a
good starting point.

For every feature, each frame in the time dimension has
a length of one second. One second is a rather large frame
but it chosen to reduce in dimensionality. The window
moves over the sound sample with a step of one second.
All the sound samples are 51 seconds long, thus from each
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sound sample 51 separate frames are obtained in the time
dimension.

3.1.1 MFCC

The cepstrum is a domain which represents the rate of
change in multiple frequency bands. MFCCs are the coeffi-
cients of which the cepstrum is composed. It has the ability
to separate convoluted signals in the time domain7. This
domain is therefore often used in speech recognition, to sep-
arate the vocal pitch and the vocal tract. The coefficients are
obtained by taking the logarithm of the amplitude spectrum,
converting this to the Mel scale and taking the Discrete
Cosine Transform (DCT). The Mel scale, which is expressed
as a function of frequency (f ) in Equation 3, is a scale that
approximates the human perception of frequency. This scale
emphasizes the low frequencies (<1 kHz), which is also the
frequency range in which most of the UAV/aircraft sound
information is present. The full transformation from time
domain signal to MFCC is shown in Equation 4 [16].

M(f) = 2595 log

(
1 +

f

700

)
(3)

MFCC(d) =
K∑

k=1

(logXk) cos

[
d

(
k − 1

2

)
π

k

]

for d = 0, 1, ..., D

(4)

In this equation Xk is the Discrete Fourier Transform
(DFT) obtained in Equation 5 of which the frequency be-
longing to each k is warped to the Mel scale by Equation 3.
D is the total number of coefficients and N the number of
data point in the time frame. The number of coefficients
used in this research is 20.

Xk =
N−1∑

n=0

Xne
− 2πi

N kn for k = 1, 2, ..., N (5)

3.1.2 Spectrogram

Spectrograms are visual representations of the energy per
frequency plotted against time, of which the Mel spectro-
gram uses the Mel scale of Equation 3 on the frequency
axis. A typical flyover spectrogram (without UAV sound), is
shown in Figure 2. In this figure the point where the aircraft
is passing the array is between 100 and 110 seconds, which
is visible with the large yellow peak and a Doppler shift
(the sigmoid-shaped line around 1 kHz). It also shows that
when the aircraft is further away, it lacks in high frequency
content (due to atmospheric attenuation). That means most
of the time only the aircraft’s low frequency content is heard
by the UAV in combination with low frequency noise.

The spectrograms are calculated following Equation 6,
which is the magnitude to the power p of the Short-Time
Fourier Transform (STFT). Usually the Power Spectral Den-
sity (PSD) is chosen, for which p = 2. It uses a window
function w[n], in this case the Hann window of one second,
of which m is the index of the position in the window

7. http://research.cs.tamu.edu/prism/lectures/sp/l9.pdf

Fig. 4: Architecture of the CNN. The input is a moving time
window over the spectrogram, Mel spectrogram or MFCC.
The output a binary value indicating whether aircraft sound
is present or not.

TABLE 1: Model parameters of the CNN from Figure 4.

Parameter CNN
Convolution units first set 32
Convolution units second set 64
Kernel size 3x3
Pooling size 2x2
Dropout probability 1 0.25
Dropout probability 2 0.5

function with length N , discrete frequency k, signal x[n]
at time n.

Spectrogram =

∣∣∣∣∣
∞∑

n=−∞
x[n]w[n−m]e

−i2πkn
N

∣∣∣∣∣

p

(6)

3.2 Model

The previously described features are the input for a deep
artificial neural network: the convolutional neural network
(CNN). It has shown best performance for sound event
recognition tasks in [9], [10] and [11]. The basic CNN used
in this research is shown in Figure 4. The network is created
with the Python libraries Keras [17] and Tensorflow [18].

Even though the features consist of 51 second of
UAV/aircraft sound, the input for the CNN is a smaller time
window which slides over the time axis. The smaller time
window is used as otherwise the detection output of a frame
could be depended on data from later frames, due to the
fully connected layer. Multiple window lengths are used, as
shown in section 4. In the basis, however, the window size
is three seconds. This window slides over the feature’s time
axis with a step of one second.

The first layers of the CNN are convolutional layers.
There are two subsequent sets of layers, each consisting
of two convolutional layers, followed by a max pooling
layer. The convolutional layers use the Rectified Linear Unit
(ReLU) as activation function and it applies zero padding to
the input. After the two sets, the output is flattened in order
to be able to connect it with the output layer, a fully con-
nected layer. For the output, a sigmoid activation function
is used, which scales the output (as a float) between 0 and
1. The binary discrimination threshold determines whether
this output becomes a 1 or a 0, so whether an aircraft is
present or not, respectively. The network is based on [11]
and its parameters are modified based on preliminary test
results.

Training the network is performed by means of a binary
cross-entropy loss function and the Adam optimizer [19].
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TABLE 2: Overview of the variables that are changed for
each run, including their corresponding values and the
values of the standard case, the basis run.

Variables Basis
values Variations

UAV/Aircraft ratio 1:4 0:1 1:1 1:8

Third party
database used No Yes

Labeling type Nearby detection
labeling

Distant detection
labeling

Window length (s) 3 10 15 20

TABLE 3: The number of each run with their corresponding
changed variable and the corresponding value.

Run # Variation
1 UAV/Aircraft ratio: 0:1
2 UAV/Aircraft ratio: 1:1
3 Basis run
4 UAV/Aircraft ratio: 1:8
5 Database used: Yes
6 Distant detection labeling
7 Window length: 10
8 Window length: 15
9 Window length: 20

The Adam optimizer parameters are the same as in the orig-
inal paper, so a learning rate of 0.001, β1 = 0.9, β2 = 0.999,
ε = 10−8, and no decay. After each pooling layer, dropout
is used in order to prevent overfitting of the training data.
The parameters for the CNN are shown in Table 1.

4 RESULTS

Each feature is combined with the CNN, so in total three
models are tested. They are trained and tested on multiple
data sets, which are listed in Table 2. To check the influence
of certain parameters in the data set or in the model,
four parameters are altered during the runs: the window
length, the labeling type, the ratio in amplitude between the
UAV and aircraft sound and whether third party database
recordings and Lelystad airport recordings are used or only
the Lelystad airport recordings.

There is one basis run, for which the window length
is 3 seconds, the labeling is nearby detection labeling, the
UAV/aircraft ratio is 1:4 and there are no third party
database recordings involved. For all the other runs, only
one variable of the basis run is changed each time.

The window length is either 3, 10, 15 or 20 seconds.
The Lelystad airport recordings are labeled manually, in
two manners, as explained in subsection 2.4. For distant
detection labeling the training is performed with distant
detection labeling and the testing is performed with nearby
detection labeling. The idea behind this method is that the
model could learn aircraft sound when it is not so obviously
present, so that detection when the aircraft is obviously
present is outstanding. The amplitude ratio between the
UAV and the aircraft is tested when no UAV sound is
present, and for the ratios 1:1, 1:4 and 1:8. Lastly, the third
party database sounds are either added to the data set or
omitted.

From here on, each specific run is indicated by the
number of the run given in Table 3. The performance of

the models is compared for each of the variables (window
length, label type, etc.). This comparison is based on the
Receiver Operating Characteristic (ROC) curve. The ROC
curve shows the True Positive Rate (TPR) against the False
Positive Rate (FPR) for all possible binary discrimination
thresholds. The area under the curve (AUC) is a measure of
accuracy of the binary classifier. In this research specifically,
especially the region of low FPR is important, as it shows
how many times the UAV would falsely decide to warn the
operator or descend. For each point on the ROC curve the
desirable discrimination threshold can be extracted, which
determines whether the output from the model is classified
with label 1 or label 0.

4.1 Influence of the UAV/aircraft ratio
Runs 1, 2, 3 and 4 are simultaneously plotted for the CNNs
in Figure 5. In general, the best performance is achieved
for the cases where there is no UAV sound present (run
1). If the UAV’s ego-sound is added to the aircraft sound
with an amplitude ratio of 1:1 (run 2), the performance is
the worst in all cases. The figures show that amplifying
the aircraft sound increases performance, however, there is
little increase between the ratio 1:4 and 1:8. The expected
result is that the less UAV content is present, the more the
performance would converge to the result of run 1. Only
for the MFCC and Mel spectrogram this trend is visible in
the lower FPR region. Looking at the AUC, the MFCC and
the spectrogram show no convergence to the ratio of 0:1. In
the case of the Mel spectrogram, there is only a difference
visible between the ratio of 1:1 and the others.

4.2 Influence of the third party database recordings
In the basis run, only the recordings from Lelystad airport
are used. This means that all the recordings have (fairly) the
same background noise and types of airplanes and they use
the same recording equipment. In order to check how much
the models rely on these characteristics, they are trained and
tested with the third party database recordings as well for
this run.

Figure 6 shows that for all the models, the addition of the
third party database recordings improves the performance
of the model. Only for the very low FPR (< 0.01), the
basis run performs better for the MFCC-CNN and the Mel
spectrogram-CNN.

4.3 Influence of labeling
The third type of modification made in the data set relates
to which labels are used for training. For all cases the nearby
detection labeling is used for testing. For training, however,
one run uses distant detection labeling and one run uses
nearby detection labeling. When an aircraft is approaching,
the lower frequencies of its generated sound reach the
ear first. This low frequency content is in the same range
as the background noise. It is therefore expected that for
distant detection labeling a better separation is found in the
model between drone and aircraft and therefore would also
better perform for the nearby cases. Figure 7, however, does
not prove this hypothesis. This time, for all features, the
performance deteriorates when distant detection labeling is
used.
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(a) MFCC-CNN for different UAV/aircraft amplitude .
ratios.
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(b) Mel spectrogram-CNN for different UAV/aircraft .
amplitude ratios.
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(c) Spectrogram-CNN for different UAV/aircraft amplitude
ratios.

Fig. 5: ROC curves showing the influence of the
UAV/aircraft ratio for each feature. Best accuracy is
achieved for the ratio 0:1 (no UAV sound present). The more
UAV content is added, the worse the performance.
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(a) MFCC-CNN with and without third party database
recordings.

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0
Tr
ue

 P
os
iti
ve

 R
at
e

Third party database not used (basis run) (area = 0.91)
Third party database used (area = 0.93)

(b) Mel spectrogram-CNN with and without third party
database recordings.
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(c) Spectrogram-CNN with and without third party database
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Fig. 6: ROC curves showing the influence of the third party
database recordings for each of the features. For all features,
the performance increases using the third party database
recordings.
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(a) MFCC-CNN comparing the performance for different
label types.
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(b) Mel spectrogram-CNN comparing the performance for
different label types.
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(c) Spectrogram-CNN comparing the performance for differ-
ent label types.

Fig. 7: ROC curves showing the influence of labeling type for
each of the feature. Each run is tested with nearby detection
labeling. One run is using the nearby detection labeling for
training as well and the other one uses the distant detection
labeling during training.

4.4 Influence of the window length

The window length of the CNN determines how many
seconds of history are used to determine whether the sound
contains aircraft sound or only UAV sound. The more his-
tory the sound contains, the better the development of (pos-
sible) aircraft sound can be captured. It is therefore expected
that with a larger window length a better performance is
achieved. However, eventually the performance of longer
time windows are expected to converge as history from long
ago does not give useful information in detecting aircraft
sound in the present.

This hypothesis is confirmed for the CNNs using Mel
spectrogram, spectrogram and MFCC in Figure 8. Improve-
ment in AUC between a three second window and a ten sec-
ond window is shown in each of the subfigures. For window
lengths of more than ten seconds, the AUC hardly changes.
For the spectrogram-CNN there is a clear difference in the
low FPR region between the 10 and 15 seconds.

4.5 Comparison of the features

So far, the results are only shown per feature. In order
to show which feature works best, the features have been
compared for the basis run in Figure 9. The results show
that the Mel spectrogram performs best, followed by the
MFCC. The spectrogram performs worst compared to the
other two.

Even though the results are only set out for one run, this
is true in general for the other runs. For the runs with a
UAV/aircraft ratio of 0:1, 1:1, and distant detection labeling
(run 1, 2 and 6) the MFCC is equally accurate as the Mel
spectrogram. For the runs with an increase window size
(run 7,8 and 9), the spectrogram is slightly better then the
MFCC.

Moreover, a ROC curve with the binary discrimination
threshold based on the pure energy of the signal is shown
in Figure 9. This curve is used to see whether the model
just checks the amount of energy in the signal or if it uses
more elaborate features. The AUC gives away directly that
the performance is significantly worse than the CNNs, so
the model does not base its outputs simply on the amount
of energy in the signal. Especially in the low FPR region (<
0.1) the TPR is significantly lower than for the CNNs.

4.6 Visualization of the output

In order to clarify the output of the model, one of the runs is
used to visualize the outputs. In Figure 10, the spectrogram
of one sample of the basis run test set is shown, along with
the expected label (in red), the output of the network (in
black) and the binary discrimination threshold belonging
to a FPR of 0.1 (in purple). This example shows a decent
detection result in which the results in the time window for
which the label is 1 (between 28 and 40 seconds) is correctly
above the threshold (except for the first second). The rest of
the output is always under the threshold and therefore not
detected as an aircraft.

The correctness of the result of Figure 10, however, is not
observed for all cases of the test set. False positives and false
negatives are appearing as well, such as shown in Figure 11.
In this figure the time span between 30 and 45 seconds



9

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue
 P
os
iti
ve
 R
at
e

Window length 3 (basis run) (area = 0.88)
Window length 10 (area = 0.90)
Window length 15 (area = 0.91)
Window length 20 (area = 0.90)

(a) MFCC-CNN for different window lengths.
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(b) Melspectrogram-CNN for different window lengths.
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(c) Spectrogram-CNN for different window lengths.

Fig. 8: ROC curves showing the influence of the window
lengths for each feature. In general, the increase in window
length increases the performance, but it converges to the
performance of a window length of 20 seconds.
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Fig. 9: ROC curves of each feature for the basis run. Also
the energy of the signal is used as an input for the ROC
curve to show that the model does not base its output only
on the energy in the signal. The Mel spectrogram is the best
performing feature, MFCC second best, the spectrogram is
the worst feature and energy performs significantly worse
than all features.

Fig. 10: Correct classification example of a sound sample. In
red is the expected label, in black the given output and in
purple the discrimination threshold. The left axis belongs to
the spectrogram only, the right axis belongs to the output,
the label and the threshold lines. As the output is always
under the purple line when the label is 0 and above the
purple line when the label is 1 (except for 1 second), this
sample is accurately classified.

should be given a label of 1, but but the model output is still
under the threshold, except for 1 second. Also, the point at
second 3 is just above the threshold, whereas it should be
labeled 0. On the other hand, also for the human eye the
presence of an aircraft is better visible in the spectrogram of
Figure 10 than in the spectrogram of Figure 11, due to the
Doppler shift and the increase in energy (which can be seen
by the increase of the yellow content) in Figure 10.

In order to confirm that the model can recognize Closest
Point of Approach (CPA) such as shown in the spectrogram,
all the audio samples of the test set of the basis run are
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Fig. 11: Partly wrong classification example of a sound
sample. In red is the expected label, in black the given
output and in purple the discrimination threshold. The left
axis belongs to the spectrogram only, the right axis belongs
to the output, the label and the threshold lines. A false
positive is shown at 3 seconds and false negatives between
30 and 45 seconds (except second 40).
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Fig. 12: Means (dots) and standard deviations (bars) per
time distance from the center of a CPA in the spectrogram. It
shows that the closer the aircraft is, the better the detection
performance.

centered around the CPA (if any). For each second in the
range of 10 seconds before the CPA and 10 seconds after the
CPA, the mean values and standard deviation of the model
output are taken. Those values are shown in Figure 12. Each
dot represents the value of the mean, each bar the standard
deviation from the mean. This figure shows that at the CPA,
the output value is usually the highest. Furthermore, the
larger the time distance from the CPA, the lower the mean
and standard deviation. There is, however, relatively much
spread in the output of the network.

4.7 Precision and recall

The AUC gives a good overall indication for the accuracy
of the model. However, in order to see how well the model
performs per point on the ROC curve, precision and recall

is used. Precision is defined in Equation 7, in which FP is
the number of false positives and TP is the number of true
positives. For recall, also the false negatives FN are used,
such as shown in Equation 8.

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

In this research, an important value is 1 − recall for
the label 0. This value shows how many false positives are
present, so how often the UAV would falsely perform an
avoidance maneuver. The recall for the label 1 is the second
most important. It shows how well the aircraft is detected
when it is present. The reason that it is less important than
the 1 − recall for label 0 is because this value does not
say when the false negatives appear. It is expected that the
closer the aircraft gets, the better the detection performance.
Figure 12 shows that this is actually the case for this model.
So if the model does not detect the aircraft it is probably
not too close, so it would not directly lead to a critical
situation. Precision shows how many of the predicted labels
are relevant, which is less important for this application than
the recall.

An example of the precision and recall and the confusion
matrix for the Mel spectrogram-CNN with the window
length 20 are shown in Tables 4 and 5 respectively. As a very
low FPR beneficial, but still aircraft should detected, the
point on the curve for which the ROC curve just separates
from the Y-axis is chosen (which is around an FPR of 0.01
and a TPR of 0.7).

TABLE 4: Precision and recall of the Mel spectrogram-CNN
using window length 20.

Precision Recall
0 0.97 0.99
1 0.85 0.70

TABLE 5: Confusion matrix of the Mel spectrogram-CNN
using window length 20.

Predicted class

Actual
class

0 1
0 2823 42
1 101 234

5 DISCUSSION

The results shown in section 4 are further discussed in
this section. Starting off with the different UAV/aircraft
amplitude ratios, Figure 5 shows in the lower FPR region an
expected trend, which is that the lower the UAV amplitude
is compared to the aircraft amplitude, the better the aircraft
is detected. That means, in order to use this model for real-
world application, it is best to diminish the UAV’s ego-
sound as much as possible, for example by means of the
method of Marmaroli et al. [8].

The addition of third party database recordings also
improves the performance, such as shown in Figure 6. Those
recordings consist of different background noise, which



11

could be easier for the model to distinguish from the typical
background noise from the Lelystad recordings. The basis
run performed better in the very low FPR (< 0.01), but the
corresponding TPR is to low to be a good detector.

The fact that the different type of labeling performs
worse, which is shown in Figure 7, is unexpected. The labels
that are 1 for the distant detection labeling consist of the
ones from nearby detection labeling plus some extra ones
before and after. In other words, the nearby detection labels
are a part of the distant detection labels. As the distant
detection labeling includes the nearby detection labels, it
is expected that training with distant detection labeling at
least performs the same as training with nearby detection
labeling. However, the model performs worse (or equal, for
any FPR lower than 0.05) which means that there is no ben-
efit in using the distant detection labeling. The consequence
of using nearby detection labeling over distant detection
labeling is that the aircraft is closer to the UAV when it is
detected.

The trends shown in Figure 8, at which the window
length is increased, are not unexpected. The longer the win-
dow length, the more information the model uses to make
a decision and therefore the performance is better. This only
works up to a certain amount since sound information to
far in the past can have nothing to do with the present
sound. Based on the presented experiments, a window
length between 15 and 20 seconds should be used to be as
accurate as possible. Choosing a value above 20 seconds will
not increase the performance and makes it computationally
more expensive. Of course, also other forms of memory can
be explored, such as Long Short Term Memory [20] or GRU
[21].

In the ideal situation, no false positives or false negatives
are present in the output of the detector. Since the ROC
curves in Figures 5, 6, 7 and 8 never have an AUC of 1,
this is not possible. Therefore, we aim to have as little false
positives and false negatives. In Table 4 and Table 5 a limit of
one false positive in 100 seconds is set. If after a false positive
a warning is send to the operator, once in 100 seconds
he/she has to check whether there is really other air traffic
present, which is not increasing the workload to much and
therefore once in a 100 seconds is a reasonable limit. If the
UAV has to descend (or even land) after a detection, a false
positive once in a 100 seconds is too much, so for those cases
a filter should be applied, which checks whether multiple
positive detections are found in a short-time frame. The
percentage of missed detections corresponding to a once in a
100 FPR, is 30%. Luckily, Figure 12 shows that the closer the
aircraft is the better the accuracy, so the missed detections
will be mostly appear in the early stages of the detection.

Alongside the conclusions drawn from the results, there
are a few general comments to be made concerning the
research method.

Firstly, the data set should be extended. The data set used
in the basis case (run 3) only contains the recordings from
Lelystad airport. This data set has in total 84 flyovers. The
data augmentation increases the data set times four, so 336
flyovers are available for the data set. This is considered a
relatively small data set for machine learning purposes such

as this research. For comparison, ImageNet8, a famous data
set for image recognition, has 15 million examples in total.
In addition, the ratio of the data set that includes aircraft
sound and that only includes background noise is not 50/50,
due to the fact that the cut-outs from the recordings are
random. The ratio aircraft/background in this data set is
approximately 20/80. The problem with this ratio is that the
model could classify all the sound samples as background
noise and still would have an accuracy of 80%. Another
comment about the data set is that it is artificially mixed,
so the UAV and aircraft sound are individually recorded.
In the spectrogram, it is visible where the aircraft sound
is added to the UAV sound by vertical lines at the stop
and start. An example is shown in Figure 13, at which the
aircraft recording part stops at 30 seconds. In order to avoid
this effect, recordings should be taken on a UAV, which flies
close to flying aircraft.

Fig. 13: Spectrogram of a mix of UAV and aircraft sound.
The end of the aircraft sound recording is visible on the
spectrogram at 30 seconds by the vertical line (which is the
sudden decrease in energy).

So far, the only different scale used is the Mel scale.
Two features use this scale which mimics the way humans
perceive frequency. The comparison of the Mel spectrogram
and the spectrogram in Figure 9 shows that stretching the
lower frequencies works well in combination with the CNN.
One idea is to make a scale that stretches the lower frequen-
cies even more. As most of the distant aircraft sound lies in
the low frequency region, further stretching the lower fre-
quencies could show more important low frequency sound
information for the CNN.

What is more, is that there is not much difference in type
of background noise. Only two types of microphones are
used, the 808 micro camera microphone and the microphone
from the array. Different microphones could show different
noise content. Further research in the quality of the micro-
phones is demanded. Also, the background noise is pretty
constant during the recordings, whereas on a flying UAV
this could differ considerably. Other background noise, such
as cars, trains, lawnmowers, etc., is not added.

Not only is there one composition of background noise,
but also only one type of UAV sound has been used. In order

8. http://www.image-net.org/



12

to make a model for versatile applications, multiple UAV
sounds should be included in the data set. If the model is
applied to only one UAV, it is useful to use its specific model
in training the detection network. In this process it is also
important to check whether the ego-noise of the UAV is in
the same order of loudness as the Parrot Bebop used in this
research.

6 CONCLUSION

Detection of air traffic sounds on a UAVs could increase the
safety of the airspace. This paper builds on existing sound
features and classification methods, but this time applied to
combined UAV and aircraft sound.

The three features used are the MFCC, spectrogram and
Mel spectrogram, which are the input to a CNN classifier.
The best performance of the model is obtained using the Mel
spectrogram, which moves over the sound recording with
a 20-second window length. The detection performance
increases when the aircraft is closer to the UAV. Longer
time windows give better performance up until a certain
window length, but also decrease the potential reaction time
for an avoidance maneuver. Secondly, the model works best
if as little UAV sound is present as possible. Thirdly, the
current method still gives too many false positives for real-
world application. Improvements may be expected from
a better filtering over time (ignoring solitary peaks of the
network’s output), a more extensive data set, and potentially
additional information such as the commanded RPMs of the
UAV’s propeller(s). Finally, a more realistic data set should
include sound recordings of aircraft taken from a (moving)
UAV.
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A
List of third party database recordings

As explained in the paper, third party database recordings are used in order to create a larger dataset for the
research. In Table A.1, the names of the recordings that are used, the username of the owner of the recording,
and the number by which the recording can be found on https://freesound.org/ are listed.
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18 A. List of third party database recordings

Table A.1: The names, corresponding usernames and search numbers for the third party database recordings used.

Name Username Search Number
police_helicopter.wav reinsamba 36759
Robinson flying loop.wav Figowitz 69607
helicopter02.wav gezortenplotz 77312
Helicopter Landing Mings 150976
heli3.wav nicobaba 159778
blackhwak_flyby.wav primeval_polypod 160613
helicopter3.wav Zabuhailo 173431
helicopter1.wav dwareing 181071
Apache helicopter fly over 01.wav klankbeeld 191429
helicopter over neighborhood.wav hachaduryan 203355
Helicopter 002.wav GiovanniProvenzale 237183
Helicopter 001.wav GiovanniProvenzale 237184
HELICOPER towers4223 253643
Helicopter in Mountains DallasBass 258007
Cobra_Helicopter_Flyover_Ext.wav Cell31_Sound_Productions 263458
helicopter.wav UncleSigmund 271214
Helicopter 1.WAV ElementRS2 343685
HELICOPTER OVERHEAD V#1 CLEANFINAL.WAV metrostock99 345084
helicopter.L.wav nhaudio 346372
Sea Hawk Helicopter NH60-R.wav granconill 380079
Helicopter_Passby_1.wav pan14 388287
Helicopter 2.wav BeeProductive 395594
Helicopter.wav BeeProductive 395601
A helicopter flying low above the ground seenms 421614
plane.wav UncleSigmund 36929
00489 aircraft run2.wav Robinhood76 62049
retro airplane.wav Inplano 81056
OverpassingPlane.wav adamlhumphrey 115387
Biplane fly-by.wav debsound 117270
Plane Cessna start stop.wav Cheeseheadburger 141519
Two Spitfires Flyby Flight2FlyPhoto 142901
Bf-109 Flyby Flight2FlyPhoto 143558
Low Airplane Fly By Snipperbes 145365
porpplaneflyover.wav Laers 169129
Spitfire_slow_OH.wav beerbelly38 276550
AIRPLANE - small airplane flying by (SFX) Anika11 325683
PlaneFlyoverDistant.wav kingsrow 348595
Small propeller plane jay_rope 361434
A small propeller plane.wav straget 403316



B
Lelystad airport recording procedure

As the most probable group to come in contact with UAVs is general aviation (GA) rotor- and aircraft, flyover
data has been obtained at the biggest GA airfield of the Netherlands, Lelystad Airport, in collaboration with
the Aircraft Noise and Climate Effects (ANCE) section of the TU Delft. In order to get permission to record at
the airstrip, the operations manager Edward de Kruijf is consulted by info@lelystad-airport.nl.

As Lelystad airport is expending to a larger airfield, the runway is extended, but the new part is not in
use yet. This part of the runway is therefore a perfect location to obtain recordings as the aircraft would fly
straight over the so-called acoustic camera. This location is indicated in Figure B.1 by a red arrow. The aircraft
land (and depart) from south-west to north-east, so the landing aircraft flyovers are obtained. The departures
were to far away to be captured. The trajectories of aircraft and helicopters are indicated by the orange and
blue lines respectively.

The acoustic camera, designed and build by the TU Delft [14], consist of an array with 8 bundles of 8 mi-
crophones. The bundles are arranged in a spiral shape for optimal beamforming purposes. The microphones
are covered in a foam layer to decrease the noise due to wind. Moreover, the array is covered in foam in order
to absorb ground reflections. All the bundles are connected to a Data Acquisition Box (DAQ) which samples
the data at 50 kHz and sends it to the connected computer. On the computer, Labview is used to visualize and
store the data. Not only the DAQ is connected to the computer, but also an ADS-B receiver in order to receive
aircraft position information and an optical camera to capture the flyover. This camera was positioned in the
center of the array. However, the ADS-B did not produce useful information as none of the GA aircraft send
out ADS-B information and the optical camera failed to work. In order to solve this a mobile phone camera is
placed in the center of the array, but is not synced with the DAQ. However, for this research the video was not
needed anyway. The complete the acoustic camera is shown in Figure B.2 and the setup of the plates and mi-
crophones are presented in Figure B.3. For more information about the array, the file ’manual camera.docx’
and [14] should be consulted. The manual, from which the set up of the different plates of the array with the
corresponding positions for the microphone are taken, includes the list of materials that are needed for using
the array, as well as specifications for all parts of the equipment and the use of different .mat files.

The recordings are made on the 29th of June, 2018. The this day was a warm summer day with perfect blue
skies, which is shown per hour in Table B.1. Before and after the time range used in this table, no recordings
were made.

In total 75 recordings are obtained, which consist of background noise recordings and flyovers. One
recording sometimes consist of more than one flyover. Effectively, 75 GA aircraft and 9 helicopter flyovers
are captured. The background noise consisted of microphone noise, noise due to wind, distant traffic and a
distant motor race track. In the folder of the recordings is a file present called ’data matrix 29062018 v2.xlsx’.
This file shows which flyovers are present in which recordings. It shows the time of the start of the recording,
the aircraft’s registration, the corresponding video number (if any), the aircraft types and some remarks. If a
recording only consist of background noise this is indicated in the column ’registration’ by ’bgn’.

For this research only the recording of one microphone is necessary, so from only one microphone the
recordings are extracted. Every microphone is checked to make sure it worked correctly. One of the 64 micro-
phones is faulty, so its data is not used.

The recordings from Lelystad airport are made using Labview, which saves the recording as a binary file.
The recordings have to be preprocessed (for calibration purposes), which normally is performed with Labview
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20 B. Lelystad airport recording procedure

Figure B.1: Map of Lelystad airport. The red arrow indicates the position of the array for the recordings, the orange line shows the most
common aircraft approaches/departures and the blue lines show the helicopter trajectory.

as well. However, the recordings from Lelystad were sometimes too long, therefore the files were too big to
be preprocessed in Labview. So before the files could be preprocessed, they are cut using the ’cut_data.m’
file. It cuts the original file in separate files existing of 80 seconds of recordings. Secondly, the trimmed files
are read out using ’ReadAll.m’, which depends on ’Read_data.m’. It scrolls through all folders and converts
the trimmed files to .mat files. In order for this program to work, the ’ReadAll.m’ file, the ’Read_data.m’ file
and the Calibration folder should be in the same folder. Lastly, the .mat files are converted to .wav files using
’SaveOneMic.m’. In this file, also the low-pass filter is applied and saved in a separate .wav file. For all the
scripts, only the paths should be changed to the corresponding folder in order to work.
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Figure B.2: Acoustic camera on the runway of Lelystad Airport.

Figure B.3: Microphone configuration from the front (left) and the back (right).
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C
Overview of the Python scripts

Most of the code written in this research was performed using Python 3.6. For some additional purposes,
Matlab R2014b was used. The Matlab files are explained in Appendix B and in ’manaul camera.docx’. One
general note for all of the scripts is that all the paths should be modified to the corresponding folders. More
information about the code will be present as comments in the code as well.

C.1. Main.py
This file is used for mixing the sounds, store them and get the features of them, which are also stored. There
are only 7 parameters to be checked before running the code.

First of all, the sample frequency ’fs’ has to be set correctly. In this research it is set on 8000 Hz in order
to have computationally low cost. However, it also means that a lot of sound information is ’thrown away’
as the .wav files were usually sampled at either 22500 Hz, 44000 Hz or 50000 Hz. Secondly, the ’hop_length’
should be chosen properly. So far, it has been set equal to the ’fs’, which results in spectrograms and an
MFCC having one frame per second. In order to change the amount of frames in the time axis for the spec-
trograms and MFCC, the ’hop_length’ should be altered. Thirdly, the ’min_sound_length’ is an important
variable as it decides whether it is needed to cut mixed recordings. If the variable ’sound_generation’ (which
will be explained below) is set on ’True’, ’min_sound_length’ needs to be set on ’float(’inf’)’ (after which the
right value will be computed automatically). If ’sound_generation’ is ’False’, ’min_sound_length’ should be
have the correct value, so it is important to write this number down after a run with ’sound_generation =
True’ is performed. The fourth variable is ’ratio’, which indicates the amount of aircraft content in the am-
plitude ratio UAV/aircraft. For example, if it is set on 4, the ratio is 1:4. Finally there are three booleans,
’sound_generation’, ’melspectrogram_generation’ and ’aircraftANDdrone’. The ’sound_generation’ indicates
if the mixing procedure should be performed again, which need to happen after altering one of the previously
described variables. It automatically deletes the previous data if it is generating new data. Then, ’melspectro-
gram_generation’ indicates whether the features should be computed again. Finally, if ’aircraftANDdrone’ is
’False’, it generates the data for the case in which no UAV sound is added.

Apart from those variables, there are two variables in the code that also could be altered. They can be
found in the function ’mix_recordings’. The variables of interest are ’noise’ and ’label_path’. The first one in-
dicates whether the original recordings should be used, or the ones which are low-pass filtered. If ’noise’ is ’0’,
the low-pass filtered recordings are used, if not, then the original recordings are used. In order to determine
what type of labeling should be performed, ’label_path’ is set on ’label.txt.txt’ for distant detection labeling or
on ’label2.txt.txt’ for nearby detection labeling. If distant detection labeling is used, the file ’ChangeLabel.py’
is needed afterwards, which is explained in section C.2.

C.2. ChangeLabel.py
This script is only needed when distant detection labeling is used in ’Main.py’. When ’Main.py’ is run with
the distant detection labeling, also the distant detection labels will be present in test set, which is not the
intention of the run. Therefore, only the labels in the test set needs to be changed with the corresponding
nearby detection labels, which is performed by ’ChangeLabel.py’. It is important that after ’ChangeLabel.py’
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24 C. Overview of the Python scripts

is run, also ’Main.py’ should be run again with the following settings: ’sound_generation’ is ’False’ and ’mel-
spectrogram_generation’ is ’True. This ensures that now the nearby detection labels will be used in the test
set.

C.3. CNN-Mel.py
The information that is described in this section, is also valid for the files ’CNN-MFCC’ and ’CNN-Spec’ (as
well as the SIF and CRNN files). In these files the CNN is build, trained, tested and saved. The variable
’batch_len’ can be changed in order to speed up the training, however, this value should always be such that
it is a multiple of the amount of sound samples in the test set and a multiple of the amount of sound samples
in the training set, otherwise it skips sound samples. In order to change the length of the history used, ’width’
should be modified.

C.4. GenerateResults.py
This section is also valid for ’GenerateResultsCRNN.py’. Even though the files from section C.3 generate re-
sults, they are not saved. ’GenerateResults.py’ loads the models, get the test results again and saves them.
Not only are they saved for Python purposes (as .npy files), but also for Matlab purposes (as .m files). In this
research Matlab was used for the generation of the spectrograms, so also the spectrograms over which the
output was plotted. Furthermore, this file generates the error bar such as shown in the paper.

In order to use this file, the right settings should be entered. The first variable is ’results’, which is a string
that indicates the name of the folder in which the model (and the data set) is stored. Secondly, the variable
’width’, just like in the ’CNN-Mel.py’, indicates the time history used in the model. Also ’batch_len’ has the
same purpose (and the same requirements) as in ’CNN-Mel.py’.

C.5. GeneratePlots.py
The plots such as shown in the paper are generated by ’GeneratePlots.py’. There are two options: plotting a
selection of runs per feature, or plotting one run for all features. For the first one, the feature should be chosen
using the variable ’feature’. Then, the required folders that contain the data that you want to plot are inserted
in ’selection’. For plotting all the features, the lines of ’feature’ up until the for loop should be commented.
Then the (commented) lines starting from ’run’ up until the for loop should be uncommented. Secondly, in
the variable ’run’ the folder name of the correct run should be chosen. Running this file plots the requested
runs/features and saves them with a unique name per run/feature combination.



D
Spectrogram Image Feature

The most modern feature used in this research is the Spectrogram Image Feature (SIF). It already has proved
itself a reliable feature for sound event recognition, even in noisy conditions [9]. However, due to the strange
trends observed in the results of the SIF-CNN, it has not been included in the paper.

The procedure to obtain the SIF is taken from Dennis, 2011[15]. The first steps are to compute a spectro-
gram image and convert it to a greyscale image. The spectrogram is obtained following the method described
in the paper and then normalized to scale the values between [0, 1] and thus creating the greyscale image. The
normalization process is explained in Equation D.1, in which S(k, t ) is the original spectrogram and G(k, t )
the greyscale version.

G(k, t ) = S(k, t )−min(S)

max(S)−min(S)
(D.1)
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Figure D.1: HSV colormap

Thirdly, the greyscale image is quantized into three monochrome image. Red, green and blue (RGB) are
the colors used for this (nonlinear) mapping by means of a HSV colormap. This colormap is presented in
Figure D.1. The (normalized) pixel value takes for each monochrome image the intensity belonging to the
pixel value. The three monochrome images are subjected to color distribution statistics as it can describe the
sound intensity variation in frequency and time. In order to do so, first the the images are split up in 51x51
blocks, of which for each block the two central moments of Equation D.2, k = 1 and k = 2, are calculated. E
is the expectation operator, X the distribution per block and µk the k th moment. These SIF comprises of the
central moments for each monochrome image and is therefore a (51x51x3x2)-dimensional vector.

µk = E
[

(X −E [X ])k
]

(D.2)
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26 D. Spectrogram Image Feature

The CNN is modified for the SIF compared to the CNN for the MFCC, spectrogram or Mel spectrogram,
as there is a vector input instead of a 2D array. Therefore, the convolutional layers are changed to 1D layers.
The other parameters and the architecture of the model is kept the same.

The results of the SIF-CNN are shown in Figures D.2, D.3, D.4 and D.5. For comparison, the results of the
Mel spectrogram-CNN are shown on the right side. For the different UAV/aircraft ratios, it is expected that
the more UAV content is present, the worse the model would perform. In the Mel spectrogram this is visible,
the worst performance is obtained by a ratio 1:1 and the best performance (especially in the low false positive
rate region) is obtained when no UAV sound is present. For the SIF, however, the performance is much more
spread and inexplicable. The best performance is achieved by a ratio 1:4, followed by 0:1, then 1:8 and the
worst is still 1:1.
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(a) SIF-CNN for different UAV/aircraft ratios. Best per-
formance is obtained by the 1:4 ratio, followed by the
ratio 0:1, then 1:8 and the worst is 1:1.
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(b) Mel spectrogram-CNN for different UAV/aircraft
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followed by the ratio 0:1, then 1:8 and the worst is 1:1.

Figure D.2: ROC curves showing the influence of the UAV/aircraft ratio.

With the addition of the third party database recordings, the SIF also performs differently then the others.
Whereas for the Mel spectrogram (and the other features) the performance increased by using the third party
database, for the SIF the performance decreases. This is shown in Figure D.3.
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(a) SIF-CNN with and without third party database
recordings. For this model the accuracy is higher if no
third party database recordings are used.
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party database recordings. For this model the accuracy
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Figure D.3: ROC curves showing the influence of the third party database recordings.

For the different types of labeling the SIF does show the same behavior as the Mel spectrogram, which is
shown in Figure D.4. However, the decrease in performance is much bigger in case of the SIF (6%) compared
to the other features (which is at most 3%).
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(a) SIF-CNN comparing the performance for different
label types. Nearby detection labeling gives better per-
formance than distant detection labeling.
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(b) Mel spectrogram-CNN comparing the perfor-
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beling gives better performance than distant detection
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Figure D.4: ROC curves showing the influence of the labeling type.

Finally, the results presented in Figure D.5 show that the SIF actually benefits with shorter window lengths,
whereas for the other features the have better performance when the window length is increase. Especially
after a window length of 15 seconds the performance of the SIF drops significantly.
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(a) SIF-CNN for different window lengths. The perfor-
mance drops with increasing window length.
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Figure D.5: ROC curves showing the influence of the window lengths.

The reason that the SIF does not work has remained unclear during this research. Due to the great perfor-
mance that it could have for sound event recognition tasks [9], it is recommended to perform further research
on SIF for this application.





E
Convolutional Recurrent Neural Network

During this research, a second model is used: the convolutional recurrent neural network (CRNN). As the
name implies, the model is a CNN with an extra recurrent layer. The idea of combining the two comes from
the fact that CNNs miss out on longer temporal context information and recurrent layers are not able to
obtain the invariance in the frequency domain [16]. Combining the two therefore would solve each others
disadvantage. Similar to the SIF, the results were not sufficient enough to be used in the paper.

The CRNN also begins with two sets of layers, but are composed differently than the CNN’s first layers.
For the CRNN, one set is composed of only one convolutional layer, followed by a max pooling layer. Also a
batch normalization layer is tried, which should decreases the time required for training by normalizing the
output of the layer to a mean of zero and a variance of one, however, the results are worse when this layer
is added. After two convolutional/pooling sets, the feature maps are stacked and inserted in the recurrent
layer, for which a Gated Recurrent Unit (GRU) is chosen. Those type of units are performing better on small
datasets compared to the most common type of Recurrent Neural Network (RNN) unit, the Long Short Term
Memory (LSTM). The GRU uses the sigmoid activation layer and gives an output for each frame, only based
on historical (and current) inputs. The CRNN has the same loss function and optimizer as the CNN, as well
as the dropout between the sets and the fully connected layer. The complete CRNN architecture is shown in
Figure E.1 and the corresponding parameter values in Table E.1.

The CRNN also starts with convolutional and pooling layers. In order to decrease the time required for
training, also batch normalization layers are applied. After 2 of those combined layers, the outputs are stacked
and fed into a Gated Recurrent Unit (GRU). Those type of units are chosen as they perform better on small
data sets compared to the most common type of Recurrent Neural Network (RNN) unit, the Long Short Term
Memory (LSTM). Finally the outputs of the GRU are connected to a fully connected layer, that has the same
outputs as the CNN model. Also in this model dropout is used.

The ROC curves belonging to the output of each CRNN for all the runs are shown in Figures E.2, E.3 and
E.4. The window length is not changed as the input for the CRNN is the complete sound sample.

First of all, Figure E.2 shows the influence of changing the UAV/aircraft ratio. The MFCC-CRNN shows the
expected output, which is that the detection performance increases when more aircraft content is present.
The spectrogram-CRNN and the Mel spectrogram-CRNN, however, show that the ratio of 1:4 works better

Figure E.1: Architecture of the CRNN.
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30 E. Convolutional Recurrent Neural Network

Table E.1: Model parameters of the CRNN from Figure E.1.

Parameter CRNN
Convolution units 256
Kernel size 3x1
Pooling size 2x1
Dropout probability 1 0.25
Dropout probability 2 0.5
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(a) MFCC-CRNN for different UAV/aircraft ratios.
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(b) Mel spectrogram-CRNN for different UAV/aircraft
ratios.
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(c) Spectrogram-CNN for different UAV/aircraft ratios.

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

UAV/Aircraft ratio 1:1 (area = 0.81)
UAV/Aircraft ratio 1:4 (basis run) (area = 0.94)
UAV/Aircraft ratio 1:8 (area = 0.90)
UAV/Aircraft ratio 0:1 (area = 0.91)

(d) SIF-CNN for different UAV/aircraft ratios.

Figure E.2: ROC curves showing the influence of UAV/aircraft ratio.

than the ratio 1:8. For the SIF the expected output is completely different, having the ratio of 1:4 as most
accurate, followed by a ratio of 0:1, then a ratio of 1:8 and finally the ratio of 1:1.

The influence of third party database recordings, which is shown in Figure E.3, neither is identical for
each feature. The MFCC-CRNN is showing that third party database are only beneficial for low FPR rates (<
0.1). For the spectrogram and SIF, the performance decreases and for the Mel spectrogram the performance
increases when using the third party database.

Lastly, the influence of the labeling type is shown in Figure E.4. Only the influence of the labeling type
shows the same trend as for the CNN models, which is that the nearby detection labeling works better than
the distant detection labeling.

Even though CRNN could perform well in sound event recognition, for example in [16], the results pre-
sented above are not satisfactory to be really used in a real-world model. As the paper shows that increasing
the amount of history used increases the performance (up until 20 seconds), other forms of (time) memory,
such as a GRU (or an LSTM), should be improving the model as well. Therefore it is recommended to put
further research on CRNN’s for this application.
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(a) MFCC-CRNN with and without third party
database recordings.
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(b) Mel spectrogram-CRNN with and without third
party database recordings.
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(c) Spectrogram-CNN with and without third party
database recordings.
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(d) SIF-CNN with and without third party database
recordings.

Figure E.3: ROC curves showing the influence of the third party database recordings.
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(a) MFCC-CRNN comparing the performance for dif-
ferent label types.
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(b) Mel spectrogram-CRNN comparing the perfor-
mance for different label types.
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(c) Spectrogram-CNN comparing the performance for
different label types.
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(d) SIF-CNN comparing the performance for different
label types.

Figure E.4: ROC curves showing the influence of the labeling type.



F
Model outputs

In this chapter, some extra examples are given for the outputs of the model combined with the spectrogram
and the corresponding (nearby detection) label. They are sorted by how well the detection is performed. In
Figures F.1 to F.4 correct outputs are shown, in Figures F.5 to F.8 partly correct outputs and in Figures F.9 to
F.12 unreliable outputs.
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Figure F.1: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. It shows high output
values for between 3 and 18 seconds, which match the label
(except for the first second). It is also visible that when the
aircraft recording stops (at 30 seconds) the output is always
zero. A threshold of approximately 0.7 and higher would give
a 100% accuracy for this sample.

Figure F.2: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. Between 21 and 31
seconds the output is 1, as well as the label. Outside this time
range the maximum output is 0.4, so a threshold above 0.4
would give a 100% accuracy for this sample. Also here the
output is 0 when the aircraft recording has ended.

Figure F.3: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. Between 21 and 31
seconds the output is 1, as well as the label. Outside this time
range the maximum output is 0.2, so a threshold above 0.2
would give a 100% accuracy for this sample.

Figure F.4: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. For the whole sam-
ple the label is 0. The maximum output is 0.2, so a threshold
above 0.2 would give 100% accuracy.
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Figure F.5: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. For this sample, an
accuracy of 100% can never be achieved for any threshold.
There are outputs for which the label is 0 which are higher
than the outputs for which the label is 1. However, the high
outputs are located around the beginning and ending of the
time range at which the label is 1 (between 28 and 40 sec-
onds).

Figure F.6: Output of the Mel spectrogram-CNN (in black)
and label (in red) shown on the spectrogram. The output is
in general very low, with a maximum of 0.4. In the time range
for which the label is 1, the output stays low. There is no
threshold for which this sample achieves a 100% accuracy.

Figure F.7: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. Even though there
is a small peak visible in the time range for which the label is
1, a 100% accuracy is never possible for any threshold. Fur-
thermore, the peak is very low compared to those in Figures
F.1, F.2 and F.3

Figure F.8: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. Due to a large peak
in the output at 30 seconds, for which the label should be 0,
no threshold exist for which the accuracy is 100%. In the time
range for which the label is 1, between 38 and 50 seconds, the
output is also high.
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Figure F.9: Output of the Mel spectrogram-CNN (in black) and
label (in red) shown on the spectrogram. In the time range for
which the label is 1, the output is high. However, for the other
cases, the output is irregular, as it jumps from middle high
outputs to low outputs and back.

Figure F.10: Output of the Mel spectrogram-CNN (in black)
and label (in red) shown on the spectrogram. For this whole
sample the label is 0, but the output for the first 14 seconds
are high. It falsely detects aircraft (with a high confidence
level). Also here it is shown that as soon as the aircraft sound
sample ends, the output goes to zero.

Figure F.11: Output of the Mel spectrogram-CNN (in black)
and label (in red) shown on the spectrogram. The output is
always low, even for the time range for which the label is 1.

Figure F.12: Output of the Mel spectrogram-CNN (in black)
and label (in red) shown on the spectrogram. The output is
constantly between 0.2 and 0.6, even though the label is al-
ways 0.
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1
Introduction

More and more UAVs are entering the air every day, both for professional as well as recreational purposes.
Safety and regulations are the main topics considered nowadays in the drone industry, as UAVs form a hazard
for people, other (air) traffic, buildings, etc. In the Netherlands, one of the already existing regulations is
that UAVs should be located at least three kilometers from an airport and are not allowed to fly higher than
120 meters (for recreational use of UAVs)1. Furthermore, the drone should always be in line of sight of the
operator, who can correct for possible dangerous situations. So in an ideal world, UAVs can not form any
danger for other aircraft.

However, there are still situations in which UAVs and other air traffic might conflict. For example, emer-
gency helicopters sometimes fly low in drone-permitted airspace. Moreover, due to the uprising automation
of the UAVs perhaps an operator is not even needed while flying. Part of this problem can be solved by es-
tablishing (and following) good rules and laws, but also technology can help out. A project initiated by Single
European Sky ATM Research (SESAR) that aims to increase air traffic safety regarding to UAVs is called Perce-
vite2. Using multiple lightweight, energy-efficient sensors obstacles should be avoided to protect UAVs and
their environment. One such a sensor is a microphone, which fulfills the task of ’hear-and-avoid’, meaning
that it should detect and avoid air traffic by sound. The goal of this research is to create a safer airspace by
creating this hear-and-avoid algorithm.

In robotics, audio is already used as a source to base actions upon [17, 18]. Even though the so called
’machine hearing’ is becoming more and more explored, a research that aims for ’hear-and-avoid’ for UAVs
has not been conducted yet. There are only three research groups that already have been trying to identify
positions of other air traffic using sound, namely Basiri et al. [19–22], Harvey and O’Young [23] and Tijs et
al. [24]. Basiri et al. try to determine the position of a UAV in a swarm of UAVs. The transmitting UAV sends
a chirp sound in the air that has frequencies different than the UAV’s ego-sound, which can be picked up
quite well while flying. Also, they do tests with engines of the receiving UAV turned off and the transmitting
UAVs not transmitting the chirp anymore. Also here, based on the engine sounds of the transmitting UAV its
location can be determined. The hear-and-avoid algorithm can be seen as a follow up of these researches, as
they have not managed to identify other air traffic by its original sound while also having the engines turned
on. Harvey and O’Young show that with two microphones, the detection of other aircraft can be performed
at such a distance that is double the distance to prevent head-on collision.

The first feasibility study for hear-and-avoid has been performed by Tijs et al. In this research an acoustic
vector sensor is used in order to be able to detect other flying sound sources. Two co-authors, De Bree and
De Croon [25], have used an acoustic vector sensor in order to detect sound recorded on a UAV for military
purposes.

One of the reasons that there are not many researches performed on audio analysis for drones is that there
are alternatives that provide traffic information, such as ADS-B, GPS, vision, etc. However, all alternatives
have their down-sides and are never fully eliminating the chance of a collision. For example, ADS-B requires
a system in an aircraft that is not always present or turned on. Vision based sense-and-avoid [6] often requires
a lot of computational power and its images can be distorted due to speed, rain, fog, darkness, objects, etc.

1www.rijksoverheid.nl/onderwerpen/drone/vraag-en-antwoord/regels-drone-particulier
2www.percevite.org
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Sound, on the other hand, is inevitable for motorized aircraft, so it is a promising method. Also, microphones
are easy to use, omnidirectional, only weakly influenced by weather, lightweight and do not need a lot of
(computational) power to process the data. The challenge that sound brings in this application is that many
different (loud) sounds are present, such as the UAV’s ego-noise, wind, air traffic and environmental sounds.
The only sound of interest is the air traffic that forms danger to the drone, so the rest should be excluded.

The aim of this report is to set out the existing literature that is used for this study and to show the plan
that will result in the creation of a hear-and-avoid system. This includes research in what has already been
achieved in literature, as well as the proposed design of the new system and a preliminary planning. As the
main phenomenon that will be worked with is sound, the fundamentals of sound are presented in chapter 2.
Secondly, the structure of the algorithm is studied in chapter 3. The three modules of this system, detection,
feature extraction and classification, are elaborated on in chapter 4, 5 and 6. Localization is not included in
one of the modules, but is explained separately in chapter 7. Lastly, the project plan is presented in chapter 8.
This plan includes the research questions, objectives and the way they are going to be performed. Finally, the
conclusions of the plan are stated in chapter 9.



2
Sound

Sound is nothing more than a disturbance of air. It is energy that propagates through the air in the form
of longitudinal waves [1]. Noise is exactly the same as sound, however, for noise the sound is classified as
unwanted by the observer. Sound is a very useful phenomenon. It enables people to capture the environment
and communicate with each other. Noise, on the other hand, is irritating and often disturbs the functionality
of a person. When speaking of sound in aviation, it is usually referred to as noise as it usually is not of any use
for anyone and only a burden for a lot of people. However, in this research aircraft sound will be the driving
factor for a successful hear-and-avoid algorithm so it will not be referred to as noise.

In general, the main source of aircraft sounds is the propulsion system, but also the airframe, or to be
more precise, it is the air around the airframe that creates a great amount of sound [26]. Due to the moving
parts in the engines and the turbulent air that flows around the airframe pressure waves are created that are in
the audible frequency spectrum for people. Most of the sound is created during approach due to full throttle,
while for local residents most is received during departure due to the long time that an aircraft flies on a low
altitude. For the most common aircraft, Eurocontrol has set up a database that stores information about the
present noise during these maneuvers, the Aircraft Noise and Performance (ANP) Database 1. In this research,
the main focus will be on small aircraft and rotorcraft, as they will be the air traffic with the most probability
to fly low in areas where drones are allowed, think for example about an emergency helicopter.

2.1. Sound Propagation
When a sound is created, a pressure wave p ′ is initiated. This oscillating wave has a (fundamental) frequency
f expressed in Hertz (H z), of which one H z is equal to one cycle per second. A positive integer multiple
of a fundamental frequency is called a harmonic. The frequency that humans hear is between 20 H z and
20000 H z [27], in which aircraft usually create sound in the frequency range of 50 H z and 5000 H z [28], so
completely in the audible range of humans. From the frequency another important variable is obtained, the
wavelength λ, which, as the name implies, is the travelled distance of a sound wave in a single period. It can
be calculated using Equation 2.1, in which c is the speed of sound.

λ= c

f
(2.1)

The pressure wave oscillation can be described as a simple harmonic motion, which is shown in Figure 2.1
and expressed in Equation 2.2 [1] as a function of time t and distance r . A (in Pa) expresses the amplitude of
the sound pressure at one meter distance from the source and ω= 2π f is the so called angular frequency.

p ′(r, t ) = A

r
cosω(t − r /c) = Re

[
A

r
e iω(t−r /c)

]
(2.2)

The effective sound pressure pe , which is the measure that is most used for amplitude, is shown in Equa-
tion 2.3. It is the root-mean-square of the sound pressure over a period T .

pe =
[

1

T

∫ T

0
[p ′(r, t )]2d t

] 1
2

=
[

1

T

∫ T

0

[
A

r
cosω(t − r /c)

]2

d t

] 1
2

= A

r
p

2
(2.3)

1www.aircraftnoisemodel.org
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Figure 2.1: Progressive sound wave [1]

The effective sound pressure is used to capture aircraft sound. The most commonly used microphone
for obtaining aircraft audio is the condenser microphone [1]. The condenser microphone has two charged
parallel plates. When a sound pressure wave arrives, the outer plate, existing of a very thin diaphragm, will
vibrate and causes a change in distance between the two plates.

C = εo
A

d
(2.4)

As shown by Equation 2.4, the capacitance C changes due to the change in distance d . A is the area of the
plates, which stays the same and ε0 = 8.85419E −12F /m. With the changing capacitance an electrical current
is generated which is equivalent to the sound pressure. The signal is amplified and the effective sound pres-
sure pe is obtained using a root-mean-square detector. When this signal is displayed, what is shown is the
Sound Pressure Level (SPL) in decibel over time, such as in Equation 2.5. The reference pressure pe0 is equal
to 2E-5 N /m2.

SPL = 10log
p2

e

p2
e0

(2.5)

SPL(r1)−SPL(r2) = 20log
r2

r1
(2.6)

An important sound propagation law that is connected to Equation 2.5 is the inverse-distance law, which
is expressed in equation Equation 2.6. This law describes that the sound pressure level reduces 6 dB when
the distance to the sound source is doubled. When using this law, however, one must take into account that
it only holds for distances that, compared with the size of the source, are large, so called far field.

2.2. Atmospheric Attenuation
During the movement of the sound pressure waves, the energy of the sound will be absorbed by the atmo-
sphere. The energy is absorbed because in air, a small amount of internal friction occurs. The absorption
of sound energy in air is called atmospheric attenuation. How much energy is absorbed per meter is indi-
cated by means of the sound attenuation coefficient α. Multiple factors affect α, namely the frequency of the
sound, the humidity and temperature of the air. This can be observed from Equation 2.7, which shows how
to calculate the sound attenuation coefficient [29–31].

α

ps
= F 2

ps0

1.84 ·10−11
(

T

T0

) 1
2 +

(
T

T0

) −5
2

0.01278
e

−3352
T

Fr ,O + F 2

Fr ,N

 (2.7)

ps is the atmospheric pressure, of which ps0 is the reference value of 1atm, T the atmospheric tempera-

ture, with reference value T0 = 293.15K . The frequency is hidden in F , Fr,O and Fr,N . F = f
ps

, where f is the
acoustic frequency. For Fr,O and Fr,N the same holds, but this time fr,O and fr,N are the relaxation frequen-
cies of molecular oxygen and nitrogen respectively. The influence of humidity h expressed in % is shown in
Equation 2.8 and Equation 2.9 as it affects Fr,O and Fr,N .
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Fr,O = 1

ps0

(
24+4.04 ·104h

0.02+h

0.391+h

)
(2.8)

Fr,N = 1

ps0

(
T0

T

) 1
2

(
9+280h exp

{
−4.17

[(
T0

T

) 1
3 −1

]})
(2.9)

2.3. Frequency Domain
All the previously described functions and characteristics are expressed in the time domain, which is the
domain in which the sound is recorded. However, another domain that is very important for audio analysis
is the frequency domain, because the sound signals of air traffic are in a huge range of frequencies. The
distribution of the frequencies could give information about the type of the sound source. In the frequency
domain the signal is decomposed in different frequency bands, including the phase. In order to transform
the time domain signal to the frequency domain signal, a Fourier Transform (FT) is applied. The Fourier
transform is based on the Fourier theorem, a theorem that explains that every periodic time function can be
divided in a series of pure tones with different frequencies. Those series are shown in Equation 2.10 [32].

f (t ) =
∞∑

k=0
(Ak cos2πk f1t +Bk sin2πk f1t ) (2.10)

f1 is the fundamental frequency of the sound. The Fourier coefficients are shown in Equation 2.11, Equa-
tion 2.12 and Equation 2.13, where k is an integer (k = 1, 2, 3,...).

A0 = 1

T

∫ T

0
f (t )d t (2.11)

Ak = 2

T

∫ T

0
f (t )cos2πk f1td t (2.12)

Bk = 2

T

∫ T

0
f (t )sin2πk f1td t (2.13)

Another way to write Equation 2.10 is to use Euler identities, which is shown in Equation 2.14. Ck is called
the complex Fourier spectrum coefficient, which is obtained using Equation 2.15.

f (t ) =
∞∑

k=−∞
Ck e i 2πk f1t (2.14)

Ck = 1

T

∫ T

0
f (t )e−i 2πk f1t d t (2.15)

These equations are applicable to harmonic noise free signals. However, most sound signals are noisy
and include randomness, so called broadband time signal. Luckily also they can be evaluated by taking
Equation 2.15 and set T to infinity. This causes the fundamental frequency to die out and Ck becomes a
continuous frequency function, the Fourier transform, which is shown in Equation 2.16, where p ′(t ) is the
time signal. Going from the frequency domain to the time domain is also possible with the so called inverse
Fourier transform of Equation 2.17.

C ( f ) =
∫ ∞

−∞
p ′(t )e−i 2π f t d t (2.16)

p ′(t ) =
∫ ∞

−∞
C ( f )e i 2π f t d f (2.17)

Still, these functions are all continuous, which is not useful for this research as digitized sounds are dis-
crete. Therefore, also a discrete version is created, the Discrete Fourier Transform (DFT), see Equation 2.18
[33]. k is in range from 0 to N − 1. There is a popular algorithm to calculate the DFT, called Fast Fourier
Transform (FFT) [34]. The FFT is useful as it decreases the computational complexity from O(n2) for DFT to
O(n logn) for the FFT. It does so by decomposing the DFT in smaller DFTs until its small enough to be directly
solved.
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Xk =
N−1∑
n=0

xne
−i 2πkn

N (2.18)

2.4. Cepstral Domain
Some methods in audio processing also use the cepstral domain, the so called cepstrum, especially in human
speech applications. A time domain signal is converted to the cepstrum by firstly taking a Fourier transform
of the original domain, the take the magnitude of the resulting signal. Subsequently the logarithm of this
signal is taken, followed by the inverse Fourier transform [35]. This process is showed in Equation 2.19. From
this domain, four subdomains can be obtained, namely the power cepstrum, the phase cesptrum, the real
cepstrum and the complex cepstrum.

cepstr um = F−1 {
log

∥∥F
(

f (t )
)∥∥}

(2.19)

The cepstrum shows the rate of change of the various frequency bands. It is therefore often used for
pitch detection or voice identification. The independent variable that belongs to the cepstrum is called the
quefrency. ’Cepstrum’ and ’quefrency’ both are anagrams of ’spectrum’ and ’frequency’ in order to highlight
the relation to similar concepts [36]. There is also a third one, called ’liftering’, which is ’filtering’ in the
cepstral domain. The quefrency is a measure of time, but not the same as time in the time domain. If a peak
appears at a certain quefrency (which is an amount of samples in a defined time span), it indicates that there
is a pitch present which is calculated by Equation 2.20.

Pi tch = Sampli ng r ate

Que f r enc y
(2.20)

2.5. Doppler Effect
One important sound effect that may be of huge importance in this research is the Doppler effect. It de-
scribes the change in observed frequency based on the relative movement of the emitting and receiving
objects. When both objects would be in rest, Equation 2.1 describes the wavelength and source frequency
relationship. However, when either of the objects move, the speed at which the sound waves arrive at the re-
ceiver change from c to (c+dr /d t ), resulting in a stretched or compressed wavelength λ′ as in Equation 2.21.
The ratio of the stretched wavelength and the original wavelength is shown in Equation 2.22. The observed
frequency can be extracted from this ratio as shown in Equation 2.23.
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Figure 2.2: Doppler shifts for a passing source (orange) and a colliding source (blue)

λ′ = c +dr /d t

f
(2.21)



2.6. Human Perception of Sound 45

λ′

λ
= c +dr /d t

c
(2.22)

f ′

f
= c/λ′

c/λ
= 1

1+ dr /d t
c

(2.23)

Doppler shift is then defined as the difference between the observed frequency and original frequency
( f ′ − f ). This shift is clearly visualized in Figure 2.2 for two different cases. The orange line represents an
aircraft at an altitude 100m above the receiver and the blue line represents an aircraft at the same level as
the receiver. Both pass exactly the location of the receiver. As the aircraft of the orange line is on a different
altitude, it will never hit the receiver. Figure 2.2 shows that in these cases there is a smooth transition between
the observed frequency. For the aircraft that goes straight through the receiver this is not the case. It has no
transition and looks like a step function. This information might be useful when determining whether an
object is on a collision course or not. As long as there is a sufficient transition before the shift, depending on
the size of the objects, the objects will never hit each other.

2.6. Human Perception of Sound
In this research (and many others), human sound perception is the basis for (robotic) sound processing.
Therefore, the human’s hearing organ must be understood. As Figure 2.3 shows, the hearing organ exists out
of multiple parts. Usually it is split up in three parts, namely the outer ear, the middle ear and the inner ear.
The brain is the place where all the sound information is processed [37].

Figure 2.3: The section of the hearing organ [2]

2.6.1. The Outer Ear
The outer ear exists of the pinna and the auditory canal. The pinna has multiple functions. It is shaped such
that the incoming sound is guided into the auditory canal. The reason that it sticks out is that in this way it
blocks sounds from behind, which results in a better performance for localizing the sound source. The first
part of the ear canal is a protective barrier consisting of wax and hairs, which is later followed by a part that
has just a thin layer of skin, which has the purpose of directing the sound to the eardrum. The whole ear canal
can be seen as a resonating tube that even amplifies the sound between three and four kH z. In the ear canal
there is a slight bend, which prevents objects to go into the ear and damage the eardrum.

2.6.2. The Middle Ear
In the middle ear, which is also called the ear drum, the Eustachian tube, the hammer, anvil and stirrup are
present. The Eustachian tube is the connection between the ear and nose, which has muscles to open up the
tube and in this way equalize the air pressure between the nose and the middle ear. The hammer, anvil and
stirrup (or in medical terms, malleus, incus and stapes respectively), are amplifying the sound. The complete
amplification of the outer and middle ear together, is approximately 30 dB.
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Figure 2.4: Relation between the Mel scale and the Hertz scale

2.6.3. The Inner Ear
In order to convert the sound into a signal that can be send to to the brains, the cochlea exists. Together with
the vestibular labyrinth, which is the organ that takes care of our balance, the inner ear is formed. The cochlea
is a twisted tube that includes many small hairs. The membrane inside the cochlea has one remarkable
property: when it is carrying a wave, each part of the wave that carries a specific frequency travels until it is
at the point where it resonates for that frequency. After that, the frequency component of the wave does not
travel further. When a wave is traveling the membrane, cilia of hair cells are changing their position relative
to the cells body, by which ion passages in the cell are open or closed, which in their turn stimulate the nerve
ending. There are two types of nerve fibres in the cochlea, afferent fibres and efferent fibres. The afferent
fibres take pulses from the cochlea and bring them to the brain and the efferent fibres do the opposite. This
creates an active feedback loop for the ear. The frequency is perceived by humans in the Mel scale. This scale,
which is presented in Equation 2.24 and Figure 2.4, shows that doubling the frequency is not perceived as a
pitch that is two times as high. It is defined such that 1000 mels are equal to 1000 Hz. The name Mel is derived
from the word melody as it is based on pitch comparison.

m = 2595log10

(
1+ f

700

)
(2.24)

2.6.4. Central Auditory Processing
With the information that is send to the brain, many different functions can be executed. The most used ones
are explained in this section.

Cocktail Party Effect First of all, there is the well explored cocktail party effect [38, 39]. People with a healthy
hearing system can determine, among a crowded place, which conversation they want to focus on, filtering
out the other conversations. This is made possible by the brain focusing on signals with a specific time and
intensity difference of arrival.

Sound Source Localization Humans are capable of estimating where the sound comes from. This is due to
the intensity difference and time difference of arrival. The head is also of importance here as it is blocking
part of the sound for one ear, just like the pinna. The shape of the pinna blocks the sounds from behind
which is used for the spatial identification. Due to the small distance between the two ears, mostly the high
frequency sounds are important for the localization. This will be further explained in chapter 7.

Ignore Sounds The brain can get used to a certain sound and filters it out so that it is not constantly heard.
Still, it does notice when the sound is not there anymore, which is also experienced by the human.

Interaction with Other Parts of the Brain The presence of certain sounds is linked with a quick action of
other parts of the brain, mostly in alarm signals. It affects the heart rate and tension in the muscles, which
are preparations for a quick response. Also sounds can evoke certain emotions, especially in music.
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Sound Event Recognition (SER)

There are various application areas of audio processing existing nowadays. The most popular ones are for ex-
ample Automatic Speech Recognition (ASR) and Music Information Retrieval (MIR). Even though the various
application areas have an overlap in their methods, they are usually all used for a specific type of audio pro-
cessing. In Sound Event Recognition (SER), the main goal is to understand (parts of the) surrounding acoustic
scene [3]. This includes a wide variety of subjects, from bird species identification [40] to detection of sounds
in a meeting room [41].

3.1. Overview
A sound event can be described as a unique sound that comes from one physical object [42]. Examples are the
ring of a phone, footsteps, a car passing by, etc. However, the definition of ’a single source’ is very subjective,
as the sound of a car could also be separated in the sound of the wheels and the engine. The most important
properties the sound event are the duration and characteristic frequency content. The sound events hold
cues and important information in them, which can be used for analysis of the environment. In this research,
the sound events of interest will be the approach of other air traffic towards the aircraft. The difficulty here is
that the sounds are similar to the ego-sound of the drone, so it will be hard to separate them.

Sound events, including aircraft sound, have very different characteristics compared to speech or music,
which is why sound event recognition usually takes a different approach compared to ASR and MIR. The
environment where all the sound events are occurring differ, as well as the type of interaction that is causing
the sound event. A comparison between the four forms of audio is shown in Table 3.1 that compares the
number of classes, window length, bandwidth, harmonics and repetitive structure. This shows that for sound
events it is hard to define any of the five acoustical characteristics beforehand, which would be possible with
speech or music. For aircraft sound especially it shows little correlation with voice and music and therefore
another approach to this kind of sound processing is required.

Just as audio processing can be divided in various application areas, so can SER be divided in various cate-
gories. Broadly speaking are there three different categories, namely environmental sound event recognition,
acoustic surveillance and environment classification.

Environmental Sound Event Recognition In this area, a certain environment is chosen in which a subset of
sounds can occur. Depending on which environment is used, the recognition problem is defined. Note that
speech is not included as sound event, even though it is present in a particular environment. For speech, ASR
is applied. An example of environmental sound event recognition is the environment of healthcare. Papers
[43, 44] describe how sound is used to count the amount of coughs per time unit, and to recognize people
falling from stairs, collapse or screaming.

Acoustic Surveillance Instead of using security cameras to check the surroundings, also sound can be used
for detection of prohibited occurrences. Another option would be to make it complementary to the already
existing security cameras. Various types of surveillance have been performed with audio, such as aggressive
sound event detection [45, 46] or office environment monitoring [47]. Also for biological monitoring acoustic
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Figure 3.1: Common structure of a SER system [3]

surveillance is relevant, such as detecting birds [48] or recognition of other animal sounds [49]. Acoustic
surveillance is also the category that is most applicable to hear-and-avoid.

Environment Classification In environment classification information is obtained about the current sur-
roundings of the recording device. The use of this is that the settings of a device can be adjusted to whichever
situation it is in. Think for example of a phone, that should not ring out loud in a meeting, or hearing aid
systems, that can use the environmental information for the automatic tuning of the audio compression, so
that the user always experiences the optimal sound information [18, 50].

Table 3.1: Sound category characteristics [7]

Acoustical
Characteristic

Voice Music Sound Event Aircraft sound

Number of classes Number of phonemes Number of tones Undefined Undefined

Window length Short Long Undefined Long

Bandwidth Narrow Relatively narrow
Broad

Narrow
Broad

Harmonics Clear Clear
Clear

Unclear
Unclear

Repetitive structure Weak Weak
Strong
Weak

Strong

3.2. Structure of a SER System
When a SER system is used for audio processing, usually the following three modules are present: the detec-
tion module, the feature extraction module and the classification module. Such a typical system is presented
in Figure 3.1. This setup is also used in this report, where the detection is described in chapter 4, feature
extraction in chapter 5 and classification in chapter 6. A broad overview of each of them is given below.

3.2.1. Detection
In sound event recognition, detection is the process that catches the sound segments of interest, in this case
the segments that include aircraft sound. The expected sounds present are the UAV’s ego-sound, wind, mi-
crophone noise, environmental sounds, traffic, etc. There are various types of detection systems, detection-
by-classification and detection-and-classification. An example of the latter is the novelty-detection system,
which finds sound events by considering rapid changes in the recording over the long-term background noise
[45]. As detection-by-classification the sliding window detector is popular, that actually classifies the present
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sounds of a fixed-length sound segment [51]. In the latter procedure detection and classification are actually
combined instead of being two separate modules, therefore called detection-by-classification. Detection is
further elaborated on in chapter 4.

3.2.2. Feature Extraction
Features in audio signals are characteristics of that audio signal which hold information that is used for easy
discrimination between classes. The features compress the audio signal so that it is cheaper to process.
Preferably, the features are not influenced by sound occurrences that are not important. Many audio fea-
tures exists, which are presented in [52] and [8]. In this research four main domains will be used in which
the different features can be found: time domain, frequency domain, cepstral domain and image domain.
The time domain is the domain in which the audio is recorded. Based on power, amplitude or zero-crossing
multiple features exist. If a Fourier transform is taken of the the time domain signal the frequency-domain
signal is obtained. The frequency domain can be split up in two, a perceptual frequency domain, consist-
ing of features such as pitch, which is the perceived frequency, chroma, which describes the pitch based on
the 12 pitch classes (A-G) that are used in music transcription, and brightness, which is a description of the
amount of high-frequency components in a sound. Secondly there is the physical frequency domain, which
is the domain where the mathematical frequency characteristics are described. Examples of features in this
domain are spectral flux and energy ratio, which are capturing the changes in frequency energy distribution
and describes the energy distribution of the spectrum respectively. The cepstral domain is obtained when
the inverse Fourier transform of the log-magnitude of the frequency domain is taken, as Equation 2.19 shows.
Doing so, the sound is transformed to a way how humans perceive it. Lately, there is a relatively new domain
that has promising results and might be of good use in this application, which is the image domain. This
domain utilizes characteristics of spectrograms. The interesting features for SER are described and discussed
in chapter 5.

3.2.3. Classification
During classification, the audio segment is given a label that says to which predefined category it belongs
to based on the training that it has done before. There are numerous techniques for classification, such
as k-Nearest Neighbours (kNN), Dynamic Time Warping (DTW), Gaussian Mixture Models (GMM), Hidden
Markov Model (HMM), Support Vector Machines (SVM) and Artificial Neural Network (ANN). The latter four
techniques will be further elaborated on in chapter 6. kNN and DTW follow a basic approach, in which the
training features are stored in a database. The classification will be performed based on the distance between
the database features and the features observed during testing. The others use a more preferred approach
which is in general computationally or memory-wise less expensive. For these methods a model of the feature
vector space is created during training, which is again compared during testing with the observed features,
based on distance from the original model.
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The main goal of detection in a SER system is the extraction of a specific type of sound out of an audio record-
ing. In the hear-and-avoid case, the drone will continuously record audio data, of which most of its data does
not contain valuable information. That is, the drone’s ego-sound and noise such as wind is not particularly
of interest. However, it is a must to be able to capture audio events that are caused by other air traffic, which
is a difficult task since the sound is of the same nature as the drone sound. Detection can be either a singular
module in the SER system, which is called detection-and-classification, or one can detect while classifying,
namely detection-by-classification. Both are elaborated on in section 4.1 and 4.2 respectively.

4.1. Detection-and-Classification
For the detection-and-classification approach the detection module is separated from the feature extraction
module and the classification module and mainly serves to find a sound event in a continuous sound record-
ing. It usually builds on low-level audio features, such as pitch, Zero-Crossing Rate (ZCR), spectral divergence,
[3, 53] (see chapter 5). The audio segment is not further processed by the detection module, but is passed on
to the feature extraction module. The process of finding blocks of audio that can be discriminated from the
background sound is called novelty detection.

Figure 4.1: Impulse detection in a noisy environment [4]. In the upper plot the energy is expressed over time. The middle plot shows the
same sequence which has been median-filtered and normalized. The binary detection is plotted in the lower plot.

[4] describes a novelty detection mechanism that works in noisy environments, which is why this method
is taken as an example for the detection for this system. The detection module analyzes the energy variations
of the signal using a non-linear median filter. First the signal’s energy is obtained for blocks of 100ms, onto
which a median filter is applied. As the median is taken per block of 100ms, only impulses are detected in
this detector. The filtered signal is subtracted from the original energy, so that the relevant energy pulses are
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emphasized. Lastly an adaptive threshold is used to come to a binary detection. The threshold depends on
the standard deviation of the long term energy sequence. A visualization of this method is shown in Figure 4.1.
In this research the definition of long-term should be chosen such that the aircraft’s sound will not be filtered
out eventually, even though it might be present in the sound recording for a longer time.

The biggest advantage of the detection-and-classification method is that there is no need of choosing
a fixed segment length in advance, as a sliding window determines whether subsequent windows belong
to the same sound event (if any) [3, 51]. This is useful because the time of presence of air traffic can vary.
Furthermore it can be used real time with low computational cost. The difficulty for this method lies in in
finding the right threshold.

4.2. Detection-by-Classification
In detection-by-classification a time-window segments the audio file, of which each segment is used for clas-
sification. The classifier determines whether the sound is background noise or a sound event of interest.
A detection-by-classification framework is therefore actually equal to the SER system without the detection
module [54]. The main advantage is that for the complete SER system the features only have to be obtained
once. However, for this research only the sounds that are detected need to be classified. Therefore it might be
more efficient to actually do the detection separately, such that it is not continuously classifying the record-
ing. Secondly, a fixed window of sound might negatively influence the response time in a possible hazardous
situation. Taking to a time window that is too short might not capture the Doppler shift (which might be
useful for hazard detection), a time window that is too long might result in a situation where there is no time
to react on the other traffic. Another disadvantage for the sliding window is that the sound events should
be known beforehand [3, 55]. Due to the high in-class variance (different type of aircraft/helicopters, differ-
ent speed, different altitude, different thrust, etc.) this is very hard to obtain. Additionally, the nature of the
sound classes that are not important, such as ground traffic sounds, are equivalent to the sound classes that
are important, such as the drone, aircraft and helicopter sound, which might be a disruptive factor.

4.3. Experiments

Table 4.1: Architecture of the preliminary detection module

Layer Parameters
Input layer

Convolutional layer
Filters: 32
Kernel size: 3
Activation function: Relu

Convolutional layer
Filters: 32
Kernel size: 3
Activation function: Relu

Max Pooling layer Pool size: 2
Dropout layer Dropout probability: 0.25

Convolutional layer
Filters: 64
Kernel size: 3
Activation function: Relu

Convolutional layer
Filters: 64
Kernel size: 3
Activation function: Relu

Max Pooling layer Pool size: 2
Dropout layer Dropout probability: 0.25
Flatten layer
Fully connected layer Units: 32
Dropout layer Dropout probability: 0.5
Fully connected layer Units: 4

A simple detection(-by-classification) module has been built. In order to understand the features and classi-
fier, please refer to chapter 5 and chapter 6. Drone recordings and aircraft recordings that have been obtained
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from free sound databases have been combined to form four types of recordings: solely drone sound or drone
sound combined with either propeller aircraft, jet aircraft or helicopter sound. Each recording is seven sec-
onds long and is sampled at a sample rate of 22.5 kHz. Before combining the drone and aircraft recordings,
they have been normalized and added up, of which the drone sound was twice as loud as the aircraft sound.
Four features have been chosen based on the availability in the Python library Librosa [56], which are the
spectrogram, melspectrogram, MFCC and ZCR. These features are elaborated on in chapter 5, of which the
melspectrogram is a spectrogram in the mel scale.

The convolutional neural network (see subsection 6.4.2) consists of two times two layers of convolutional
layers followed by a max pooling layer and a dropout layer. After these eight layers the network is flattened,
and followed by two fully connected layers with a dropout layer in between. The network tries to classify the
sound, so there are four possibilities as an output. This architecture is obtained from a Keras tutorial1. An
overview of the architecture and the corresponding parameters are shown in Table 4.1.

In order to train the network, 100 epochs are performed with the Adam optimizer [57] as optimization
function. The data, consisting of 400 samples, has been split in a training set (70%) and a test set (30%). The
test set data is unique compared to the training set data, even though the same drone and aircraft sounds
are used. The results that are obtained for each feature are presented in Table 4.2. The results are split up in
two. There is the classification accuracy, which is how well the network could distinguish between the four
classes, and the detection accuracy, which is how well the network could distinguish between only drone
sound and drone sound in combination with other air traffic. The detection accuracy is expressed as the
positive predictive value (also called precision) of the drone label. This value tells how much percent of the
sound data predicted as solely drone sound was actually solely drone sound. If it is lower than 100 percent,
it means that a few aircraft/helicopter sound segments have not been noticed by the network, which is a
dangerous situation in case of the hear-and-avoid situation. The confusion matrices for each feature are
presented in Table 4.3, 4.4, 4.5 and 4.6 to confirm the detection accuracy and to show the division of true
labels and predicted labels. The melspectrogram is for both types of accuracy the best features to use.

Table 4.2: Results of the preliminary detector module using a convolutional neural network

Input feature MFCC Spectrogram Melspectrogram ZCR
Detection accuracy (%) 92.0 74.0 87.0 72.0
Classification accuracy (%) 75.6 65.7 76.8 51.5

Table 4.3: Confusion matrix of the detection-by-classification test using the MFCC as the input

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft

Tr
u

e
la

b
el Drone 24 3 1 0

Drone + helicopter 0 27 3 5
Drone + propeller aircraft 1 1 10 3
Drone + jet aircraft 1 2 4 14

Table 4.4: Confusion matrix of the detection-by-classification test using the spectrogram as the input

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft

Tr
u

e
la

b
el Drone 23 4 0 1

Drone + helicopter 4 21 6 4
Drone + propeller aircraft 0 2 7 6
Drone + jet aircraft 4 0 3 14

1cambridgespark.com/content/tutorials/convolutional-neural-networks-with-keras/index.html

cambridgespark.com/content/tutorials/convolutional-neural-networks-with-keras/index.html
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Table 4.5: Confusion matrix of the detection-by-classification test using the melspectrogram as the input

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft

Tr
u

e
la

b
el Drone 27 1 0 0

Drone + helicopter 3 24 3 5
Drone + propeller aircraft 0 1 9 5
Drone + jet aircraft 1 3 1 16

Table 4.6: Confusion matrix of the detection-by-classification test using the zero-crossing rate as the input

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft

Tr
u

e
la

b
el Drone 21 4 1 2

Drone + helicopter 5 13 9 8
Drone + propeller aircraft 0 3 10 2
Drone + jet aircraft 3 4 7 7

There are a few notes to be made on this preliminary detection network. First of all, the data set is very
small (400 files). This means that there is very little generalization, so when a new data file is presented it
may not be able to classify or detect it that well. Secondly, for the ZCR feature, which is a one dimensional
vector, the same convolutional network has been used as for the other (two dimensional) features. A better
performance could be achieved by designing for a one dimensional case as well. Lastly, the relative loudness
between the drone and the aircraft is set to be 2:1 when combining the files, however, this ratio is just an
estimation. Another test is performed in order to find the influence of the ratio on the classification and
detection accuracy. This test used more aircraft and helicopter sounds and the drone sound was recorded
on top of the drone. Only one feature has been used to check the influence, which was the melspectrogram.
The results of this test, which are shown in Table 4.7, prove that network performs worse and worse when
the drone sound gets louder relative to the aircraft/helicopter sound. The detection accuracy is increased
relative to the first test up until a ratio of 13:1. The reason for an improvement in detection accuracy is the
use of a better data set. Also three confusion matrices are presented in Table 4.8, 4.9 and 4.10. As until now
it is unclear at which ratio real life recordings actually happen, the data set must come from recordings on a
drone with other air traffic present or experiments have to be performed to obtain this ratio.

Table 4.7: Detection and classification accuracy for the detection-by-classification test using the melspectrogram with different drone to
aircraft loudness ratios

Ratio
drone sound : aircraft sound

Detection
accuracy (%)

Classification
accuracy (%)

1:1 97 97
3:1 100 87
5:1 100 71
7:1 100 58

10:1 100 55
12:1 100 49
13:1 100 47
14:1 18 18
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Table 4.8: Confusion matrix of the detection-by-classification test using the melspectrogram with a drone to aircraft loudness ratio of 3:1

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft
Tr

u
e

la
b

el Drone 23 0 0 0
Drone + helicopter 0 26 0 4
Drone + propeller aircraft 0 0 26 0
Drone + jet aircraft 0 4 6 19

Table 4.9: Confusion matrix of the detection-by-classification test using the melspectrogram with a drone to aircraft loudness ratio of
12:1

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft

Tr
u

e
la

b
el Drone 27 0 0 0

Drone + helicopter 0 0 0 27
Drone + propeller aircraft 0 0 0 29
Drone + jet aircraft 0 0 0 26

Table 4.10: Confusion matrix of the detection-by-classification test using the melspectrogram with a drone to aircraft loudness ratio of
14:1

Predicted label

Drone
Drone +

helicopter
Drone +

proppeler aircraft
Drone +

jet aircraft

Tr
u

e
la

b
el Drone 16 0 0 0

Drone + helicopter 28 0 0 0
Drone + propeller aircraft 20 0 0 0
Drone + jet aircraft 25 0 0 0

4.4. Detection Selection
Sections 4.1 and 4.2 present the advantages and disadvantages of both methods. Detection-and-classification
has the advantage that the window length is not fixed, so it is applicable to sounds with various lengths. More-
over, this method can be used real-time due to the low computational cost. The detection-by-classification
has to have a fixed window, but is still often given preference to because of its natural simplicity. Also, a pre-
liminary test with this type of detector already shows promising results. As at this stage it is unclear which
detector will work best for the hear-and-avoid system, in the research both will be developed and compared
on their performance.





5
Feature Extraction

Audio feature extraction is the process that finds the correct parameters of the signal that can describe the
recording’s most important traits. The choice of which features are going to be extracted is of major impor-
tance in the SER system, as it can make or break the performance of the classification. The optimal feature
describes the sound accurately while still being compact and while pointing out the best characteristics for
the classification task. There exists plentiful different features already, which are summarized in [52] and [8].
For each domain, the existing features will be described, as well as their usefulness for this research. In Ta-
ble 5.1 a detailed taxonomy of features is shown. For each domain the relevant features are elaborated on, for
both the perceptual as the physical features. The difference between the two is that the perceptual features
are properties known by human listeners, such as pitch and brightness. The physical features focus more on
the mathematical aspects of the audio waveform. Note that the features described below are only the features
that are useful in the category of environmental sounds, as speech and music features are not the feature of
interest for this research. In Python, the library ’Librosa’ is a useful tool to obtain certain features.

5.1. Time Domain Features
The benefit of the time domain is that the audio signal does not require any form of transformation before
it is processed. It is therefore one of the most elementary domains of feature extraction. The time domain is
split up in four categories: zero-crossing rate-, amplitude-, power- and rhythm-based features.

5.1.1. Zero-Crossing Rate-Based Features
The name of this feature set already comprises the way the feature extraction works: it counts the rate in
which the signal crosses the zero line in one second. The Zero-Crossing Rate (ZCR) therefore estimates
roughly the dominant frequency component in the signal [58]. It is used, among others, for auditory scene
classification [59], environmental sound recognition [60] and audio surveillance [61].

5.1.2. Amplitude-Based Features
In this set of features, the envelope of the time-domain signal is the part of interest. The benefit of this feature
set is that it is computationally inexpensive.

Amplitude descriptor (AD) The main application of the amplitude descriptor is for animal sound recog-
nition [62]. The feature discriminates between high and low amplitude signal segments, using an adaptive
threshold. The descriptor holds information about the duration, energy and variation of the duration. This
feature is most helpful for the separation of sounds that have a very characteristic sound envelope.

MPEG-7 audio waveform (AW) In order to obtain this feature, the signal’s waveform envelope is downsam-
pled, after which the extreme values are taken inside non-overlapping frames, such as shown in Figure 5.1.
It is mostly used to show the difference of waveforms, which finds its application in environmental sound
recognition [63]. The MPEG-7 is an audio descriptor developed that is used for obtaining audio information
such as intensity, pitch and timbre [64].

57



58 5. Feature Extraction

Table 5.1: Taxonomy of feature extraction techniques [8]

Pysical features Perceptual features

Time domain

Zero-crossing rate-based
Amplitude-based
Power-based
Rhythm-based

Zero-crossing rate-based
Perceptual autocorrelation-based
Rhythm-based

Frequency domain

Autoregression-based
Short-Time Fourier Transform-based
Brightness-related
Tonality-related
Chroma-related
Spectrum shape-related

Modulation-based
Brightness-related
Tonality-related
Loudness-related
Roughness-related

Wavelet domain

Wavelet-based direct approaches
Hurst parameter features
MP-based Gabor features
Spectral decomposition
Sparse coding tensor representation

Kerner Power Flow Orientation Coefficients
Mel Frequency Discrete Wavelet Coefficients
Gammatone Wavelets
Perceptual Wavelet Packets
Gabor functions

Image domain Spectogram image features
Auditory image model
Stabalized auditory image
Time-chroma images

Cepstral domain
Linear Prediction Cepstrum
Coefficients

Perceptual filter banks-based
Autoregression-based

Multiscale spectro-
temporal domain

Multiscale spectro-temporal modulations
Computational models for
Auditory receptive fields

Other domains
Eigenspace-based
Phase space-based
Acoustic environment-based

Eigenspace-based
Electroencephalogram-based
Auditory saliency map

Figure 5.1: An MPEG-7 audio waveform (b) extracted from an audio signal (a) [5]
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5.1.3. Power-Based Features
The power of an audio signal is defined as the energy of the signal transmitted per second. The energy is
obtained by taking the square of the amplitude. In other words, another way to describe the power is by
taking the mean-square of the waveform. Also sometimes the root-mean-square is taken as a feature.

Short-Time Energy (STE) STE is a feature that can be performed both in the time-domain as well as the
frequency domain. It describes the average energy per time-window of a signal. It is used in environmental
sound recognition in [59, 63, 65].

Volume The volume, which would be loudness in human perception, is the root-mean-square of the signal
in one frame. It is linked with STE, by taking the square root.

MPEG-7 Temporal Centroid As the name suggests, this is a time average of the signal’s envelope, which
describes where most of the signal’s energy is stored in time (on average). Also this feature is used in environ-
mental sound recognition [63, 65].

MPEG-7 Log Attack Time (LAT) The MPEG-7 LAT feature shows the attack of a particular sound. The attack
is computed by the logarithm of the time between the start of a sound signal and the initial local maximum.
Again, the feature is used in [63, 65] for environmental sound recognition.

5.1.4. Rhythm-Based Features
Having information about the rhythm of the signal can be very useful. For example based on rhythm music
identification can be performed. But also in this research there are rhythmic elements present, such as the
rotation of the rotors. However, there are no researches performed yet that use rhythm features for sound
events recognition regarding drones or aircraft.

5.2. Frequency Domain Features
The frequency-domain is the domain in which most of the features are present. In order to come to the
frequency domain, the Fourier transform of the time-domain signal is taken.

5.2.1. Autoregression-Based Features
The technique used with autoregression is that there is a linear predictor, which estimates the next sample
value based on a linear combination of the preceding sample values as shown in Equation 5.1. x̂(n) is the
predicted value, ai is the feature vector with the prediction coefficients and x(n − i ) the previous observed
values. The prediction coefficients are obtained by minimizing the mean squared error between the actual
sound segment and the predicted sound segment. One type of autoregression-based feature which is used in
environmental sound recognition [66] is Code Exited Linear Prediction (CELP). It combines, among others,
Linear Spectral Pair (LSP)[67] and pitch.

x̂(n) =
p∑

i=1
ai x(n − i ) (5.1)

5.2.2. STFT-Based Features
The Short-Time Fourier Transform (STFT) is a combination of Fourier transforms over multiple windows of
time. In general these features either look at the envelope of the spectrogram or the phase of the STFT. The
latter, however, has not been applied to sound event recognition yet.

Subband Energy Ratio The energy distribution of the signal’s spectrum is approximated with this feature.
The set of predefined frequency bands, called subbands, are variable in number and in their characteristics
during design. With the latter is meant that also, for example, Mel scale is used for the subbands. For envi-
ronmental sound recognition it is used in [59].
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Spectral Flux Spectral Flux (SF) describes, as the name suggests, the quick changes in frequency energy
distribution of the signal and therefore also in the power spectrum. This feature also includes timbral infor-
mation, which is the information of sound that separates tones of equal pitch from sounding different. Again
this is used in [59].

5.2.3. Brightness-Related Features
Brightness is described as the balance between the high and low frequencies in the energy of the signal. The
more high frequency content is present, the brighter the sound. One measure for this is the Spectral Centroid
(SC). It finds the first moment, which is equal to the frequency at the mean value of the spectral energy. This
frequency is the predominant frequency. It is a popular feature in all kinds of audio classification. For SER
applications it is used in [59, 63, 65].

5.2.4. Spectrum Shape-Related Features
Not only in the time domain the shape of the waveform can be used as a feature, also in the frequency domain
this is the case.

Bandwidth Usually the bandwidth is obtained when taking the signal spectrum’s second-order statistic,
which separates low bandwidth sound from high bandwidth sounds. High bandwidth sounds are usually
noise sounds, which is why this is usually a feature used in noise environments. Also this feature is used in
[59, 63, 65].

Spectral Roll-Off Point [59, 61] use the spectral roll-off point as a feature. This feature shows the spectral
shape’s skewness, by taking the 95th percentile of the distribution of the power spectrum.

Spectral Flatness The spectral flatness shows how noisy-like a signal is, by estimating the uniformity of fre-
quencies in the power spectrum. Mathematically it is defined as the ratio between two means, the geometric
and the arithmetic mean. Noise has usually a higher flatness than tonal sounds. This feature is applied in
[63, 65].

Subband Spectral Flux The Subband Spectral Flux (SSF) is inverse proportional to the SF. It has more rel-
evance for signals where the frequency content is non-uniform. This feature has been especially introduced
for environmental sound recognition [60]. It measures the part of prominent partials in each subband. Per
subband the differences between neighbouring frequencies are accumulated, which result in the SSF.

5.3. Cepstral Domain
The cepstral domain is a smoothed log magnitude spectrum.The original cepstral domain was obtained as
follows [68], which is also mathematically shown in Equation 2.19:

si g nal → F T → mag → log → I F T → cepstr um (5.2)

The reasons behind this order of steps is as follows. The function of the cepstral domain is that it holds
pitch and timbral information. The pitch information is stored in the spectral envelope and the timbral in-
formation in the spectral details. As Figure 5.2 shows, the log magnitude of the original signal (a) is the sum
of the log magnitude of the spectral envelope (b) and the log magnitude of the spectral details (c). So starting
from the original signal, in order to obtain the spectrum of the signal such as shown in Figure 5.2, the Fourier
transform is taken to come to the frequency domain, the magnitude to calculate the power per frequency and
the log for scaling. Taking the inverse Fourier transform then finds the pitch and the timbre over time.
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Figure 5.2: Separation of the the log magnitude of the original signal (a), the sum of the log magnitude of the spectral envelope (b) and
the log magnitude of the spectral details (c)1

Linear Prediction Cepstrum Coefficient [59] and [18] use the Linear Prediction Cepstrum Coefficients
(LPCC) for environmental sound recognition. The LPCCs are obtained by using Equation 2.19 over the output
of an autoregressive filter of the signal. The benefits of this feature is that it is compact and noise robust.

Mel Frequency Cepstral Coefficients These Mel Frequency Cepstral Coefficients (MFCC) are based on the
human auditory model. It is obtained by putting the output of a Fourier Transform through a Mel-scale filter
bank, which are subsequently logarithmized and decorrelated using a DCT. With MFCCs timbral information
is obtained using the first DCT coefficients. Even though MFCCs are mostly applied for speech recognition,
also for audio surveillance and environmental sound classification it is of good use [59, 61, 69].

5.4. Image Domain Features
The image domain features typically take a spectrogram and use the image for determination of the feature.
A spectrogram is a diagram where the energy per frequency (band) is plotted against the time, such as in
Figure 5.3.

Spectrogram Image Features Spectrogram Image Features (SIF) features have been proven to be very use-
ful for the area of sound event recognition [3]. The feature is obtained by first converting the spectrograms
into grayscale images. These images are mapped into multiple (monochrome) images, which are in their turn
divided into smaller blocks that are able to identify the intensity’s spatial distribution. The central moments
from all those blocks are added up which form the SIF vector.

Stabilized auditory image The Stabilized Auditory Image (SAI) shows the sound signal in two dimensions.
However, whereas normally frequency and time are used on the axis, for SAI one axis is the frequency added
with a filter bank, and the second is the strobed temporal integration process [70, 71] that is used for the
generation of SAI. Paper [11] has shown that SAI can be used for robust sound event classification.

5.5. Raw Waveforms
Whereas usually always features are used in combination with a classifier in order to come to results, lately
also satisfactory results have been booked with raw waveforms as input of the classifier [72–75]. The classifier,
a neural network, finds its own features which it uses for classification. As this type of classifier is still in its in

1www.speech.cs.cmu.edu/15-492/slides/03_mfcc.pdf

www.speech.cs.cmu.edu/15-492/slides/03_mfcc.pdf
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Figure 5.3: An example spectrogram of a fly-over

infancy, the results are not yet such worth mentioning compared to the accuracies that are shown in Table 6.1
(see section 6.5 for more information), and therefore will not be taken in consideration for this research.

5.6. Feature Selection
From the list of features that has been discussed above, only a few will be used in the research for a hear-
and-avoid algorithm. One of the most promising features is the SIF. In [3], the noise robustness of the feature
is shown in comparison to the MFCCs. [9] shows a slight modification which brings up the accuracy even
more. They are described in more detail in section 6.5. MFCCs, which seems to have a worse performance
compared to the SIF, will not be discarded. They have been shown to be one of the most useful features for
drone detection [76], sound scene recognition [59, 63] and ASR [77].
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In the early days of machine hearing, the popular classification techniques were HMMs, GMMs and SVMs.
However, since the use of deep neural networks has shown superior classification possibilities, it has been
used for sound as well. In order to program any of the classifiers, multiple libraries exists. For machine
learning, ’Scikit-learn’ [78], ’Keras’ [79] and ’Tensorflow’ [80] will be used as machine learning libraries and
’Kapre’ [81] as audio pre-processing tool. If the detection is successful, the classification will be based on the
binary decision: will the neighboring air traffic be colliding with the UAV or not. Of course, a safety factor will
be implemented so that near misses are also counted as a collision.

6.1. Gaussian Mixture Models
GMMs are originally used to model data, which is trained in an unsupervised manner. The model comprises
of a mixture of Gaussian density components in order to represent the feature space. The audio features
usually are a set of vectors (x), which are real-valued. GMMs find the distance between a feature and the
feature space ( f (x)), which is shown in Equation 6.1 [42]. M is the amount of Gaussian mixtures, P (m) is the
mixture component’s weight and N (x;µm ,Σm) the Gaussian density, which is also expressed in Equation 6.2.
In this equation, µ represents the mean and Σ the covariance.

f (x) =
M∑

m=1
P (m)N (x;µm ,Σm) (6.1)

N (x;µ,Σ) = 1

(2π)L/2|Σ| 1
2

exp

(
−1

2
(x −µ)′Σ−1(x −µ)

)
(6.2)

The parameters are determined during training, in which the Expectation-Maximization (EM) algorithm
is used. This algorithm initially guesses the model parameters, then performs the expectation step which
evaluates the current model, which is followed with the maximization step, in which the log-likelihood of the
model is maximized. The input for the EM algorithm is a training set of feature vectors.

Even though GMMs are originally unsupervised, which means there are no labels involved, it can be used
for multi-class supervised model as well by modeling an individual GMM for each class (y). In that case the
goal is to find parameters θ = (θy , py ), of which θy are the parameters found with the EM method that belong
to class y and py the probability of class y . When an unlabeled input is given, the label is estimated using
Equation 6.3, in which Bayes’ rule of Equation 6.4 is applied. The class with the highest probability given by
the model is taken as the label for input x.

h(x | θ) := argmax
y

f (y | x) = argmax
y

f (x | y)× f (y) (6.3)

f (y | x) = f (x | y)× f (y)

f (x)
∝ f (x | y)× f (y) (6.4)
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Figure 6.1: Parameters of an HMM 1

6.2. Hidden Markov Models
HMMs are extending the capabilities of GMMs, as temporal information of the features is included. In an
HMM there is a set of hidden states which are interconnected. The GMM is used to find the output probabil-
ity distribution per state. A set of probabilities is used to guess the transition between the states [82]. The goal
of the HMM is to compute the sequence of states that justify the observations that are obtained when a set of
features is put in [83]. A visual representation of a HMM is shown in Figure 6.1. In this figure, X represents the
states, y the possible observations, and a and b the state transition probability and output probability respec-
tively. The reason that HMMs are popular in audio processing is that, as it includes temporal information, it
can model the evolution of time for feature vectors that are frame-based [84].

In total three parameters are estimated with the HMM, which are the initial state distribution π(i ) =
P (q1 = i ), the observation probability distribution P (xt | qt ) and the transition matrix A(i , j ) = P (qt = j |
qt−1 = i ). At a time instance (t ), the observation is described by (xt ) and the hidden state by qt ∈ 1, ....,K ,
in which K represents the possible states. The Baum-Welch algorithm is then applied on the training data
to find the maximum likelihood, which is an implementation of an EM algorithm [82]. So mathematically,
training (with training data X) is performed using Equation 6.5.

θk+1 = argmax
θ

P (X | θk ) (6.5)

Testing of the HMM is made possible with the so called Viterbi decoding [85]. This process finds the
most probable sequence of states that could have created the observed sequence of vectors. This sequence is
expressed in Equation 6.6.

qbest = argmax
q

P (X , q | θ) = argmax
q

P (X | q,θ) ·P (q | θ) (6.6)

6.3. Support Vector Machines
SVMs are completely different than GMMs and HMMs. The working principle of an SVM is as follows. In a
high-dimensional space, a hyperplane is calculated between clusters of points that separate different classes
of the classifier [86, 87]. The input to an SVM is a feature vector with dimension L. The feature vector is
represented as a point in the L dimensional space. The whole set of vectors (X ) is saved as a T ×L matrix,
where T is the amount of vectors in the set. Also, each vector has a label that refers to its class. The separating
hyperplane is given by Equation 6.7, which does assume that the data is linearly separable. Still, the feature
space to which it is applied can be a non-linear transformation of the inputs.

ω ·X +b = 0 (6.7)

1en.wikipedia.org/wiki/Hidden_Markov_model

en.wikipedia.org/wiki/Hidden_Markov_model
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Figure 6.2: Linear separation of two classes using an SVM 2

ω is the hyperplane’s normal line and b is a scalar to determine the perpendicular distance between the
origin and the hyperplane, which is given by |b|

‖ω‖ . The best values forω and b are those who maximize the the

margin between the two closest data points of each cluster. Mathematically this distance is described 2
‖ω‖ . So

the goal is to find min 1
2 ‖ω‖2, while the following constraint also holds: dt (yt ·W +b)−1 ≥ 0. These parameters

are also shown in Figure 6.2, in which the black and white dots represent data of two different classes. Even
though the previously described formulation is only applicable to two classes, it can be tweaked such that it
also works for multi-class, overlapping data, etc [86].

6.4. Artificial Neural Networks
The methods described previously were the most popular ones for machine hearing not so long ago. How-
ever, nowadays deep learning using neural networks is getting more and more popular, also in the field of au-
dio processing. There are various types of those networks, among others, the Deep Neural Network (DNN),
Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Deep Belief Network (DBN) and
autoencoder.

6.4.1. Deep Neural Network
In deep learning, a network of virtual neurons is created, a so called neural network. An example network is
shown in Figure 6.3. The neurons are ordered per layer, at least one input layer, one output layer and one or
more hidden layers. All the neurons of one layer are connected with all the neurons of the subsequent layer.
A connection between two neurons has a weight (w), which determines how important this connection is for
the following neuron. Also, each neuron has a bias which is added/subtracted from the current value of the
neuron.

The data is inserted in the input layer, all the values are sent to the hidden layer neurons and are multiplied
by the corresponding weight. Per neuron, all the values are added with also the bias, coming to a new value.
This value is mapped into a fix-size output using a non-linear function. The three most common functions
are expressed in equations 6.8, 6.9 and 6.10.

f (z) = max(z,0) (6.8)

f (z) = tanh z (6.9)

2en.wikipedia.org/wiki/Support_vector_machine

en.wikipedia.org/wiki/Support_vector_machine


66 6. Classification

Figure 6.3: Example deep neural network [6] Figure 6.4: Backpropagation for a neural network [6]

f (z) = 1

1+exp−z
(6.10)

The mapped value is in its turn sent out to the next hidden layer, performing exactly the same steps. This
continues until the output layer has been reached. The form of the output layer depends on the classification
method. If it is a multi-class classification, each neuron in the output layer stands for a specific output, which
has a value in the end. If the value is higher than a specific threshold, the computer is convinced that this
output is right. When the classification is based on regression, there is usually one output of which the value
is a continuous number depending on the input.

However, for the output to be right the weights and biases should be correct, as well as the number of neu-
rons and hidden layers. Therefore, it has to ’learn’. Generally, there are two types of deep learning methods:
supervised and unsupervised. Supervised learning means that the data that is put in the test series is labeled,
therefore the network knows what the result should be. In unsupervised learning there are no labels, so the
network can only cluster outputs. In supervised learning the outputs are known, so an objective function is
created which computes the error between the output that was hoped for and the output that was obtained.
By then tweaking the weights and biases the objective function is tried to be minimized. Stochastic Gradi-
ent Descent (SGD) is a common procedure, which consists of modifying the weights and biases by analyzing
multiple small sets training data until a minimum in objective function has been achieved. This minimum
does not necessarily have to be the global minimum, but could also be a local minimum. A common thought
not so long ago was that the solution would always end up in a poor local minimum. However, in large net-
works this hardly seems the case. Both empirical as well as theoretical results show that the problem is not a
big deal. After training, another set of data is put in the same neural network to check for the systems ability
to give sane answers about data it has never seen before during training.

The modification of weights and biases (in for example SGD) is not random. Every time a data set has
passed the neural network, backpropagation calculates the gradient of the objective function with respect to
either the biases or weights. The name backpropagation comes from the fact that the derivatives are calcu-
lated starting by the output, and then working its way back to the input, such as Figure 6.4 shows. E is the
cost function in these equations. The gradients then tell how much the weight/bias should increase/decrease.
The initialization of the biases and weights is often random. However, there are various methods available for
weight initialization for neural networks [88, 89]. A problem with deep neural networks (but also with other
forms of neural networks), is the problem of overfitting. Overfitting means that the network has adapted to
the training data so well, that its error on training data is very low, but, when new data is presented, the error
is very high because the network did not learn to generalize. There are several options to prevent overfitting:
the network should not be too complex for the amount of data available, the amount of data should be as
high as possible and one can perform dropout in the neural network. When dropout is used in a neural net-
work, every training round neurons in the network are ’dropped out’, meaning that they are not forwarding or
backwarding information. Which neurons are ignored is determined by randomness for each training round.
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Figure 6.5: Mapping of an input to a convolutional layer 3

Figure 6.6: CNN architecture 4

6.4.2. Convolutional Neural Networks
CNN are usually used when the data consists of higher-dimensional arrays, such as a color image. It exists
of multiple stages. The convolutional layer and pooling layer comprise the first stages. The convolutional
layers are obtained by moving a kernel over image, such as in Figure 6.5. The stepsize of the kernel is called
stride. The output of the filter is called a unit, which, when moved over the image, forms a feature map.
Per layer, multiple different filters are used. A convolutional layer therefore consist of a set of feature maps.
Those layers function to catch associations between features from the previous layer. Like in a DNN, weights
are used, which are called filter banks for CNNs. The filter bank of all the units of a feature map is always
the same, the filter banks of feature maps of the same layer are different. There are two reasons for this type
of architecture. First of all the motifs in an image are not bound to a location in the image, it can appear
everywhere on the picture. Secondly, often data points which are spatially grouped are correlated, which
actually form the motifs.

The pooling layers combine equivalent features into one. They reduce the dimension and make sure
that distortions or small shifts do not affect the network. After multiple convolutional and pooling layers
fully-connected layers are added which take care of the classification ability of the network. Also for CNNs a
non-linear function is used to map the weighted sum of all units to a value fixed-size output. An overview of
a CNN is shown in Figure 6.6 .

Even though convolutional neural networks are originally created for data with multi-dimensional arrays,
it also works in one dimension, such as sound. An example of raw waveforms in combination with a CNN
can be found in [72, 73]. Another option would be to use an image of the audio, such as the spectrogram.

6.4.3. Recurrent Neural Networks
An RNN is meant for data that is put in sequentially. Think of, for example, speech. It often exists of Long
Short-Term Memory (LSTM) units that represents a state vector, which is updated every time a new element

3www.slideshare.net/SeongwonHwang/convolutional-neural-network-cnn-presentation-from-theory-to-code-in-theano
4adeshpande3.github.io/A-Beginner%27s-Guide-To-Understanding-Convolutional-Neural-Networks

www.slideshare.net/SeongwonHwang/convolutional-neural-network-cnn-presentation-from-theory-to-code-in-theano
adeshpande3.github.io/A-Beginner%27s-Guide-To-Understanding-Convolutional-Neural-Networks
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of the sequence is put in. The state vector therefore does not only contain knowledge about the current
situation, but also about the history. Its mathematical expression is shown in Equation 6.11 and 6.12.

ht = F (Wxhxt +Whhht−1 +bh) (6.11)

yt =G(Why ht +by ) (6.12)

In these equations, the sequence of hidden activations ht per timestep t is obtained by using an input
vector xt , a weight W between each layer and a bias b. This is used to find the output state vector yt . F and G
represent the respective activation function. A visual representation of a RNN is given in Figure 6.7.

Figure 6.7: An RNN network, folded (left) and unfolded (right)

d

The big advantage of RNN is that it is a dynamic system. It used to have a huge disadvantage too. When
an RNN is trained using backpropagation the gradients either vanish or explode after a lot of time steps when
using backpropagation [90, 91]. This problem, however, is solved with the use of LSTMs.

6.4.4. Convolutional Recurrent Neural Networks
The CNN and RNN have also been combined for sound event detection [16], ASR [74, 92, 93] or music iden-
tification [94]. The idea of combining the two comes from the fact that CNNs miss out on longer temporal
context information and RNNs are not able to obtain the invariance in the frequency domain [16]. Combin-
ing the two therefore would solve each others disadvantage. This classifier is named Convolutional Recurrent
Neural Network (CRNN). The input for a CRNN is a time-frequency representation of the sound. The convo-
lutional layers then function as the feature extractor and the recurrent layer provide the context information
by integrating the features over time.

6.5. Classifier Selection
The previously described classification methods have all been applied for audio processing purposes. How-
ever, most of the existing works use clean sounds, which means that there is hardly any noise present. Using
noise-included sounds makes classification more difficult. In Table 6.1 the classification accuracy for differ-
ent state-of-the-art methods is presented. The results are coming from papers that all have been using the
exact same approach. Namely, the sounds are obtained from the Real World Computing Partnership Sound
Scene Database in Real Acoustic Environments [95], which is a database including 50 sound classes of dif-
ferent environmental sounds. These recordings are mixed with the NOISEX-92 database, which is a database
with noise recordings. The Signal-to-Noise Ratio (SNR) is changed four times, from a clean recording up to
a SNR of 0 dB. The table shows results from three different researches. First of all [3] proves the robustness
of the SIF feature with an SVM (SIF-SVM) classifier compared with the old-fashioned feature and classifiers
MFCC-HMM and MFCC-SVM. This is followed up by [10, 11], showing the improvement that the DNN makes
when using the SIF feature (SIF-DNN). The same research group also discovers that CNN are even better [9],
which is outperformed by a SIF-CNN structure in [12], called the 1MaxCNN.
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Table 6.1: Comparison of state-of-the-art classifier systems for different noise levels for sound event recognition [3, 9–12]

System Clean 20 dB 10 dB 0 dB Mean
MFCC-HMM 99.4% 71.9% 42.3% 15.7% 57.4%
MFCC-SVM 98.5% 28.1% 7.0% 2.7% 34.1%
SIF-SVM [3] 91.1% 91.1% 90.7% 80.0% 88.5%
SIF-DNN [11] 96.0% 94.4% 93.5% 85.1% 92.3%
SIF-CNN [9] 97.3% 97.4% 95.7% 83.1% 93.4%
1MaxCNN [12] 99.1% 99.0% 98.9% 97.5% 98.6%

Based on the results of Table 6.1, the SIF feature in combination with CNN (e.g. the SIF-CNN and the
1MaxCNN) exceeds in accuracy, which is the reason that this combination will also be applied to the hear-
and-avoid algorithm.

The previous systems have been applied to sound event recognition. Looking in the noise-robust classi-
fiers for ASR, often RNNs are used [96–98]. Also in [13], which is unfortunately not under noisy conditions, an
LSTM and CNN-LSTM are compared with DNN and CNN based on the classification performance, of which
the result is presented in Table 6.2. The paper performs the Detection and Classification of Acoustic Scenes
and Events (DCASE) challenge [99], where varous scenes (library, park, train, etc.) are classified. Both LSTM
and CNN-LSTM are comparable to the performance of the CNN and therefore also a good candidate to use
for classification purposes.

Table 6.2: Comparison of the accuracy of different artificial neural networks for the DCASE challange [13]

DNN CNN LSTM CNN-LSTM
Accuracy 75.3% 78.0% 77.3% 79.2%

The classifiers will be built such that it can recognize three important characteristics in the audio signal:
the loudness of the aircraft sound, the frequency content (envelope) in the signal and the (absence) of the
Doppler shift. The reasoning behind this is that the audio signal of an approaching aircraft gets louder and
gets more high frequency power. The Doppler shift in the signal proves whether the aircraft and UAV are on a
collision course or not.





7
Sound Localization

The localization of sound is of great help for the hear-and-avoid algorithm, as it can be used for determination
of the escape path in case of a possible collision. There are multiple algorithms that are used for localization
purposes, as well as the hardware needed for those algorithms.

7.1. Multiple Signal Classification
One of the most used methods of sound localization in robotics is Multiple Signal Classification (MUSIC)
[100]. MUSIC is, among others, a method that estimates the Direction of Arrival (DOA), the number of signals
present, the strength of noise and the strength of the waveforms. Starting from the audio signal, the form
in which the (complex) output (x(t ))is obtained from the array of microphones is shown in Equation 7.1
[101]. si (t ) and n(t ) are the signal complex envelop representation of the i th source and the complex noise
respectively.

x(t ) =
d∑

i=1
a(θi )si (t )+n(t ) (7.1)

The vector a(θi ) is the so called array steering vector for direction θi , which holds the phase delays of the
travelling wave between each element in the array. Furthermore, d is the amount of sources. Another way of
writing Equation 7.1 is presented in Equation 7.2, where A = [a(θ1), ...,a(θd )] and s(t ) = [s1(t ), ..., sd (t )]T .

x(t ) = As(t )+n(t ) (7.2)

The goal of MUSIC for the DOA problem is to estimate all θi for i = 1, ....,d . In order to solve this, a few
assumptions are made. First of all the amount of sources is less than the amount of sensors. Secondly, the
sources are uncorrelated, stationary and zero mean. The covariance matrix therefore looks like Equation 7.3,
with σ2

i the power of the source per source (i ) and H the Hermitian transpose. Thirdly, also the (white) noise
is zero mean, stationary and uncorrelated, with the covariance matrix as in Equation 7.4, where M is the
amount of sensors. Furthermore, the noise and signal are uncorrelated and lastly the vector a(θ) is known for
all θ.

Due to the assumptions made before, the covariance matrix of the output data can be written as in Equa-
tion 7.5. Because there are only a N number of data samples, Rx is usually estimated following Equation 7.6.

Rs = E [ssH ] = di ag (σ2
1, ...,σ2

d ) (7.3)

Rn = E [nnH ] =σ2
n IM×M (7.4)

Rx = E [xxH ] = ARs AH +σ2
n I (7.5)

Rx = 1

N

N∑
j=1

x(t j )x(t j )H (7.6)
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From the fact that A is full column rank and Rs is non-singular, ARS A of Equation 7.5 must be an M ×M
matrix with rank d [102]. This means that there are M−d eigenvectors qm that have zero as an eigenvalue. Qn

is the M ×(M −d) matrix that holds these eigenvectors. One property of each of the eigenvectors in Qn is that
it is orthogonal to the signal steering vectors. Looking at Equation 7.7, which describes the pseudo-spectrum,
PMU SIC will go to infinity as the denominator gets to zero. The signal directionφ is therefore estimated as the
M biggest peaks in the spectrum.

PMU SIC (φ) = 1

aH (φ)QnQ H
n a(φ)

(7.7)

In a real situation, Rs is not available, only Rx can be obtained. However, when combining Equation 7.5
with Rs qm =λqm , Equation 7.8 is obtained. It shows that Rs and the estimate of the signal covariance matrix
R have the same eigenvectors that have eigenvalues λ+σ2. Let Rs =QΛQ H , then R is found by Equation 7.9.
This equation shows that the matrix Q can be divided in two parts, namely the signal eigenvector matrix Qs

that defines the signal subspace and the noise eigenvector matrix Qn that defines the noise subspace. The
noise eigenvector matrix Qn is identical to the eigenvector matrix that belongs to the zero-eigenvalues of Rs ,
so still it is orthogonal with respect to the signal steering vector. Therefore Equation 7.7 can be used for DOA
by finding φ for all the peaks in the pseudo-spectrum.

Rqm = Rs qm +σ2I qm = (λm +σ2)qm (7.8)

R =Q[Λ+σ2I ]Q H =Q



λ1 +σ2 0 0 0 · · · 0

0
. . . 0

...
...

...
0 0 λM +σ2 0 · · · 0
0 · · · 0 σ2 · · · 0
...

...
...

...
. . .

...
0 · · · 0 0 · · · σ2


Q H (7.9)

7.2. Time Difference of Arrival
Another popular method for sound source localization is the Time Difference of Arrival (TDOA). For this
method, an array of microphones is used of which the cross correlation function between all the microphones
is obtained. The largest peak in the cross correlation function of two time delayed signals is assumed to be the
time difference between the incoming signals. This is shown in Figure 7.1, where time difference τ is equal to
five. It is based on the human interaural localization approach, which also correlates sound between the two
ears using so called coincidence detectors [103]. For two different microphones (i and j ) of the array, the link
of the two systems is shown in Equation 7.10 and Equation 7.11 [104]. mi (t ) stands for the measured signal at
microphone i , s(t ) is the received sound signal of the i th microphone coming from the sound source, hr (t )
represents the deterministic impulse response between the signals and n(t ) the noise in the signal.

mi (t ) = s(t )+ni (t ) (7.10)

m j (t ) = (s ∗hr )(t )+n j (t ) (7.11)

Assuming that there is no scattering taking place when the signal is propagating from its source to the
receiver and all the signals and noise are stationary zero mean, hr = δ(t +∆Ti j ) = δ−∆Ti j , explaining that it
only catches the TDOA∆Ti j . The azimuth angle θ is related to∆Ti j by Equation 7.12, where li j is the distance
between microphone i and j . ∆Ti j is obtained from the audio signals mi and m j using the cross-correlation
function Rmi m j , which is shown in Equation 7.13.

∆Ti j =
li j

c
cosθ (7.12)

Rmi m j (τ) = E [mi (t )m j (t −τ)] = (Rss ∗hr )(−τ)+Rni n j (τ) (7.13)

1en.wikipedia.org/wiki/Multilateration

en.wikipedia.org/wiki/Multilateration
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Figure 7.1: Cross correlation function between two signals1

Rss and Rnn are the source and noise autocorrelation function respectively. Due to the assumption that
the noise signals are independent, the Rni n j (τ) part drops out. This leads to Equation 7.14.

Rmi m j (τ) = (Rss ∗δ−∆Ti j )(−τ) = Rss (τ−∆Ti j ) (7.14)

What this equation shows is that Rmi m j is nothing else than a shifted version of Rss . As Rss has the property
Rss (τ) ≤ Rss (0), Rmi m j has a maximum for τ = ∆Ti j . Unfortunately, Rmi m j is not known in real practise, as
there is just one realization of mi and m j present. Therefore, Rmi m j is estimated and the TDOA∆Ti j is found
by Equation 7.15.

ˆ∆Ti j = argmax
τ

(R̂mi m j (τ)) (7.15)

The estimation of Rmi m j is mostly done by means of the Generalized Cross Correlation (GCC), which is
expressed in Equation 7.16. It is the inverse Fourier transform of a weight function Ψ( f ) and cross-power
spectral density Ŝmi m j ( f ). The weight function can be computed in many different ways, of which most are
present in [105]. The cross-power spectral density is found using [106]. Both are not further elaborated on
as it is out of the scope of this research. Putting the estimation of the time difference ˆ∆Ti j in Equation 7.12,
the azimuth angle θ can be obtained, which is equal to the direction of the sound source. When more than
two microphones are used, the θ of different microphone pairs do will not be exactly equal (due to noise).
An estimator, such as least squares estimator [107] or coherence pruning [22], can be used to find the most
probable direction.

R̂mi m j (τ) =
∫ ∞

−∞
Ψ( f )Ŝmi m j ( f )e j 2π f t d f (7.16)

7.3. Beamforming
Beamforming is a method that uses also an array of microphones for simple, computationally cheap local-
ization. However, the performance of the localization is very dependent on certain array characteristics, of
which the number of microphones is the main factor. In beamforming, all separate microphones in the array
obtain discrete time audio signals that are used to focalize it to the specific direction r0. Having mn(t ) as
the sound signal for microphone n and wn(r0, t ) as a linear filter of impulse responses, the sum yr0 (t ) of the
outputs is calculated by Equation 7.17. This equation can be transformed to the frequency domain, which
result in Equation 7.18, where S0

s (k) represents the frequency component at a specified point (0) for source
s, Wn(r0,k) is the frequency response of the filter, Bn the frequency component of the noise and Dr0 (r,k)
is shown in Equation 7.19, where Vn(r,k) is the steering vector. These equations hold for both farfield and
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nearfield, and it is assumed that the wavefronts are planar. The information obtained is used to create an en-
ergy map of the surroundings E(r, t ) following Equation 7.20. T is the length of the time window. The position
of the sound sources is estimated as finding the maximum value for E(r,t). Usually, a set of possible sound
source directions is used for evaluation of Equation 7.20

yr0 (t ) =
N∑

n=1
wn(r0, t )∗mn(t ) (7.17)

Yr0 (k) =
S∑

s=1
Dr0 (rs

s ,k)S0
s (k)+

N∑
n=1

Wn(r0,k)Bn(k) (7.18)

Dr0 (r,k) =
N∑

n=1
Wn(r0,k)Vn(r,k) (7.19)

E(r, t ) =
∫ t

t−T
| yr(τ) |2 dτ (7.20)

7.4. Binaural Localization
Humans and animals are capable of localizing a sound pretty accurate in 3D with only two ears. Also in
robotics, this binaural approach has been tried [104]. In these approaches, two acoustical sensor are usually
positioned in an artificial pinna. The human localization abilities were already explained in the 80s [108],
which forms the basis of the binaural localization process. First of all, sound is modified by the body, head
and pinna before it enters the ear. The same is done in robotics, by a relation that is called the Head Related
Transfer Function (HRTF). Secondly, features are extracted from the sound, send to the brain and integrated
there. For horizontal localization, humans make use of interaural cues [109] and for vertical localization
spectral notches are used [110]. So combining the horizontal and vertical positions, the 3D localization is
performed.

In the field of robotics, the binaural approach have not been implemented satisfactory enough yet. This is
first of all because mimicking the human ear is quite difficult. The use of the interaural cues demands a high
precision modeling of the disturbances caused by the head. Especially on UAVs, where there is not a body
present that could modify the sound as the head does, it is hard to set up a HRTF. Another problem is that
for existing methods, the used techniques are sensitive to changes in the environment. Whereas the binaural
localization might work in an anechoic room, in a real-life environment the accuracy would be far from off
if the exact description of the environment was not given. Consequently, researches looked for approaches
with more than two microphones, which, as section 7.6 shows, does also not work for this research.

7.5. Single Microphone Solutions
The direction of a sound has also been found using only one microphone. A first example is [111, 112], which
uses the Doppler effect to estimate some flight parameters, such as the speed and the altitude of a low-flying
aircraft. Although this method seems to work satisfactory, it has some limits. First of all the frequency of
the aircraft should be narrowband and constant, which means that it would only work on propeller aircraft.
Another method has been established as well that works for jet sounds [113], but in order to work the micro-
phone should be placed next to the ground as it takes the multipath interference of the sound into account
[114]. Another problem with these methods is that the whole Doppler shift is needed for determining the
flight parameters. This would be in case for this research too late, as the decision has to be made before the
closest point of approach.

However, other research such as [115] proves that also with a single microphone range can be estimated
using the relative magnitudes of two different frequencies. In order to be able to find the range, two fre-
quencies from the source should be known as well as their relative magnitudes. Equation 7.21 shows how to
calculate range d , where y0 and y are the relative magnitudes of the frequencies at the source and the mea-
sured point respectively, the dynamic viscosity coefficient of air is described by η, ρ is the density, V the speed
of sound and fh and fl the respective high and low frequencies. In order for this to work the frequencies must
thus be known beforehand. Also, this has not been tested in a noisy environment, so it might be difficult to
have a proper estimation for the hear-and-avoid algorithm using this method.
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d = ln(y0/y)
8ηπ2

3ρV 3 ( f 2
h − f 2

l )
(7.21)

Another method is to use special microphones, such as in [24, 25]. Using an Acoustic Vector Sensor (AVS),
which consists of only one microphone in combination with three orthogonal particle velocity sensors, the
sound of a horn is captured while moving the drone. A second test involves the presence of a secondary drone,
which accelerates when the recording drone is passing. The disadvantage of this particular microphone was
the low signal to noise ratio in the low frequencies and the disability to deal with high wind speeds. Lastly, in
[116] a single-point stereo microphone is used. It takes noise of the robot into account, however, this is not
comparable with the ego-sounds produced by the drone. Also, the size of the microphone is a limiting factor
for its applicability on drones.

7.6. Difficulties in Localization
Even though the previously described methods are popular in localization for robotics, there are a few con-
straints that prevents this research from including localization of the aircraft sound. The most important
constraint is the time constraint. The master takes in total nine months of full time work, which is expected
to be not enough to make a detection module, feature extraction module, classification module and a local-
ization module.

There is also the frequency constraint, which deals with the bandwidth of the signal. The sound that the
UAV will experience will be broadband, meaning that there is a wide range in bandwidth with respect to the
main frequency. However, for the MUSIC method this is a problem as it is based on narrowband sounds [104],
which is thus not applicable in this area.

Furthermore, one should consider the environmental constraint. The environment of UAVs are dynamic,
unpredictable and contaminated with noise. As many researches perform the experiments in acoustical con-
trolled areas, it does not take noise into account, which deteriorates the performance of the aircraft localiza-
tion.

For those reasons it is decided not to include localization in this research. However, as there are some
promising researches performed on air traffic localization on drones, this could be a follow up topic/part of
the hear-and-avoid algorithm. For now, as the localization is not performed, and thus the direction of escape
cannot be established, it is assumed that landing is the safest option in case of a possible collision situation.





8
Project Plan

8.1. Research Question, Aims and Objectives
The main objective of this research is to decrease the chance of a possible collision in the air between air
traffic and drones by creating a ’hear-and-avoid’ algorithm for the drone. The hear-and-avoid algorithm is
an audio classification mechanism that will be able to first of all recognize sounds in its environment over its
ego-sound, classify this sound, determine whether it forms a danger and base actions upon that. This is not
an easy task, because as the previous chapters show, until now there is no research done on an equal project
and most of the detection and localization algorithms are performed under ’perfect’ circumstances. The fact
that no one has done it yet makes this research unique and creates a lot of possibilities for future research
topics. The feasibility of the project is supported by the few researches that show promising results for robust
(UAV) sound classification [9, 22, 23].

The steps to come to the hear-and-avoid algorithm is set out in the form of the research questions, which
are shown in Table 8.1. The order of the questions is also the order in which they will be solved, as they follow
up on each other. Also, each question has its sub questions that together help to answer the main questions.

Research question 1 and 2 are dealing with the detection and classification of the possible air traffic
sounds. Question 1 deals with detection: it will use sounds from a recording that includes a lot of noise
from wind, microphone inaccuracies and of course the UAV’s ego-sound. The latter can possibly be cap-
tured or estimated and used to filter itself out, making it already easier to detect other objects from the same
recording. Furthermore, also other forms of noise (wind/microphone noise) should be filtered out as much
as possible to make detection even easier and to make classification more accurate.

Question 2 is about creating the classifier. As Figure 3.1 shows, a SER module consists of detector, audio
features and a classifier is needed. The detector will be obtained by answering research question one. The
features and classifiers will be obtained when question 2 will be answered, so when multiple audio features
in combination with a classifier have been trained and tested. The preceding chapters describe that many
classifiers and features exists, so combining them gives even more possibilities. However, the features and
classifiers do not always work as good for one application as for the other, for example, there is a huge dif-
ference in building a classifier for music classification and speech recognition. It is therefore important that
good research is performed on the feature and classification methods on the suggested features and classifiers
of chapter 5 and 6. Furthermore it is important to determine on which basis the classifier will be built. For
instance, is it sufficient to distinguish air traffic from normal traffic, or should also air traffic be distinguished
in helicopters and airplanes, etc.

Questions 3 and 4 examine what should be done with the classified sound. First of all, when it should react
to the sound, so questioning when something is a possible hazard or not, and how to find those details in the
audio. When a sound is labeled as dangerous, the next thing to do is perform action. Localizing the source
of the sound would help determine what way out is the most optimal for the drone to go to. However, the
localization of the sounds on a drone with a single microphone will have very poor accuracy. Subsequently,
when performing a manoeuvre to avoid the danger, it should do as quickly as possible with minimum chance
of staying in the dangerous situation or creating a new dangerous situation. This also means it is bound to
time. Air traffic is always fast moving, so it only needs little time to cover large distances. Therefore a drone
has very limited time to react on that.
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Table 8.1: Research questions

Research Questions

1 In which way(s) can the presence of a non-drone sound be detected?

a How can the ego-sound of the drone be filtered out?
b How can the noise of the wind be filtered out?
c How can the noise of the microphones be filtered out?

2 What procedure works best in order to classify the non-drone sound?

a What are the classes for which the classification is going to be performed?
b What classification algorithm performs best in terms of precision and recall?
c Which audio features performs best as input for the classifier?

3 When should the drone react to the sound?

a When is the sound a possible hazard for the drone?
b How is possible hazard information extracted from the sound?
c How much time is required to react to possible danger?
d How much time is available to react to possible danger?

4 How is the algorithm able to perform real time while flying the drone?

a How much computation space does the drone have for this application?
b How much computation space is required for the algorithm?
c How could real time drone state information help to improve the algorithm?

Table 8.2: Research sub goals

Sub goals
1 Create feature extractors
2 Create classifiers
3 Train classifiers
4 Create hazard recognition
5 Combine 1 till 4 into one module
6 Implement algorithm in UAV
7 Perform the experiment
8 Verify & Validate

The last research questions considers the implementation of the algorithm on the drone. As can be con-
cluded from the previous questions, the algorithm should process, classify and react on a sound as soon as
possible. All this requires computation power, which is quite limited on a drone. Therefore the algorithm
should be optimized as much as possible. When the algorithm is working on the drone, it can also use the
drone’s states, such as position, velocity, rpm, etc. for prediction purposes. For example, knowing the rpm
the sound created by the rotors can be estimated and filtered out from the audio recording. The knowledge
of position and velocity can help determining the optimal escape path.

In order to help answering the research questions and obtaining the research objective, sub goals have
been created. These sub goals are presented in Table 8.2 and their planning in Appendix A. More details on
the performance of those sub tasks is explained in section 8.2.

8.2. Methodology
The research questions of Table 8.1 will be answered in the following manner. For question 1 models will be
created that approximate the UAV’s ego-sound, the wind and the microphone noise. The assumption is made
that only one aircraft or rotorcraft will be present at the same time, as the chance of low flying air traffic in
UAV allowed areas is already small due to the restrictions and laws (see chapter 1). Also it is assumed that the
ground traffic or other forms of noise is not present (yet). Therefore, the left over sound must be the object of
interest.

The classification tasks will be based on certain features. The selected features are discussed in section 5.6,
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which are the SIF features, MFCC, and due to the promising first results, also raw waveforms will be taken as
input.

During the research, three of the classification techniques based on supervised learning that are described
in section 6.5 will be tested: CNNs, LSTMs, and CNN-LSTMs, which all use the previously described features
as an input. Two forms of classification will be performed that will answer research questions 2 and 3. One
that determines the type of object (is it a air vehicle or a ground vehicle) and one that just determines whether
the recording sounds like a colliding vehicle or not.

When all the classifiers have been built, the training can begin. Two types of data will be used: obtained
audio fragments and augmentations of these fragments. The audio that is obtained comes from real record-
ings that are taken on site (on an airport) and that are available online. The recordings are performed with
only a single microphone in order to keep the algorithm as simple and computationally inexpensive as possi-
ble. The data augmentation exist of shifting in pitch, adding noise, changing the loudness ratio drone/aircraft
or stretching the sound. The audio consist not only of drone sounds and airplane sounds for both jet and pro-
peller aircraft, but also sounds that are similar to the airplane sounds but are not the same. Examples are cars,
trucks, tractors, etc. The reason to include them as well is that they could confuse the UAV that it hears an
airplane and therefore may move, while ground vehicles would never be a hazard for flying drones (assuming
that the drones do not intend to fly at very low altitudes). From all the audio data, various combinations will
be created, namely batches of only UAV sound or batches that include UAV sound and one or more non-UAV
sound(s). Part of these batches, approximately 70%, will be used for training. The other 30% is used for testing
purposes.

As explained before, the localization of the source of the sound with a single microphone will not be
performed in this research. A range estimation can be made using Equation 7.21, which could help in deter-
mining whether a sound comes from an aircraft that is in a hazardous position for the drone. It also helps
answering research question 3 and 4. The frequencies used and their relative magnitude can be obtained
from the Aircraft Noise and Performance (ANP) Database1. Research question 5 is investigated in the next
section, section 8.3, where the best performing SER system will be implemented in the UAV.

8.3. Experimental Set-up
Due to the restrictions of UAVs around airports/aircraft, the most logical option of testing the algorithm is
not possible. That would be, the drone is flown and aircraft would manoeuvre around it. If it is working
correctly, the drone would avoid the aircraft successfully. Nevertheless, the sound of an aircraft can be gener-
ated accurately without the aircraft being physically present by means of simulations. Using [27], the sound
propagation, attenuation and Doppler effect are simulated. The only factor that will be hard to replicate is
the loudness of the signal. In the Cyberzoo at the TU Delft the UAV can be flown safely. Using an external
speaker to generate aircraft noises can be a way to expose the UAV to air traffic noise. An important factor to
keep in mind when performing tests in this way is that as much noise from other machines in the Cyberzoo
as possible is diminished. Due to the same nature of aircraft and machine sounds the machine sounds could
affect the tests.

There are two ways in which the test can be held, each with their own advantages and disadvantages. The
first option is to have a stationary external speaker that simulates the sound of a moving aircraft. The second
option comprises of a moving speaker that plays stationary air traffic sound. Option one has the benefit that
only little space is needed to perform the tests, but has as downside that accurate simulations have to be made
that perfectly represent dangerous and non-dangerous situations. For option two the sound is not much of a
problem, but the movement is. First of all because it requires a lot of space, and secondly, in order to achieve
the correct Doppler shifts, high velocities should be used while moving the box. However, it is for this option
very easy to created dangerous situations by flying straight to the drone and safe situations by flying on a non
collision course.

Weighing the two options up against each other, it seems more achievable to go for the first option. Sound
propagation is an area in which already a lot of research has been done [117], so simulating various possible
collision situations is possible. The tests consist of different test cases. First of all, multiple audio files are
used for the test series, which are, just like the training data, all kinds of traffic sounds. The algorithm should
first of all include as few false negatives as possible, but also as few false positives, in order to avoid constant
avoidance maneuvers. Therefore not only aircraft and rotorcraft sounds are used, also other engine sounds,
such as cars, lawn mowers, tractors, etc. should be used for testing. Another requirement is that the sound

1www.aircraftnoisemodel.org/data/aircraft

www.aircraftnoisemodel.org/data/aircraft
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Figure 8.1: Collision test cases

audio files have never been used for training of the algorithm, as it then is already able to ’recognize’ it. During
the tests, the UAV is stationary (but in the air) while the sound is initiated at different distances from different
positions. It is important to realize the path of the simulated sound in order to determine where to initiate
the sound, as it determines whether it is on a collision course or not. For the tests the relative movement in
various directions are measured, which are visualized in Figure 8.1: the simulated sound and the UAV moving
straight to each other (1), the simulated sound and the UAV moving straight from each other (2), the simulated
sound source moving in a direction that involves also a perpendicular vector with respect to the UAV that will
result in a collision (3) and lastly one that does have the perpendicular vector but which is not a collision
course (4). These different approaches are taken due the Doppler shift. When two objects move straight to
each other, a Doppler shift will look like a step function, whereas the Doppler shift of two objects that are not
moving exactly straight to each other looks like a sigmoid function, so there is a transition in frequency before
the closest point of approach occurs. This is is visualized in figure Figure 2.2, where the blue line represents
the sound object going through the receiving object and the orange line represents the sound object passing
the receiving object. If the transition does not take place, it means either there is a collision course, the objects
are moving away from each other or the distance of the objects is to far away. Testing the first two approaches
prevents the algorithm from thinking that no transition always means collision. The latter two approaches
cover all the other possible relative movements, which learns that when there is a Doppler shift present the
objects will never collide (if they keep following the same path).

8.4. Results, Outcome and Relevance
From the test, various data will be obtained. First of all the position of the UAV should be known, which is
synchronized with the position of the sound source and the sound information. This synchronization makes
sure that the relative positions of the UAV with respect the sound source are always known. Furthermore
the sound information is required in the synchronization so that validation can be done whether the UAV
only moves for air traffic sounds. From the positions of the sound source the direction of the sound source is
established to determine whether its moving to, from or perpendicular to the UAV. Having this information,
as well as the position information of the UAV and the label of the sound source, validation can be performed.

The desirable outcome shows that the UAV does not change its speed, heading and altitude when there
is no danger, so when there is no air traffic or when the air traffic is not on a collision course with the drone.
Also it should move to safe location, which would be initially on the ground, if there is a the possibility of
a collision. The choices that the UAV makes will be expressed in precision and recall. Recall is the most
important of the two as every collision should be prevented at all times, even if that means some extra false
positives. In a situation of collision it is better to be rather safe then sorry as the outcome of a collision could
be lethal. However, precision is still important as otherwise the UAV would stop performing its task every
time it hears something.

The conclusion to be drawn from the outcome is to show how well the audio classification algorithm



8.5. Project Planning 81

works and how applicable it is in the use of the UAV. The main deciding factor is the precision and recall. The
relevance of this outcome is to show that this research will have a positive impact on the safety of air traffic.
Furthermore it will open various new research possibilities, as a research like this has not been performed yet
on UAVs.

8.5. Project Planning
The thesis has been divided in four phases, which starts with the literature study. This report has been cre-
ated during this phase and includes the outcome of the literature study. Many papers about audio features
and classification are analyzed during this stage in order to obtain a clear overview of which knowledge and
methods have already been obtained so far. All this knowledge will be written out in the literature report and
will be presented on the last day of the phase during the literature presentation.

After the literature study, the start of the plan as proposed in section 8.2 is carried out. This phase is a
period of about thirteen weeks in which the basic model will be created. First of all, the detector and feature
extractor will be built to obtain inputs for the classifiers. Secondly, the classifiers are built and trained that
are the heart of the hear-and-avoid algorithm. The end of this phase is confirmed by the midterm meeting in
which the complete model is elaborated on.

After the midterm, the testing, verification and validation of the created model is the next goal. Before
the testing, also the adjustments that have to be done to make the algorithm ready for real time use on the
drone. The testing procedure is elaborated on in section 8.3. Verifying and validating comes very naturally
for supervised training methods. Due to the fact that all the data should be labeled, it is exactly known what
comes in and what the model puts out, which would show whether the algorithm is verified or not. The
validation procedure is explained in section 8.4. Testing shows whether the UAV changes position based on
the obtained audio information. The hear-and-avoid algorithm is validated based on the precision and recall
information obtained from the tests. If verification and validation have been performed the thesis should be
finished, of which the green light meeting is the ultimate test.

If the green light meeting is successful, last period starts which consists of finalizing the report, the paper
and preparing a thesis defence. If this is all finished correctly, the master of science is obtained.

The previously described planning is visualized in the Gantt Chart of Appendix A. Each phase is indicated
with a different color and has multiple sub tasks. In black the milestones are indicated, which are the most
significant meetings during the thesis. In the last period there are some open spaces, which are filled in by
working towards the milestones. This could be report writing or preparations for the defence.

The whole thesis should take up nine months of full time work. The Gantt chart shows that there is also
some time used as a buffer and holidays (in green), which means that including these extra weeks the thesis
should be finished in the end of September.
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Conclusions

This literature review explains the background information and the plan in order to come to the hear-and-
avoid system, a system that can detect air traffic sound over the ego-sound of a drone, after which it performs
avoidance maneuvers if necessary. Machine hearing, the field that tries to make robots hear like humans
and animals do, should enable machines such as drones to use sound to base its actions upon. The system
will consist of a detection module, a feature extraction module and a classification module. The detection
module uses novelty detection in order to notice air traffic sound. The module captures energy variations in
the signal. If this crosses an (adaptive) threshold, the sound is not considered background noise anymore but
a sound of interest. This audio segment is passed on to the feature extractor. Two features will be obtained,
the Spectrogram Image Feature feature and Mel-Frequency Cepstral Coefficients. Also raw audio signals have
been proven to be a good input in a classifier and thus used as an input as well. The best performing feature
(in combination with the right classifier) will be used for the hear-and-avoid system. The classifiers chosen
are convolutional neural networks, long short-term memory and a combination of both. The classifier tries
to identify whether the air traffic sound present is forming a danger for the drone (and therefore contrariwise
also the drone for the air traffic). It can base its decision on a combination of the loudness, the frequency
content and (the absence of) Doppler shift. The localization of the sound will be skipped in this research
due to time restrictions and limitations in the different localization algorithms. Therefore, the avoidance
manoeuvre of the drone is proposed to be a straight landing for now. The total length of the thesis is nine
months. Including holidays and other reasons of delay, the graduation is expected in September.

With a successful development of the hear-and-avoid algorithm a next step is made in the safe use of
drones, which is beneficial for the drone industry, but also the other airspace users as their safety is increased
as well. For project Percevite it means one step closer to a sensor, communication and processing suite for
small drones that does not need human intervention to avoid ground and air based vehicles.
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A
Gantt Chart

The figure below shows the Gantt chart for this thesis. It exists of four periods: the literature study (red),
midterm period (orange), green light period (blue) and the defence period (purple). In black the milestones
are indicated and in green the holidays and buffers are shown.
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