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and Travel Laboratory. The academic atmosphere, as well as the scientific exchange among
each other, impressed me emphatic. The working atmosphere in the laboratory and at the
Faculty of Civil Engineering, in general, was something that kept my motivation high during
the research project and strengthened my ambition to pursue an academic career after gra-
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time to review my report.

I would also like to thank Dr Panchamy Krishnakumari and MSc. Tin Nguyen for their
support and fresh ideas that helped me to implement methods for the evaluation of the test
data. Their original thinking and broad knowledge were always impressive and great support
for me. The data processing would not have been possible without the excellent support of
Dr Paul van Gent and Shubham Bhusari. I want to appreciate Paul and Shubham for their
help understanding the unique data acquisition and post-processing in one of the field tests.
Besides, I would like to thank Nagarjun Reddy and Shubham Bhusari for their support during
the project. My thanks also to Johannes Keppler for the cover picture.

I am indebted to my family, especially my mother Susanne, for supporting me in every
possible way throughout the thesis abroad and before through my studies in Germany. Final-
ly, I would like to sincerely thank Anna Katherina Huber for her dedication to lecturing my
thesis. My life and this work would be different without the aforementioned loved ones.

At this point, I will let my research unfold to you, dear reader.

Julian Staiger
Delft & München, May 2020
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Executive Summary

In the last years, significant developments in the field of Advanced Driver Assistance Sys-
tems (ADAS) have been achieved. Intelligent systems supported the improvement of traffic
management and prediction, driver comfort, and vehicle safety. However, a detailed knowl-
edge of the way vehicles move is crucial for these applications. The mobility behaviour has
changed over the last decades significantly. Both the individual mobility and the mobility of
goods is nowadays an essential part of our economy. The latest trends in vehicle automation
are the predicted first signs of a (partially) autonomous future of mobility. Whether this fu-
ture will be with or without individual vehicle ownership will become apparent in the coming
years. For the moment, all researchers can do is to work on new subjects to make the future
of mobility faster, more efficient, quieter and safer. Detailed knowledge of state-of-the-art
vehicle automation systems is essential in order to gain further insights into their effects, e.g.
on traffic, the travel behaviour of people, the security blanks caused by these systems, and
passenger comfort.

Background and research objectives
Vehicle automation is introduced at six different levels. Nowadays, level 2 automation is
widely spread with the introduction of Adaptive Cruise Control (ACC) and Lane Centering
Assistant (LCA) systems by vehicle manufacturers. Since the introduction of these systems,
vehicles have been able to drive themselves, even if only for short periods of time. The driver
is partly out of the active control- but still inside the monitoring-loop, supervising the system.
Some Advanced Driver Assistance (ADA) systems provide autopilot functions. These systems
execute both the longitudinal and lateral vehicle control task together.

Vehicle dynamics, in terms of lateral and longitudinal vehicle movement, have a signif-
icant impact on traffic. Especially longitudinal vehicle dynamics play an essential role in
the occurrence of congestion situations due to the effect on traffic density. Lateral vehicle
dynamics generally stand for the vehicle movement in its lane, e.g., the interaction of the ve-
hicle with surrounding infrastructure, in the case of this thesis with the road. The individual
vehicle movement in its lane marks just the start of a causal chain, which will lead to further
effects by the vehicles surrounding. Therefore, lateral vehicle movement plays a crucial role
in driver and passenger safety and interaction with other vehicles. The detailed knowledge
of how these ADA systems work and in what way they control the movement of the vehicle
gets increasingly essential in the field of transportation science. The conclusions can help
scientists to investigate possible ways to increase the capacity of roads by the introduction of
ADA systems with varying degrees of market penetration. Traffic prediction models can be
calibrated with real-world experimental data results. Road authorities can use the findings to
improve infrastructure to meet future demands of automated vehicles. Likewise, engineers
can use the results to invest in technologies to fill knowledge blanks in the security of auto-
mated driving. Since vehicle manufacturers neither use the same hardware and algorithms to
realize automated driving or ADAS nor publish extensive information about the controlling
scheme, scientists have to make predictions and assumptions for their models. Design and
control strategies of ADA systems are closely guarded secrets of Original Equipment Man-
ufacturers (OEM) and their developers, resulting in a lack of detailed insight results for re-
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viii Executive Summary

searchers in other institutions.

For these reasons, accurate insights in the way automated vehicles drive will help to fill
research gaps. Therefore, the main objective of this research is to describe the automated
vehicle movement as precisely as possible. To achieve this objective, the following main re-
search question is proposed.

How do Automated Vehicles (AVs) drive interacting with different infrastructure and other
vehicles on the road?

This rather unspecific research question is broken down into secondary questions (sub-
questions) in this work. Longitudinal and lateral vehicle movement is distinguished funda-
mentally in this research. This distinction enables the possibility to break down automated
driving into its components and to examine the state-of-the-art systems involved individu-
ally. To answer the research question, firstly the theoretical backgrounds of the considered
ADA systems is discussed. This investigation reveals degrees of freedom of vehicle control
systems and helps to understand their principle. Furthermore, the examination of basic ADA
system principles helps to find suitable data sets for the later evaluation of field tests.

Research methodology
The methodology of this research is to find values for the degrees of freedom identified in the
theoretical study of ADA systems. By focusing on the literature study and the examination of
ADA systems, potential driving situations in Field Operational Test (FOT) are identified which
can deliver values for the degrees of freedom.

For longitudinal vehicle dynamics the data sources are searched for situations which we
define as stable, sustained stable, accelerated and decelerated car-following. All driving con-
ditions are specified by uniform definitions that are applied to all data sources. These driv-
ing conditions all serve a specific purpose, stable car-following to estimate the general time-
headway in between the vehicles, accelerated car-following to predict how the time-headway
changes when the vehicle in front accelerates and finally sustained stable car-following to
predict if the time-headway remains constant over speed. Starting from this rather loose
evaluation of the longitudinal driving conditions, a transition is made to prescribed acceler-
ation and deceleration manoeuvres. The introduced manoeuvres consist of an acceleration
or deceleration part followed by a stable driving part. The acceleration situations thus corre-
sponds to a change in speed leading to an unaccelerated vehicle movement. The characteris-
tics of the velocity signal and the time-headway of the following vehicle are recorded for these
manoeuvres and evaluated. Of particular interest are time delays, settling times, overshoots,
and initial errors. The acceleration and deceleration manoeuvres found are further suitable
for the estimation of transfer functions, which consider the speed of the leading vehicle as
input and the speed of the following vehicle as output and thus describe a Single Input Sin-
gle Output (SISO) system. The basics for this transfer function estimation are explained in
the detailed description of ADA systems aforementioned. During acceleration manoeuvres,
a second-order time lag transfer function shows the best adaptation results within an ap-
propriate calculation time. For deceleration manoeuvres, additional poles and zeros in the
transfer function must be used to accommodate the increased dynamics in the reaction of
the following vehicles to a decrease in velocity.

The methodology for investigating lateral vehicle dynamics follows a more descriptive
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approach. Since the Lane Keeping Assistant (LKA) system has various inputs and degrees of
freedom that are not causally related and the experiments considered were not intended to
develop these systems backwards, we concentrate only on phenomena caused by the activa-
tion of LCA systems. The evaluation of lateral vehicle dynamics should help to gain a better
insight into how AVs interact with different infrastructures, in the case of this research, with
different curves. Therefore, curve identification and classification are essential. For this pur-
pose, a map-matching algorithm is developed to match the GPS measuring points recorded
during the test drives with the GPS points describing the driven road network. This method-
ology also provides ground truth. The driving path thus determined is used together with the
recorded speed of the vehicle to calculate the lateral acceleration during the test drives. Since
international standards regulate the functionality of LCA systems by limiting the maximum
lateral acceleration under which they can be activated, the lateral acceleration is used to clas-
sify curves. Using the lateral acceleration has the advantage that the results are uniform and
transferable. When using, e.g. the curve radius, this would not be possible. Two different
levels of lateral acceleration are introduced to characterize curves of different sharpness. In
conclusion, the following scenarios are distinguished for lateral vehicle movement. Straight
driving, light and sharp right and left curves. Afterwards, the lateral position of the vehicle in
its lane is linked to these scenarios.

Considered data sources
The approach followed in this research is data-driven. Therefore, real road and test track data
is taken into account. Research institutes conducted all experiments used. For the longitu-
dinal vehicle dynamics, four ACC data sources and one Cooperative Adaptive Cruise Con-
trol (CACC) data source is used. Only one suitable data source is evaluated for lateral vehicle
dynamics.

Results: Longitudinal vehicle movement
During stable and sustained stable driving the following vehicle keeps a constant time-gap
to its leader in all considered experiments. The considered CACC data-set shows the small-
est time-headways for all driving conditions. A dependence of time-headway and velocity is
found in all experiments. High velocities cause the time-headways to be smaller than low ve-
locities. For accelerated following, with acceleration greater than 0.5m/s2, the time-headways
are extended as the follower tries to maintain the speed profile of the leader. For decelera-
tion phases where the acceleration is below a threshold of −0.5m/s2 time-headways stay in the
same range as for stable and sustained stable following. The estimated transfer functions for
deceleration manoeuvres further confirm this result and show increased dynamics for input
jumps. The system response of the CACC system to acceleration manoeuvres is of first-order,
whereas it is of second-order for ACC systems. The differences in the way the CACC system
controls the velocity in order to approach the speed of the leading vehicle during acceleration
manoeuvres are obvious in comparison to the ACC system. In deceleration manoeuvres, the
difference is less noticeable when comparing the ACC and CACC transfer functions. When
comparing the frequency responses of the transfer functions of deceleration manoeuvres, it
is striking that the critical frequencies at which the magnitude has a peak are in the same
range as the critical frequencies for acceleration manoeuvres. Besides, these critical frequen-
cies are in the same range as the oscillations of the space-headway signal around its mean for
sustained stable following.
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Results: Lateral vehicle movement
In the data sources for lateral vehicle movement regarded in this thesis, the vehicle tends to
drive more on the left side of the lane in curves and on straight road segments. For straight
sections, this effect was first shown by comparing the distances to the lane markings recorded
on both sides of the vehicle. The effect could then be shown in curves as well. It is noticeable
that the probability of the vehicle driving on the left side of the road in sharp left and right-
hand bends is higher than in light curves. In all situations, whether they are classified as
straight driving, light or sharp curves, a lateral oscillating movement of the vehicle in its lane
is present. This oscillation especially applies in curves.

Main contributions
This research provides scientific and applied contributions concerning automated vehicle
movement. It fills gaps in previous research by providing detailed insights into the behaviour
of the Automated Vehicle (AV) in interaction with other road users and the infrastructure,
which were obtained from real road tests.

The five main contributions of this research are the following:

• For ACC and CACC car-following, the time-headways at high speeds are shorter than at
low speeds

• The longitudinal dynamics for braking are higher than for accelerating

• Statistical oscillation of the space-headway around its mean value does meet the criti-
cal frequencies of the system transfer functions in some cases

• On straight road sections and in curves, the vehicle shows a bias towards driving on the
left roadside

• There is a lateral oscillating movement of the vehicle in its lane

All five main contributions are the subject of the present work and are elaborated and
discussed in detail.

Research limitations and next steps
Given the nature of this study, the novelty of the methods used and other decisions made
throughout the research, there are limitations to this thesis. The research aims to bring the-
ory and practice together to fill research gaps, especially in the description of automated road
traffic. The approach of this thesis is data-driven, which means that measurement errors oc-
cur, and each data set has its own structure. We tried to extract similar situations from the
data sets to make them comparable. However, the influence of the human driver and the
environment cannot be excluded completely. For this purpose, the considered ADA systems
would have to be always tested with the same FOT under the same environmental conditions.

Recommendations for further steps are based on these limitations as well. Further re-
search can focus on the testing of ADA systems under the same conditions to make detailed
statements about the underlying control strategy of the systems.
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1
Introduction

The importance of Automated Vehicles (AVs) and autonomous driving is expected to increase
in the coming years gradually. The level of vehicle automation is classified into six different
stages following the Society of Automotive Engineers (SAE). The scale reaches from level 0
no automation, meaning that the driving task is up to the driver at any time or the human
is inside the control loop at any time, to level 5 full automation, standing for that the driving
task is up to the Automated Vehicle (AV) at any time or the human is entirely outside the loop
[63]. Nowadays, level 2 automation is distributed, while only a few commercially used cars
can perform level 3 driving for more extended periods. Nevertheless, an increasing share of
commercially used vehicles get delivered with Advanced Driver Assistance Systems (ADAS) to
perform level 2 automation [49]. This increase signifies that vehicles are steadily taking over
the driving task themselves. AVs control their throttle, brake, and the steering system, look
ahead, plan to overtake, or warn the driver in case of a hazardous situation. Thus Advanced
Driver Assistance (ADA) systems increasingly influence the vehicle dynamics.

Vehicle dynamics, in terms of lateral and longitudinal vehicle movement, have a signifi-
cant impact on traffic. Longitudinal vehicle dynamics mainly describes the movement of a
vehicle relative to the vehicle in front. Therefore, especially longitudinal vehicle dynamics
play a role in the occurrence of congestion situations due to the impact on traffic density[46].
Besides, the precise knowledge of descriptive parameters of longitudinal vehicle dynamics is
essential for the accuracy of simulation models replicating traffic behaviour on the road [40].
Lateral vehicle dynamics generally stand for the vehicle movement in its lane, i.e., the inter-
action of the vehicle with surrounding infrastructure, in the case of this thesis, with the road.
Vehicle lateral movement, therefore, plays a crucial role in driver and passenger safety and
interaction with other vehicles[71]. With the introduction of ADAS, mainly Adaptive Cruise
Control (ACC), and its further developed system Cooperative Adaptive Cruise Control (CACC)
as well as Lane Keeping Assistant (LKA), and its more sophisticated form Lane Centering As-
sistant (LCA) or autosteer, which continuously take over driving tasks from the driver, a de-
scription of the driving dynamics by these systems becomes increasingly important. Since
vehicle manufacturers neither use the same hardware and algorithms to realize automated
driving or ADAS nor publish extensive information about the controlling scheme, prediction
models have to use new findings and theories for the driving behaviour of vehicles equipped
with ADAS functions. Simulation studies comprehensively investigated the effects of the ACC
and CACC systems on the traffic flow. The simulation studies use assumptions about the
operation strategy and essential parameters such as time-headway and reaction time [66].
These parameters are currently still primarily estimated or anticipated from previous results
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describing human driving behaviour. A comparison of results from different experiments for
automated driving is currently unavailable. Design and control strategies of the systems un-
der consideration are closely guarded secrets of Original Equipment Manufacturers (OEM)
and their developers, resulting in that these insights could not be used by traffic scientists to
calibrate their models in order to predict traffic events more accurately. The insights are also
not available to vehicle engineers, for example, to improve their open-source control mod-
els for automated driving. Moreover, the fact that vehicle properties, when equipped with
ADAS, differ widely, e.g., engine and brake power, aerodynamics, size, mass, and height, have
a significant impact on the dynamic behaviour of vehicles, especially when car-following in
ACC mode [15], [41]. ADAS systems are used across derivatives and must function properly
under different loading conditions and system configurations. Dependence between the ve-
hicle quantities, like loading conditions or wheelbase, and the quality of steering support by
a LKA system is shown in [95]. Therefore, the automated lateral guidance of a vehicle with
automated steering differs widely throughout makes and derivatives.

The functional scope and the system requirements for ADAS are only roughly regulated
by international standards. ISO15622 contains the requirements for ACC functions. ISO11270
provides basic performance requirements and test procedures for LCA systems. Both stan-
dards rule the limiting values, e.g., lateral and longitudinal acceleration, jerk, and steering
angle output, and provide test procedures to verify the system performance. The standards
neither classify the vehicle space or time-headway distribution for ACC or CACC systems nor
the distribution of the vehicle in-lane position for LCA system usage. They merely define
the framework conditions for the operation of assistance systems and limit the interventions
caused by the systems. The adjustment of the systems is a matter of the manufacturers.

Various scientific papers have been dealing with the prediction of market shares of au-
tonomous vehicles in the future. Researchers agree that the number and market share of
such vehicles will increase. The share of vehicles holding at least LKA and ACC will be above
20% in the US and the German vehicle marked in 2030, predicted by [105]. This increase
implies that market penetration will be rising slightly, leading to a mixed vehicle population
with various levels of automation[22]. For many years ahead, automated and man-operated
vehicles will coexist. This coexistence raises the demands on modern traffic prediction mod-
els estimating situations of mixed traffic with higher marked penetration of ADAS equipped
vehicles and the interaction with man-operated cars [9], [10]. However, to explore this in-
terface, additional detailed knowledge of the driving dynamics of automated vehicles is re-
quired. Afterwards, the interface can be modelled by traffic scientists, psychologists, and
vehicle engineers to make vehicles even safer, more efficient, and greener.

1.1. Research objectives & questions:
The main research objective of this thesis is the better understanding of the longitudinal driv-
ing behaviour of AVs when following each other with activated ACC/CACC and the lateral ve-
hicle movement when driving with activated LCA.

This work will provide descriptive and generic values for the system behaviour of driver
assistance systems. Besides that, it is evident that different types of ADAS systems presented
by various manufacturers show differences in their behaviour in similar situations. Therefore,
this thesis will show the extend of these differences. According to this, the following research
questions are discussed in this thesis.
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The main research question (RQ) is:

• How do AVs drive interacting with different infrastructure and other vehicles on the
road?

The following sub-research questions (SRQ) are related to this topic and specify the steps
necessary to meet the main research question:

• SRQ1: What previous research is available, and what methods were used to investigate
vehicle dynamics?

• SRQ2: How do the considered ADAS work, and what are their degrees of freedom?

• SRQ3: How to describe the lateral and longitudinal vehicle dynamics objective and
generic?

• SRQ4 What is the impact of different driving manoeuvres on the movement of the ve-
hicle?

• SRQ5: How does the vehicle drive interacting with various infrastructure?

• SRQ6 What are the differences between the investigated data-sets for longitudinal and
lateral driving?

The research questions are listed top-down, arranged by order of processing in the following
chapters.

1.2. Research methodology:
Firstly, a literature research is carried out, according to SRQ1, SRQ2, and SRQ3, to identify
research potentials and clarify the approach used later in this thesis. This literature research
is focusing on the driving characteristics and quality of ADAS systems like ACC and LCA. The
literature review should gain insight into measurable values describing the vehicle dynam-
ics. The overall impact of ADA systems on traffic flow and density is examined. Furthermore,
the dynamic behaviour of car-following under ACC/CACC use is focused on, in particular,
the impact of different driving manoeuvres. Besides that, the prior mentioned international
standards for ACC systems are presented and discussed regarding their applicability for this
research. For LCA use, literature regarding the characteristics and quality of lateral vehicle
movement is presented. Especially the interaction of the vehicle when driving in various in-
frastructure is considered. The field of focus is the AV behaviour in curves and on straight
road segments. Based on the literature review, research gaps are identified, and the research
questions, sub-research questions and the methodology of this thesis are adjusted accord-
ingly. This thesis is using a data-driven approach to investigate vehicle dynamics in auto-
mated traffic. Therefore, the literature review is used as find data-sets that are beneficial and
linked to the research topic for evaluation. The thesis outcome describes the AVs movement
while driving in automated mode following a target vehicle or, in case of the evaluation of
LCA use, driving free. The outcome of this thesis is generic, experimental based, and scalar,
to make predictions Afterwards. Therefore, this thesis uses real road or test track driving data
and renounces simulation-based data-sets.

The topic of research is divided into two classes: longitudinal car-following and lateral ve-
hicle movement. This classification is used throughout the thesis and for all considered data-
sets. Furthermore, longitudinal car-following is classified in the two following subtopics, a
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stable driving or an accelerating target vehicle, presented in Figure 1.1. The left side of the
figure, longitudinal car-following, describes the interaction of the vehicle with other road
participants. The right side, lateral vehicle movement, describes the interaction of the vehicle
with surrounding infrastructure.

Vehicle dynamics

longitudinal
car-following

stable driving
target vehicle

accelarating (unstable)
target vehicle

lateral
vehicle movement

infrastructure
interaction

Figure 1.1: Classification of vehicle dynamics in this thesis

A separate chapter of this thesis is dedicated to the description of ACC and LCA systems.
This chapter is related to SRQ2 and SRQ3 and serves to show the influences and degrees of
freedom to reproduce vehicle motion in models. Different control approaches are presented,
and simulations of driving manoeuvres are performed to illustrate the effects of changes in
the degrees of freedom. This analysis leads to a simplified model that takes all essential pa-
rameters into account which can be provided by the evaluation of various experimental data.

For the evaluation of longitudinal vehicle dynamics, the data should describe the ACC/CACC
car-following behaviour of at least two vehicles. The use of platooning experiments with more
than two vehicles following is suitable as well. The used data sets should contain information
about vehicle movement, e.g., vehicle speed and acceleration, as well as light detection and
ranging (LIDAR) or radar information for the determination of relative velocity and distance
between the vehicles. Furthermore, GPS signals, steering wheel angle, video material, break,
and acceleration pedal signals and the yaw-rate can be used but are not necessarily needed.
The acquisition of data, in particular the following and target vehicle velocity, acceleration,
and the status of automated driving (human in or outside the loop) should be provided as
in [54] for longitudinal vehicle movement. Data for lateral vehicle movement should be ac-
quired as in [7]. These sets of data where present at the start of this thesis project and will be
used for first investigations, while the use of other data-sets is foreseen. Data sources can be
data-sets collected by universities or organizations recording the movement of a commercial
vehicle like defined above. Especially the use of data from thesis or scientific work is foreseen
since OEMs are usually not willing to share the results of internal evaluations. A significant
part of this research is the search for and the selection of sufficient data-sets complying to the
set conditions.

For longitudinal vehicle dynamics, an algorithm is created whether the target vehicle is
stable driving or accelerating. Limiting motion quantities for this classification are inves-
tigated in the literature review. The relative acceleration and the velocity of the following
vehicle are used to estimate the vehicle state. The vehicle’s motion is classified in four differ-
ent situations, depended on motion quantities. Afterwards, the evaluation of the dynamics
of the following vehicle is done according to the identified situation. The evaluation takes
space-headway between the vehicles and the time-headway derived from the space-headway
through division by velocity into account. The expected results for longitudinal car-following
could be increasing time-headways between the vehicles under a specific distribution when



1.3. Research scope: 5

driving at different velocities as well as oscillating frequencies around the median space-
headway. For the evaluation of dynamic car-following, an assessment of the acceleration
behaviour of the following vehicle is carried out. Time delays and overshoots of speed are
taken into account as well as an estimation of transfer functions linking velocity of leading
and following vehicle. For an accelerating target vehicle, the forming of distance hystere-
sis is possible as well as a variation of the velocity overshoot for different Field Operational
Tests (FOTs) and between singe test runs.

The evaluation of the lateral vehicle movement does need an explanation of the infras-
tructure it is interacting with while driving. This research defines how this infrastructure can
be described and what infrastructure is considered. Besides, an algorithm is created which
determines the infrastructure with which the vehicle interacts during data recording. For a
first approach, the behaviour of the AV in curves is regarded. An algorithm to detect curves,
based on GPS and map matching is created. Then the data is screened for situations in which
the vehicle is interacting with the detected infrastructure. The lateral vehicle position for
these situations is tracked. Expected results are an asymmetric distribution of the distance
to the lanes centre line when driving through curves, e.g., in right turns, the distance to the
lane centre is higher than in comparable left turns. A rising distance to the lane centre when
driving curves of different curvature and under different speed is also an expected result.

1.3. Research scope:
This thesis covers the vehicle dynamics of automated vehicles. It focuses on longitudinal and
lateral vehicle movement clustering it in the vehicle’s interaction with other road users and
its interaction with the surrounding infrastructure. The research is covering the movement of
the automated vehicle on the stabilization level according to [20], as explained in more detail
below.

This research does use existing data only. Therefore, the comparability of different data-
sets needs to be evaluated. Intersections between the data-sets have to be found and de-
scribed. The used data must meet the following criteria. For the ACC/CACC evaluation:
captured on public roads or test tracks, a minimum of two vehicles following each other,
information of acceleration, velocity and distance, and the status of the assistant system. For
the evaluation of LCA, driving information about the system activation and the absence of
the driver in the control loop as well as the distance to the lane boundaries and GPS infor-
mation is essential. This research only considers continuous vehicle control by the LCA sys-
tem and not by the driver or by the combination of driver and assistance system. For the
longitudinal and lateral dynamics of vehicles, three different data-sets each are foreseen for
evaluation. Further, this research uses assumptions to make data comparable. Due to the
assumptions made, some variables influencing the experiments cannot be considered. Ex-
amples of these unconsidered parameters are the surrounding temperature and time of the
day, whereby most data-sets are captured during the daytime.

It is crucial to indicate that this thesis focuses on LCA and ACC functions above a level1
automation. This research describes the vehicle dynamics of a vehicle driving itself and not
the driver support by these systems. Therefore, driver influence should be avoided at any
time.
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1.4. Scientific & Societal relevance:
Within the scientific literature, abundant research on the impact of ACC and LCA on traffic
flow and stability can be found as well as effects on traffic safety [34] [39]. The differences
in the inter-vehicle headway between a human driver and an AV has been estimated by [25].
An evaluation of lane change effects of ACC vehicles in mixed traffic has been done by [43].
Overall lesser research on the actual impact of ACC and LCA on vehicle dynamics based on ex-
periments can be found. Also, most existing research focuses on phenomena in one data-set
or comparing results to a model. The minority of scientific work used different data sources
to be compared under the same aspects.

Modern traffic prediction models are used for planning and managing mobility in the fu-
ture. The upcoming trends in, e.g., automation, smart vehicles, urbanization, rural exodus,
and ecology, to name a few, set new or raise the existing requirements for the accuracy of
traffic prediction models [73]. The effective use of existing infrastructure can provide a solu-
tion for upcoming mobility issues [27]. Level 2 ADAS systems can contribute to the effective
use of existing infrastructure. Since driving headway and capacity flow on a lane segment
are dependent variables, positive effects by ACC systems on the traffic flow can be measured
by [45] and simulated by [12]. Both agree in the rising demand for network performance for
increasing penetration of ACC/CACC. Therefore, a new description of vehicle dynamics with
ADAS functions can help improve traffic prediction models and will make future mobility
more efficient and ecologic.

1.5. Thesis outline
The outline of this thesis is drawn in Figure 1.2. Hereinafter, a short declaration about the
content and the sense of each chapter (CH) is given. CH1 is focusing on the research ques-
tions previously asked as well as on the actual background and motivation of the subject. CH2
gives an overview of the current research regarding the topic of this research. Focus-fields are
the driving quality of ADAS systems in real traffic. In addition to that, the interaction of the
vehicle with different infrastructure and other road participants is estimated. The literature
review identifies the research gaps as well as determine statements that should be proven or
debunked. The results are used to plan the evaluation and to file the expected results in exist-
ing literature and scientific findings. Additionally, suitable data-sets can be acquired by the
literature review. CH3 gives a summary of the controlling systems to understand important
parameters, control variables, and system stability. In this chapter, the degrees of freedom
of the regarded ADA systems are elaborated. CH4 describes the used methods according to
the elaborated degrees of freedom for the evaluation of the data. The methodology develop-
ment and implementation are carried out with the help of literature research. The described
methodology is used to answer the previously proposed research questions. CH4 describes
the used data-sets shortly according to their origin. CH4 gives additional information on
what kind of vehicles are present in the Field Operational Test (FOT). CH5 addresses the data
analysis, assessment, and the comparison between different data-sets. CH6 concludes the
research results. In this conclusion, a discussion is followed by debating the results and the
limitations of this research. The research questions presented above are answered in sum-
mary. Finally, recommendations for future research are given.



1.5. Thesis outline 7

Figure 1.2: Thesis Outline





2
Literature Review

This chapter contains literature regarding vehicle dynamics in automated traffic. The chap-
ter is separated into longitudinal and lateral vehicle dynamics as introduced previously. For
longitudinal vehicle dynamics, the driving quality of ADAS systems like ACC and CACC is re-
viewed. After that, lateral vehicle dynamics are focused on, especially the use of LCA and
its impact on the road-following accuracy of automated vehicles. Attention is paid to the
question of what the potential impacts on traffic of these systems are. Earlier in this thesis
mentioned research is deepened, and results are presented and discussed. The purpose of
this chapter is, besides assuming literature and giving essential insight to the topic, to find
comparable results regarding the research topic and methods to apply in this thesis. Besides,
the literature review is used to identify suitable data-sets for comparative analysis. This chap-
ter only presents current research on the topic of vehicle dynamics in automated traffic. The
theoretical foundations of vehicle dynamics are then described separately in Chapter 3.

In general, scientists agree that the market penetration of AVs will increase in the next
years. Forecasts predict that in 2035 over 80% of the sold vehicles are equipped with level 3
ADAS systems regarding [56] and [101]. A similar rise of vehicles equipped with ADAS sys-
tems is forecasted by [105] and [70]. The market penetration of AVs will, therefore, increase,
albeit slower than the sale rates. Automated and non-automated vehicles will be present at
the same time. Therefore, the estimation of vehicle dynamics and the behaviour between au-
tomated and not automated vehicles have to be investigated further. As Chapter 3 will show,
vehicle dynamics and inter-vehicle movement have a significant impact on traffic and traffic
flow. OEM design their ADA systems to provide maximum comfort for the driver, i.e., to imi-
tate human driving behaviour [33], to avoid unfavourable points in the engine map [93] or to
increase vehicle safety [50], effects on traffic flow are of secondary interest for OEM.

2.1. Longitudinal vehicle dynamics
The impact on traffic for a rising market penetration of ACC or the more recent and coop-
erative form CACC systems was investigated using microscopic simulations by various re-
searchers. Research about the impact of ACC systems on traffic flow had been carried out by
[18] and [50]. The impact on traffic by the introduction and rising shares of the more cooper-
ative CACC systems has been investigated by [94],[12] and [108].

For rising ACC penetrations in traffic networks, the research agrees in the potential in-
crease of free- and dynamic-capacity on highways, which leads to a reduction of traffic con-
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gestion [94]. The used simulation models pay attention to string stability, and research men-
tions that real-world ACC systems may have a negative influence on traffic network perfor-
mance when their market penetration is extensive. Due to the user-oriented design of the
ACC systems by the OEM mentioned before, string stability is not guaranteed, which can
cause traffic flow to collapse. For CACC systems, it turned out that they provide the chance to
increase the traffic flow and stability drastically. The increase is predicted much higher than
for ACC systems.

Moreover, real-world and state of the art insights into the phenomena and effects caused
by ADA systems are becoming increasingly important, due to the prior mentioned rise of ADA
systems. Microscopic traffic simulations include sub-models, e.g., for car-following during
acceleration or in steady conditions. The sub-models for microscopic traffic simulation are
mostly based on assumptions or estimated values. Overall, lesser research could be found re-
garding real road and real vehicle test environments giving the actual behaviour of ADA sys-
tems [65]. Carrying out a great FOT with multiple vehicles equipped with ACC or CACC sys-
tems is cost-intensive on the one hand and highly highway and time demanding, on the other
hand[37]. Sub-models for microscopic traffic simulation like Intelligent Driver Model (IDM),
Gipps model, and the Newells model are based on theories rather than on experimental re-
sults or phenomena [66]. However, feedback from real vehicle experiments can be used to
calibrate these models and help to make them more accurate, as it was done in [84].

Milanés and Shladover [68] investigated in the development of CACC and ACC control
models based on real experiment data from driving tests. In their research, they compare the
two mentioned systems and, additionally, the IDM. The main findings are that the IDM does
not perceptibly follows the speed changes of its leading vehicle. The ACC controlled vehicle is
amplifying the speed changes of its leader and the traffic flow is not stable. The use of a CACC
system promises noticeable improvements. The authors model the responses of the follow-
ing vehicle, while exactly knowing the movement of the leading vehicle, using TFs! (TFs!).
They found that for CACC car-following, the speed response of the following vehicle can be
approximated with a first-order transfer function. For ACC car- following a second-order
transfer function with time delay is suggested by Milanés and Shladover to model the be-
haviour of the following vehicle on speed changes. The comparison between IDM, ACC, and
CACC shows that the IDM is producing a smooth car-following behaviour but slow responses
to speed changes and large clearance gap variations. Besides, it shows that string stability is
not reachable for multi-consecutive vehicles equipped with ACC, even for mild speed varia-
tions. This problem is solved with the implementation of CACC systems. These are suitable
to improve highway capacity and stability significantly.

Calvert and van Arem [11] analysed a real road driving experiment on an urban arterial
road, including CACC and ACC test data in the region of North Holland, The Netherlands.
The authors found that both ACC and CACC systems can platoon at lower time-headways
than human-driven vehicles do. Further, they found that the spread of time-headway mea-
surements for ACC systems is narrower than for manual driving, and the spread for CACC is
even smaller compared to the ACC distribution. Alkim et al. have done similar, in a FOT, they
investigated the effects of ADA systems in traffic situations of varying density [2]. They have
found more stable time-headways around the median for all traffic conditions in comparison
to a human driver.
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Makridis et al. [66] investigated on the response time, the time-headway, and its distribu-
tion for two vehicles while following with activated ACC. They performed a real road exper-
iment with two commercial passenger vehicles. The authors found that the time-headway
between the vehicles when using an ACC system has its mean around 1.5 seconds, and the
distribution is not symmetric since there is a minimum acceptable time-headway. The time-
headway for the use of ACC systems is slightly higher than the values of human drivers re-
ported in the literature. For the system response time, defined as the time in between the mo-
ment of the leader’s action until the moment of the follower response, Makridis et al. found
that the values are between 0.8 and 1.2 seconds.

Gunter et al. [36] carried out an extensive field test with seven ACC equipped vehicles that
are available widely in the US. They collected data from over 1900 kilometres of test driving.
They aimed to clarify whether the used commercial on-board ACC systems are string stable or
not. It turned out that no commercial implemented ACC system is string stable. The authors
investigated on a linear second-order differential equation model that can approximate the
ACC system behaviour. They showed that a homogeneous platoon of vehicles, all the same
year, make and model, is not string stable. An initial disturbance is amplified to a value that
is four times as large as the initial disturbance.

Bareket et al. [5] introduced methods for characterising the longitudinal performance of
vehicles equipped with ACC systems. They describe the experimental setup as well as driving
manoeuvres for measuring the ACC performance. The median time-headway for ACC car-
following in their experiment is 1.33 s. They also found significant overshoots in the velocity
of the following vehicle when keeping up with an accelerating leading vehicle.

The potential benefits of Vehicle to Vehicle (V2V) communication, therefore, the benefits
of CACC, have been subject in the Grand Cooperative Driving Challenge in Helmond, The
Netherlands in 2011 [109]. Nine teams from all over the world did participate. Participating
teams were able to reduce the time-headway during test driving to 0.6 seconds due to V2V
communication [29]. The Grand Cooperative Driving Challenge also showed that it is possi-
ble to drive in cooperation with heterogeneous systems. The benefits of connected driving
had been shown by Ploeng et al. in a FOT. The authors showed theoretically and by exper-
iment that CACC, which is built on conventional ACC sensors and a radio communication
link across the vehicles, allows time-headways of significantly less than 1 second while main-
taining string stability.

The international standard ISO 15622:2018 (Intelligent transport systems. Adaptive cruise
control systems. Performance requirements and test procedures) and ISO 15622:2018 (Intel-
ligent transport systems. Adaptive cruise control systems. Performance requirements and
test procedures) restrict the system output of ACC systems. The restrictions are as follows.
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where ax is the vehicles longitudinal acceleration, γx is the longitudinal jerk and ay,I and
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ay,I I are the vehicles lateral accelerations, differ only in the performance class1 introduced
by the standard. For more information please consider the norm.

2.2. Lateral vehicle dynamics
The automated lateral vehicle movement performed by LKA/LCA systems has additional de-
grees of freedom. In contrast to longitudinal vehicle control, lateral vehicle control must take
the surrounding infrastructure into account. While for longitudinal vehicle dynamics, only
the longitudinal position and the headway to the leading vehicle was descriptive for the ve-
hicle dynamics, now two sizes have to be respected. The lateral lane deviation and the yaw
rate error, for more detailed insights, please refer to Chapter 3. The LCA system has as control
input the current track deviation and a feed-forward track estimate recorded by cameras [85].
The output of the LCA system is the steering angle or, to be more precise, the steering wheel
torque [106]. The system of LCA controller and the controlled vehicle has more dynamic in-
put parameters that the ACC controller and a simple model for the longitudinal movement of
the vehicle. Especial driving dynamic quantities are identified by [95] to have a high impact
on the lateral driving performance of passenger vehicles.

Research regarding lateral driving performance dates back to 1982 [77]. As a primary
parameter, the lateral deviation from the lane centre is used to assess lateral driving per-
formance. Possible performance indicators are the standard deviation of lateral position
(SD), the Mean Lane Position (MLP), and the Steering Reversal Rates (SRR). Concerning only
the lane-keeping performance, this thesis assumes that the introduced lane-keeping perfor-
mance indicators of human driving are also suitable to describe the driving of LCA systems.
The mentioned measures are used in research, and they had been proved to be useful for
describing driving performance [38]. The focus of this thesis is to evaluate the performance
of the LCA system interacting with the surrounding infrastructure. The mentioned measures
do not pay attention to road characteristics and the ego vehicle state. For example, a high
standard deviation around the lane centre following a straight road is different from a high
standard deviation in a sharp curve in terms of, e.g., safety or comfort. Infrastructural influ-
ence on the lane-keeping task by the LCA system is therefore additionally taken into account
in this thesis.

Shubham Bhusari [8] performed a field test with an electrified vehicle under the use of
its LCA and ACC functions. This work contains a road test regarding vehicle and driver be-
haviour as well as a questionnaire about the driver comfort while using the automated driving
functions. The thesis sums up the data and introduces a risk measurement metric. Outstand-
ing is the inconsistent performance of the LCA for the same test-routes and the vehicle bias
driving more on the left roadside rather than to the right. Furthermore, it was observed that
the mean lane positions are further away from the lane centre in urban environments com-
pared to the highway sections. Significant differences in lane-keeping performances across
different test days was observed as well.

Benine-Neto et al. [6] performed a simulation-based study on controller design. They
build a stable lateral vehicle control system by placing the eigenvalues of the closed-loop sys-
tem on the negative real side of the ℜ−ℑ plane. For more detailed insights, please refer to
Chapter 3. Moreover, they could show that the lateral deviation to the lane canter could be
minimised to zero for paths of constant curvature even on wet roads. For abrupt changes

1Full Speed Range Adaptive Cruise Control (FSRA) or Limited Speed Range Adaptive Cruise Control (LSRA)
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in curvature, deviations still occur and rise with increasing driven speeds. Therefore, the ve-
hicles speed and the shape of the road influences the lateral driving accuracy, albeit only in
situations these values do change. This finding implies that commercially available LCA sys-
tems do similar.

The international standard ISO 11270:2014 (Lane-keeping assistance systems (LKAS) -
Performance requirements and test procedures) specify the for LKA systems minimum func-
tional requirements, basic Human Machine Interface (HMI) elements and test methods for
passenger cars, buses, and commercial vehicles on highways and equivalent roads2. Addi-
tionally, the standard UN ECE R-79 and a guideline of the Japanese Ministry of Land, Infras-
tructure, Transport and Tourism (MLIT) apply to the function of LKA systems. The system
boundaries of LKA systems, according to ISO 11270:2014, UN ECE R-79, and the technical
guideline of MLIT, are the following.

−3
m

s2 ≤ ayi nt ≤ 3
m

s2 (2.5)

|γyi nt | ≤ 5
m

s3 (2.6)

|ayI | ≤ 2
m

s2 (2.7)

|ay,I I | ≤ 0.5
m

s2 (2.8)

where ayi nt is the vehicles lateral acceleration due to an intervention of the system, γyi nt is
the maximum lateral jerk caused by system intervention. ay,I and ay,I I are the vehicles lateral
accelerations under that the system is active. ayI rules the maximum lateral acceleration of
driving through curves while ayI I specifies the acceleration for straight driving.

2These standards were introduced for LKA systems but also apply to LCA systems





3
Theoretical Principles of ADA systems

The following chapter describes the ADA systems considered in this thesis and presents the
fundamental principles of the used vehicle dynamics. The chapter refers to SRQ2 (How do the
considered ADAS work and what are their degrees of freedom?) and SRQ3 (How to describe
the lateral and longitudinal vehicle dynamics objective and generic?) and gives measurable
values describing the vehicle dynamics and the parameters influencing the movement of
the vehicle. The chapter considers lateral and longitudinal vehicle motion separately. This
chapter aims to show the variable input values for the controlling system that influence the
automated movement of the vehicle, either lateral or longitudinal. In the next chapter, the
approaches on how to determine these identified variable inputs from experimental data is
focused. Theoretical estimation of the vehicle’s behaviour in different driving manoeuvres,
regarding SRQ4 (What is the impact of different driving manoeuvres on the vehicle’s move-
ment?), is derived in this chapter by multiple simulations of a simple vehicle model and the
respective ADA controller. This estimation is used later to evaluate the dynamic behaviour,
e.g., accelerated car-following under the use of ACC systems. This chapter reveals the link
between the field of vehicle dynamics and the field of traffic flow and transportation science.

For a structured analysis of vehicle movement, a model of the three levels of vehicle guid-
ance (navigation, manoeuvre planning, and stabilisation), given for human-driven vehicles
in [21] and extended in [30] for highly automated vehicles1, is used. The model consists of an
environment, a driver and a vehicle area as well as the linked system information, presented
in Figure 3.1.

1Automation level 2 regarding the SAE definition

15
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Figure 3.1: Levels of vehicle guidance. Derived from [75] [31]

More detailed information on the tasks included in all three areas - environment, driver,
and vehicle - are found below.

• Vehicle Environment

– Traffic network: all roads in a road network.

– Traffic state: congestion or free driving etc.

– Road network geometry: different curvature, tunnels or bridges.

– Roadway surface: lane marking or potholes.

– Speed limits

– Time of the day: and other secondary boundary conditions .

• Driver/ Assisted driving system

– Navigation task: find the way to your desired destination.

– Lane guiding task: set the desired speed, overtaking other cars, drive in the de-
sired lane of the road or keep the desired distance to target vehicles and the lane
markings.

– Vehicle stabilisation task: adjust the vehicles steering wheel, use a break and ac-
celeration pedals so that the prior defined desired target sizes are fulfilled.

• Vehicle

– Vehicle dynamics: longitudinal and lateral movement of the vehicle, due to in-
puts from the Driver/ Assisted driving system level.

– Driving dynamic quantities: body shape, wheelbase used tires.

– Vehicle loading

This thesis regards all three areas: Vehicle environment, Driver and Vehicle, but not all
tasks or information they include. We assume a driver completely outside the loop therefore
the ADA system is driving at any time. Therefore, the driving task is due to the system and not
to the driver on the Stabilisation level. For the description of the automated longitudinal ve-
hicle dynamics, the stabilisation level is in focus since ADA systems control the longitudinal
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acceleration. The drivespace level at the environmental area is used to track the movement of
the preceding vehicles and link interventions of the ADA system to them. For lateral vehicle
dynamics, the roadway surface and the roadway network is additionally taken into account
to describe the surrounding infrastructure. The ADA system output on the stabilisation level
remains in focus.
This thesis does not examine the navigation and manoeuvre level in the driver area since
route and manoeuvre planning are not the aim of this research and part of the driver’s re-
sponsibility [76]. The following list illustrates the areas of importance for the evaluation.

Longitudinal vehicle dynamics Lateral vehicle dynamics
• Drivespace • Road network
• Stabilisation level • Roadway surface
• Lon. and lat. vehicle dynamics • Stabilisation level

• Lon. and lat. vehicle dynamics

3.1. Longitudinal vehicle dynamics: ACC and CACC
In this section, information on and the function of adaptive cruise control systems is pre-
sented. ACC describes a method of controlling a vehicle’s speed to adapt traffic situations
using the throttle and brakes of the vehicle. The ACC system inputs are radar sensor signals
providing relative velocity and distance to a target vehicle. The longitudinal control task for
the cruise control is designed hierarchical, containing an upper-level controller and a lower
level controller[58]. The upper-level controller calculates the torque demands to accelerate
or brake the vehicle. In contrast, the lower-level controller calculates the throttle angle and
brake pressure that is sent to the engine and the brake control. This thesis will discuss the
ACC on the stabilisation level, as mentioned above. Lower-level controller functions will not
be subject to this work. ACC systems incumbent the international standard ISO 15622:2018
(transport information and control systems, adaptive cruise control systems, performance
requirements, and test procedures). The limiting values are given in Chapter 2.

This section first describes the basic principles of ACC systems, followed by a description
of the system’s control scheme. A vehicle model is presented afterwards to describe the longi-
tudinal vehicle movement. The combination of ACC control and vehicle model is afterwards
simulated with an acceleration manoeuvre to investigate on the descriptive parameters for
the whole system.

3.1.1. The principle of ACC
The ACC system sets the vehicles speed so that the headway to a target vehicle is in between
a particular range. In situations of free driving, the ACC behaves like a speedometer and sets
the vehicles speed to a value desired by the driver.

A constant space-headway control rule between the vehicles is not suitable for autonomous
control regarding [85], [98]. Because of the loss of string stability, to be introduced later, and
the inefficient use of the road. Therefore, a Constant Time Gap (CTG) spacing policy is fol-
lowed [85]. The controller adopts the velocity of the following vehicle to meet the target ve-
hicle’s speed, respecting the desired headway, which is calculated with the current velocity.
The constant time-gap spacing is also taught as a rule of thumb for spacing in manually op-
erated passenger vehicles. Let V 1 and V2 be two vehicles driving behind each other in the
same lane, Figure 3.2. Moreover, let xi−1 and xi be the distances of the vehicles from a fixed
global coordinate system. Vehicle V1 will be called leader or target vehicle. Vehicle V 2 will
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just be called following vehicle, ego vehicle, or follower. The headway to the target vehicle
can be defined in terms of space- or as a time-headway. Space-headway describes the actual
distance in meter from the front bumper of the following vehicle to the rear end of the target.
In Figure 3.2, Rn is the space-headway between the vehicles. A time-headway is the time in-
terval of two vehicles passing the same point on a lane. The time-headway for the following
vehicle ht

i (t ) is defined as

ht
i (t ) = xi−1(t )−xi (t )− li−1

ẋi (t )
, (3.1)

where ẋi (t ) is the velocity of the following vehicle and li−1 is the leading vehicles length.

Rn

x

y
xi−1xi

li−1

Figure 3.2: Sting of ACC vehicles in a lane

3.1.2. The ACC controller
The control architecture of ACC controllers is designed to be hierarchical [58]. An upper-level
controller to determine the desired acceleration needed to keep track of the target vehicle and
a lower level controller to determine the throttle or brake commands required to keep track
of the desired accelerations. The objective of the upper-level controller is to determine the
desired acceleration concerning a natural human behaviour of acceleration and to the indi-
vidual stability of the vehicle so that it can asymptotically achieve and maintain the desired
headway [85]. The lower level controller then calculates throttle and brake commands to
achieve the desired acceleration paying respect to engine maps and vehicle dynamic thresh-
olds [93], [89] using non-linear control synthesis techniques [59]. The upper level controller
uses the actual headway Rn and the difference in velocity between the vehicles d xi−1

d t − d xi
d t

as control inputs. As prior mentioned, not a Constant Space Gap (CSG) spacing rule is pur-
sued. Instead, a CTG spacing rule is used. Applying a CTG spacing policy implies that the
space-headway between the vehicles is not constant but varies linearly with the velocity of
the following vehicle. For a vehicle Vi following a target, the CTG spacing policy relates the
desired space-headway hs

i ,des to a constant time-gap and the driven speed, regarding [78].

hs
i ,des = τh ẋi +L (3.2)

The parameter τh is the time-gap between the vehicles in seconds, ẋi is the following vehicle
velocity, and L is a constant space offset at a standstill. The standstill distance will be omitted
hereinafter for the sake of clarity. The headway spacing error can be defined as

δi = εi +τh ẋi , (3.3)

with ε = xi − xi−1 + li−1 seen as the space-headway R in Figure 3.2 with a changed sign2. A
control law to estimate the desired acceleration of the following vehicle and ensures that the

2The length of the leading vehicle li−1 is neglected in the following because in general li−1 ¿ xi−1 −xi
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error in spacing δi converges to zero is is presented in [42] and [17] as

ẍi =− 1

τh
(ε̇i +λδi ). (3.4)

Withλ a dynamic scaling parameter. Other strategies to determine the desired acceleration of
ACC systems are presented by Kesting et al. [51] for the IDM, Fancher et al. [23] for combining
human factors psychology as well as by Wang and Rajamani [112] for a new Variable Time
Gap (VTG) approach. However, this thesis assumes that all test vehicles are controlled with
the less complex CTG spacing policy to gain insights into the control strategy. At this point,
the difference between the time-gap and the time-headway should be pointed out. In the
following, time-gap is always used as a synonym for the parameter τh , while time-headway
refers to a measure in experiments denoted by ht in equation (3.1).

Remark. Discussion of the emergence of positive accelerations for system analysis. Visible in
equation (3.4) is that positive accelerations appear whenever the following applies

ε̇i +λδi < 0. (3.5)

Using the previous given definitions for spacing error (3.3) and space-headway, rearranging
the terms and using ε2 =−R as well as ẋi − ˙xi−1 =∆v leads to

ẋi − ˙xi−1 +λ(εi +τh ẋi ) < 0

⇔∆v +λ(−R +τh ẋi ) < 0.

The control law generates positive accelerations whenever the velocity of the leader ˙xi−1 is
grader then the followers ẋi or the present space-headway R is greater than the desired τh ẋi .
The control law shows no acceleration in situations where the velocity of the leader ˙xi−1 is
grader than the followers ẋi , but the real space-headway is smaller than desired and vice versa.

Applying the matrix notation of the control law, equation (3.4), leads to

X∗
i (t ) = Ai Xi (t )+R (3.6)

where X∗
i =

sdes(t )
vdes(t )
ades(t )

, A =

 0 0 1 0
0 0 0 1
λ
τh

1
τh

− λ
τh

−(λ+ 1
τh )

, Xi =


xi−1

˙xi−1

xi

ẋi

 and R =
 0

0
λ∗ li

.

Laplace transforming equation (3.4) leads to the open-loop transfer function for the ACC
controller3

Gc (s) = Xi−1

Xi
= s +λ
τh s2 + (1+λτh)s +λ . (3.7)

This transfer function is presenting a second-order system with one zero. The step response
of the system, for values of λ = 1 and τh = 1, is similar to a first-order system response with
decreased dynamics and approaches the static value from below asymptotically.

3Assuming li−1 = 0 for the sake of clarity
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3.1.3. The CACC controller
For CACC systems also a CTG spacing policy is applied regarding [82] and [19]. The design
of the CACC controller is additionally dependent on the information flow topology between
the vehicles forming a platoon [74]. The topology defines the wireless connection between
the vehicles, [119]. Commonly a predecessor following topology is used where the follower
receives signal only from the vehicle right in front [60] and [114]. Different other topology ap-
proaches are introduced, e.g., a bidirectional topology or two predecessors following topol-
ogy are introduced in[119] and [32].

The controlling system for the predecessor following topology communication is basi-
cally the addition of two controllers: a feedback ACC and a feed-forward CACC controller
[74]. Both the CACC and the ACC outputs are acceleration signals [19]. Since the CACC in-
put does not have to be sensed, like the ACC inputs, the controller can react faster to input
changes. This decreased reaction time results in a more precise regulation of the longitudi-
nal headway and minor overshoot, e.g., in the velocity of the following vehicle when driving
an acceleration manoeuvre [68]. In case information loss or general communication failures
occurs, the CACC systems degrade back to a ACC system. This degrade diminishes platoon
performance related to stability and safety [81].

The introduction and implementation of CACC systems [37], string stability of the used
controllers [74] and their impact on traffic flow [108] had been research subject in the last
years. Various research on CACC systems has been carried out in the last years by multiple
researchers and organisations. This thesis will not go into detail on CACC systems any further.
Instead, this research assumes a similar behaviour like the above introduced ACC systems
and asses CACC systems like ACC systems to work out differences and similarities.

3.1.4. A vehicle model for longitudinal movement
The simple ACC controller output is not representative of the vehicle movement. To describe
the longitudinal motion of a vehicle, a state-space model is used

d

d t
Xi (t ) = Ai Xi (t )+Bi ui (t ) (3.8)

where Xi =
xi

vi

ai

, Ai =
0 1 0

0 0 1
0 0 0

, Bi =
0

1
0

 and ui (t ) = ẍdes(t ) the desired acceleration as

a signal from the controller. This model can achieve the desired acceleration from equation
(3.4) instantaneously. Due to delays in the vehicle dynamics caused by the powertrain or the
brake system, an instantaneously achieving the desired acceleration is not possible. Reasons
could be engine gas dynamics [4], rotation inertia masses, pressure reduction by ADAS [47]
or the hydraulic damping in the braking system. The following transfer function has been
introduced by [116], [83] [80] to describe the vehicles response on e.g. acceleration inputs

GL(s) = 1

τs +1
. (3.9)

We assume that the vehicle acceleration depends on the by the ACC controller commanded
acceleration as

ai (s) =GL(s) ẍdes ⇒ τȧi (t )+ai (t ) = ẍdes(t ). (3.10)

This equation implies that the vehicle can follow the controller’s commands at any driven
velocity and in any driven scenario with a first-order time lag. Therefore, the vehicles state-
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space model, given in equation (3.8), is enhanced that it satisfies equation (3.10). This leads
to the following

d

d t
Xi (t ) = Ai Xi (t )+Bi ui (t )

where Xi =
xi

vi

ai

, Ai =
0 1 0

0 0 1
0 0 − 1

τ

, Bi =
0

0
1
τ

 . The matrix Ai has two eigenvalues of zero and

one on the negative ℜ-axis dependent of the parameter τ. Therefore, the system is unstable4.
Figure 3.3a shows the system response for velocity and distance in a phase space diagram. In
Figure 3.3 the y-axis represents the velocity vi and the x-axis represents the distance travelled
xi . The black lines are phase spaces for a specific initial velocity. Visible is that for any given
positive velocity, the values for the travelled distance blow up while the velocity remains un-
changed. This behaviour is not representative for a passenger vehicle since we would exact
the vehicle to slow down over time until standstill.

Therefore, the equation system of longitudinal vehicle motion must take additional en-
ergy dissipation like rolling resistance, tire forces as well as aerodynamic drag into account[44].
The equilibrium of forces on the vehicle chassis is given as

mẍ = mades +FR +Faer o (3.11)

where m is the vehicle mass, FR is the rolling resistance, and Faer o is the air drag force as
a function of velocity. Faer o will be hereinafter written as C ẋi

2, where C is the summed-
up coefficient, including the resistance coefficient, the shadow-casting of the flowed-around
area, and the density of air. When applying the air drag force definition to equation 3.8 we
obtain the following equation system

d

d t
Xi (t ) = Ai Xi (t )+Bi ui (t )+Ci (3.12)

where Xi =
xi

vi

ai

, Ai =
0 1 0

0 0 1
0 0 − 1

τ

, Bi =
0

0
1
τ

, Ci =
 0

0
C
m ẋi

2

.

This non-linear system of differential equations does present the response of the vehicle
to an acceleration command, given by the upper-level controller while paying respect to the
actual driven velocity and the appearing aerodynamic drag force. The system response to dif-
ferent initial velocity is shown in Figure 3.3b. Visible is the decreasing speed over time. The
solutions in the figure do not reach zero speed due to the absence of a rolling resistance term
and approach the x-axis asymptotically.

4Solutions grow indefinitely. There is no stable or asymptotically stable behaviour
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(b) Model with aerodynamic drag, phase space
with t ∈ [0,3]

Figure 3.3: Vehicle state-space model

The combined transfer function for the system consisting of the ACC controller and the
non-linear vehicle model cannot be found due to the non-linear term for air resistance, which
cannot be Laplace transformed. In addition, when introducing a term for rolling resistance, it
is also impossible to apply the Laplace transformation to it. Therefore, in the following, com-
posite system considerations, consisting of ACC controller and vehicle model, are performed
based on simulations.

In Figure 3.4 a block diagram of the controller and the vehicle model is given, represent-
ing the combination of equation (3.6) and (3.12). The controller C uses the system inputs
xi−1 and ẋi−1 from an integrated distance and velocity sensor tracking the leading vehicle
and the velocity of the considered vehicle ẋi . The Vehicle Model (VM) has as system input the
calculated desired acceleration from the controller (C) as well as the vehicles current velocity
looped back from its output for the air drag forces. The degrees of freedom of the controller
and the vehicle model are shown as system inputs from above. Typical values regarding [85]
are given as λ= 1 1

s , τh = 1 s and τ= 0.5s by [116].

C VM

xi−1

ẋi−1

ades

xi

ẋi

λ τh m C τ

Figure 3.4: Block diagram ACC controller

A simulation of a simple acceleration manoeuvre of the leading vehicle from 0 to 33m/s in
20seconds, is carried out. The system output is drawn in Figure 3.5a. Noticeable is the over-
shoot in the velocity of the second vehicle while following the acceleration manoeuvre.

For better insight in the response of the ACC system, when variate the constant input
values for λ and τ, a parameter variation is performed for the prior described acceleration
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manoeuvre. The acceleration manoeuvre of the leading vehicle is maintained, the values for
λ and τ are changed in between rational boundary. The results of this simulation are pre-
sented in Figure 3.5. Noticeable is the system’s instability for values greater than 3 1/s and 3 s
for λ and τ, due to rising velocity overshoots and the expanded settling time for the varia-
tion of τ and the unsteady mesh shape for the variation of λ. Since the vehicle mass and the
air resistance coefficient are well known for passenger vehicles and the shadow-casting of
the flowed-around area as well as the density of air could be determined easily, a variation of
these parameters is not performed here. The principle of behaviour, while following a velocity
ramp, could be described as follows. When increasing the vehicle aerodynamic drag coeffi-
cient C , the system response will be a decreasing overshoot. With increasing vehicle mass,
the vehicle inertia does increase as well. Therefore, a higher overshoot is expected. Due to
acceleration saturation by the controller and the international ruling standards, a mass vari-
ation is beside the point.
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Figure 3.5: Simulation of a acceleration manoeuvre
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In summary, the simulated behaviour of the following vehicle to the system input is sim-
ilar to a second-order system respond with damping. Due to the velocity overshoot and the
subsequent settling time. Therefore, we assume that the system response of controller and
vehicle in real road experiments can be expressed as a simple second-order response with
damping as well. This assumption is also done by [68] and [36]. The following transfer func-
tion is adequate to describe the dynamics of the following vehicle sufficient accurate

Gi (s) = k

s2 +2θωn s +ω2
n

e−Td s (3.13)

with k the static gain, θ damping factor, ωn natural frequency and Td the time delay.

Because vehicles generally show increased dynamics during braking, with other words,
the acceleration and deceleration capability are different, stated by [55] and [1]. We expect
a different system behaviour during deceleration manoeuvres. The system behaviour is not
to be derived at this point, but the possibility of inserting additional poles and zeros in the
transfer function should be mentioned. Previous research assumed mostly a second-order
response for deceleration manoeuvres carried out by the ACC system [94] and [68]. However,
since different FOTs are compared in this work, the aim is to reproduce the system’s reaction
as accurately as possible.
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3.1.5. String stability of platoons of ACC or CACC vehicles
String stability of either ACC and CACC systems was subject to various recent research. String
stability does play an essential role in the usage of ACC and CACC systems on public roads
[113]. Systems that are not string-stable tend to support the formation of congestion when
the penetration rate of these systems in a traffic network is high enough [100]. Therefore, the
previously presented CTG spacing rule is examined for string stability hereinafter.

As mentioned in equation (3.10) we assume that the desired acceleration could not be
obtained instantaneously. We use the control rule given in (3.4) and substitute for ẍdes in
(3.10), so we obtain

τȧi +ai (t ) =− 1

τh
(ε̇i +λδi ). (3.14)

Using the second derivative of (3.3) substituting ȧi from equation (3.14) and the first deriva-
tive to substitute for ai we find the following

ε̈i = δ̈i + 1

τh
(δ̇i +λδi ). (3.15)

The spacing error differences of following vehicles is given as

δi −δi−1 = εi −εi−1 +τh ε̇i . (3.16)

By deriving equation (3.16) twice, substituting ε̈i and ε̈i−1 from equation (3.15) and transfer-
ring it in the frequency domain using the Laplace transformation we obtain the following

L{δ̇i +λδi +τh(δ̈i +λ δ̇i )+τhτ
...
δ i } =L{δ̇i−1 +λδi−1}. (3.17)

Rearranging the terms leads to the transfer function for spacing errors between the vehicles
of a platoon

G(s) = δi (s)

δi−1(s)
= s +λ
τhτs3 +τh s2 + (1+λτh)s +λ . (3.18)

String stability means uniform limitation of all the states, here the vehicles spacing errors of
the system for all times. A system is considered stable if the following applies regarding [97],
[116], [96]

||G( j w)||∞ ≤ 1, ∀w > 0, (3.19)

where G( j w) is derived from equation (3.18) by substituting s by the complex frequency j w .
The string stability of the CTG control policy is proven by [85] and [116] to be stable, when-
ever for the time-headway τh ≥ 2τ does apply.

String stability of either ACC and CACC systems was subject to various research. This
thesis does not deal with the subject any further. Nevertheless, it could be shown that string
stability of either ACC and CACC system has an impact on traffic and, therefore, on other
vehicles following. For further information the interested reader is referred to [82], [83] and
[96].
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3.1.6. ACC systems and impact on traffic flow
As mentioned before, the ACC system’s performance has a major impact on the inter-vehicle
distance in terms of space- and time- headways. Whenever a spacing error occurs as defined
in equation (3.3), this leads to uncertainty in the inter-vehicle distance that the controller is
trying to pull down to zero. For steady car-following5, only the controller input parameter τh

is responsible for the inter-vehicle spacing. For a general platoon of vehicles, referring Treiber
and Kesting [104], traffic density ρ is defined as the number of vehicles NV per unit length of
the road L.

ρ = NV

L
(3.20)

The inverse of ρ is the inter vehicle space-headway s

ρ = 1

s
. (3.21)

The default time-headway τh therefore has a direct influence on the traffic density as s = τh vi .
Traffic flow Q can be defined as the number of vehicles passing a reference point per unit of
time T or as the product of traffic density ρ and velocity.

Q = NV

T
. (3.22)

In traffic jams, the unit time T remains constant while the number of vehicles NV passing a
reference point decreases, and the traffic flow tends to be zero. The inverse of traffic flow is
time-headway ht , which describes the time-span between two vehicles passing a reference
point, and it is equal to the introduced time-gap τh for steady car following. In congestion,
ht remains constant. As a traffic jam forms, ht approaches infinity, since NV → 0.

The variables ρ and Q can be measured for real traffic with road detectors and be drawn
in a density flow diagram. This Fundamental Diagram (FD) of traffic flow describes the re-
lation between flow and density of traffic, which is in equilibrium. An abstracted model of
such real road experiment data is drawn in Figure 3.6. The FD can be divided into two parts
one is the stable and one the unstable region. The stable region is classified as it is capable
of taking more road participants. In contrast, the unstable region is classified as if one traf-
fic participant brakes unexpectedly, the flow will collapse. The diagram’s basic statement is
that there is a connection between traffic density and vehicle velocity (flow rate). It points
out that there is a configuration so that the flow Q maximises for a specified traffic density
ρcr i t called the critical density. For points to the right of the critical density, this means, the
more vehicles are on a road segment, the slower their velocity (flow rate) will be. Therefore,
an improvement in traffic-flow efficiency is assumed when the time-headway decreases and
the flow rates therefore increase [108], [94] and [118].

5Without acceleration
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stable region unstable region

Density ρ

Flow rate Q

ρcr i t

Qcr i t

Figure 3.6: Fundamental diagram of traffic flow

[112] and [16] state that traffic flow is stable when the following condition is met.

∂Q

∂ρ
> 0 (3.23)

We claim that the CTG spacing policy does not lead to a stable traffic.

Proof. We use the headway definition (3.2) to define the density of traffic flow out of (3.21).

ρ = 1

τh ẋ2 +L
(3.24)

Solving for ẋ2 in terms of ρ

ẋ2 = 1

ρτh
(1−ρL) (3.25)

and applying the definition of traffic flow Q = ρẋ gives

Q = 1

τh
(1−ρL). (3.26)

Calculating the gradient ∂Q
∂ρ = −L

τh
< 0

It is proven that ACC systems, using the CTG spacing policy, drive the vehicle on the right
side, the unstable region, of the fundamental diagram of traffic flow. Considering a section of
a motorway on which only ACC vehicles drive, this means that if a vehicle is unexpected or
abrupt braking, the flow of traffic will collapse.
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3.2. Lateral Vehicle dynamics: LCA systems
In this section, general information and the function of lane-centring systems is given. A LCA
system automatically controls the steering system of a vehicle to follow a road as it curves
around. The LCA adjusts the vehicle steering angle so that the desired yaw rate is achieved,
and the vehicle is driving in-between the lane markings. The used system inputs are sensor
signals, either optical or inductive, providing the position of the vehicle in its lane, a look
forward curvature estimation as well as yaw-rate provided from an on-board gyroscope, [64]
and [107]. LCA incumbent the international standard ISO 11270:2014 (Intelligent transport
systems - Lane-keeping assistance systems (LKAS) - Performance requirements and test pro-
cedures). The LCA can perform the lane-keeping task jointly with a ACC system so that the
driver is completely outside the control loop for a short time. In this section, first, the princi-
ple of LCA is presented. After, a vehicle model for lateral dynamics is introduced, which takes
into account the steering angle, hence the LCA output and curvature parameters. Then the
control scheme of LCA is presented, followed by a simple steering test for a practical demon-
stration of a steering manoeuvre performed by the LCA. All this preliminary work then leads
to the degrees of freedom for LCA, which can be determined from driving tests after.

3.2.1. The principle of LCA systems
Figure 3.7 shows a vehicle driving around a curve in a single-track lane. The solid curve line
marks the lane boundary, the dotted line the imaginary lane centre. A vehicle fixed coordi-
nate system is used. The abscissa describes the vehicle movement tangential to the road, the
ordinate the deviation around the lane centre. The yaw-angle ψ represents the coordinate
transformation around the height axis from an initial global coordinate system I to the vehi-
cle fixed coordinate system. The LCA tries to minimise the lateral distance to the lane centre
with paying respect to the desired yaw-rate given by the curve radius and the vehicles speed
[85]. The controlling strategy is developed by vehicle manufacturers and not published to
the public. The control strategy pays attention to a smooth steering [79], a robust and stable
system behaviour [57] as well as to a brand-typical steering feel [92].

y x

ψ

yI

xI

Figure 3.7: Vehicle in its lane
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3.2.2. A vehicle model for lateral movement
To describe the lateral motion of a vehicle, a state-space model can be used. First applying
Newtons law to the vehicles body referring [35],

may = Fy f +Fyr . (3.27)

Where m is the vehicle mass, ay is the vehicles lateral acceleration, Fy f and Fyr are the tire
forces at the front and rear axle. Using ay = ÿ +Vxψ̇ leads to

m(ÿ +Vxψ̇) = Fy f +Fyr . (3.28)

When applying the definitions from [85] to substitute Fy f and Fyr by introducing the steering
angle δ in the equation mentioned above, the vehicles state-space model can be derived as

d

d t


y
ẏ
ψ

ψ̇

=



0 1 0 0

0 −2Cα f +2Cαr

mVx
0 −Vx −

2Cα f l f +2Cαr lr

mVx
0 0 0 1
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IzVx
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2 +2Cαr lr
2

IzVx




y
ẏ
ψ

ψ̇

+


0

2Cα f

m
0

2Cα f l f

Iz

δ(t ).

(3.29)
Where Cαr and Cα f are the tire oblique stiffens of the rear and front tire, Iz is the vehicles
moment of inertia around the z-axis, lr and l f are the distances from the vehicle’s centre of
gravity to the axles.

Remark. When considering a vehicle driving with constant longitudinal velocity Vx through a
curve of a defined radius R. We define the desired change-rate of the orientation of the vehicle
as

ψ̇des =
Vx

R
. (3.30)

We assume further a scenario where a vehicle drives at a certain speed through a curve of
known radius. Using (3.30) to determine the desired yaw-rate ψ̇des . By definition the yaw-
rate does not change, therefore is ψ̈des = 0. The lateral acceleration is given as

ÿr es = mVx
2

R
. (3.31)

Applying the definitions to the vehicles state space model defined in (3.29) which leads to


ẏ
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0
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0 1 0 0

0 −2Cα f +2Cαr

mVx
0 −Vx −

2Cα f l f +2Cαr lr

mVx
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0 −2Cα f l f +2Cαr lr

IzVx
0 −2Cα f l f

2 +2Cαr lr
2

IzVx




y
ẏ
ψ

ψ̇

+


0

2Cα f

m
0

2Cα f l f

Iz

δ(t ).

(3.32)
Considering the third line of the equation system, the given identity ψ̇ = ψ̇des does simplifies
this line drastically. Reducing the equations system by the identities in line one and three the
system can be rewritten as
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[
ÿr es

0

]
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 −2Cα f +2Cαr

mVx
−Vx −

2Cα f l f +2Cαr lr

mVx

−2Cα f l f +2Cαr lr
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2 +2Cαr lr
2

IzVx

[
ẏ
ψ̇

]
+


2Cα f

m
2Cα f l f

Iz

δ(t ). (3.33)

We assume that the vehicle can follow the curve proper and ẏ = 0 for the first moment when
driving through the curve. So, the steering angle δ can be written as

δ= 2Cα f l f
2 +2Cαr lr

2

2Cα f l f Vx
ψ̇des (3.34)

to solve the system of equations. A small diverge of the steering angle will lead to deviation of

the term

[
ẏ
ψ̇

]
in the following time steps and hence leads to a change in lateral acceleration and

further to a lateral position change, due to ẏ 6= 0. It is therefore not simple to perform steady
state cornering, i.e. to meet the conditions for both the yaw-rate and the lateral track deviation.

3.2.3. The LCA controller
When the objective is to build a lane-keeping system, the prior defined coordinates in the
vehicles state-space model are not useful. However, a more viable approach is to use the
position and orientation error instead of the global lane departure y and global orientation
change (ψ). Hence the vehicle state-space model developed earlier is re-defined with the
introduction of error variables regarding [35].

ė1 = ẏ +Vx (ψ−ψdes) (3.35)

e2 =ψ−ψdes (3.36)

The state-space model in error variables is now given by

d
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ė2



+


0

2Cα f

m
0

2Cα f l f

Iz

δ(t )+



0

−2(Cα f l f +Cαr lr )

mVx
−Vx

0

−2(Cα f l f
2 +Cαr lr

2)

IzVx

ψ̇des (3.37)

This can be rewritten as
d

d t
~̇x = A~x+B1δ(t )+B2ψ̇des , (3.38)

with~x = [e1 ė1 e2 ė2]T A, B1 and B2 are the matrices out of equation (3.37).
Considering the open loop system d

d t~x = A~x. Let (λ1,...,λ4) be the eigenvalues of matrix A. It
can be shown that matrix A has two eigenvalues at the coordinate origin, λ1 = 0 and λ2 = 0.
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Moreover, matrix A is unstable, due to ℑ{λ3,λ4} = 0 and ℜ{λ3,λ4} > 0 for rational assump-
tions for the vehicle dynamic quantities. This shows that the system has to be stabilized by
feedback. Hence, using the control law for the steering angle δ

δ=−K~x =−k1 ∗e1 −k1 ∗ ė1 −k2 ∗e2 −k4 ∗ ė2. (3.39)

The feedback by the controller d
d t~x = (A−B1K)~x+B2ψ̇des allows to place the eigenvalues

of the system at any desired location on the real-imaginary plain. At this point it should be
noted that the desirable location of all eigenvalues is on the negative real axis. A simulation
of a curve manoeuvre is conducted. For the simulation the following values for the vehicle
dynamic quantities are used. The values are representative for an average passenger vehicle.
m = 1500kg , IZ = 2800kg m2, l f = 1.1m, lr = 1.58m, Cα f = 80000N/r ad and Cαr = 80000N/r ad.
The choose manoeuvre is driving to a clothoid shaped curve with a curve radius of 1000 me-
ter driven with a velocity of 30 m

s . The maximal yaw-rate is reached after 6 seconds of driving,
after the curve has a constant radius. Figure 3.8 gives the results of the Simulation. The eigen-
values are placed as followed [−5−3 j −5+3 j −10 −7]T to determine the share values of K .
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Figure 3.8: System response for LCA curve driving. (top) Yaw-rate input. (middle) Yaw-rate deviation. (bottom)
Lane-centre deviation

Noticeable is the linear increase of yaw-rate during the first six seconds of the manoeuvre
like expected from a clothoid shaped curve. The yaw-rate remains at a constant value after 6
seconds. The error with respect to the centre of the lane first increases and then remains at
a steady value for constant yaw rates. The same behaviour can be seen for the yaw-rate er-
ror. Noticeable is the yaw-rate overshoot at the beginning and the end of the clothoid shaped
road segment. The error values~x do not fall to zero due to the input of road curvature ψ̇des
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and the non-predictive control strategy.

In modern LCA systems a slightly different control rule is applied [103], [90]. Modern
LCA systems use a feed-forward term to estimate the yaw-rate demand on the driven path in
front of the vehicle. So the controller can be described as a state feedback and a feed-forward
controller, leading to the assumption that the actual steering angle contains a share for the
in-lane position error minimisation −K~x and a share for the curve compensation δ f f

δ=−K x +δ f f . (3.40)

It can be shown that the lateral position error e1 can be reduced to zero for an appropriate
choice of the feed-forward term δ f f [85]. The yaw-rate error will remain no matter which
values are chosen for the feed-forward steering angle6. The steady-state yaw-angle error can
be written as

e2ss =− l

R
+ l f

1∗Cαr (l f + lr )

mV 2
x

R
. (3.41)

The steady state position error e1 can be made zero for the following choice of the feed for-
ward steering angle

δ f f =
L

R
+KV ay −k3e2ss , (3.42)

where ay is the lateral acceleration and KV the under-steer gradient. Due to the fact that sta-
tionary cornering (position error and yaw rate error equal to zero) is not possible because of
various vehicle quantities such as length and tyre oblique stiffness, the vehicle control strate-
gies pursue a compromise between both objectives [85]. This implies that the fulfilment of
one of the error term conditions leads to different distances to the road markings than the
fulfilment of the other requirement.

A block diagram for the in this section introduced vehicle model and LCA controller is
given in Figure, referring 3.9 [102] and [48]. The following nomenclature is used Feed For-
ward Controller (FFC), State Feedback Controller (SFC), VM. The Nominal trajectory is the
by the sensing unit calculated position of the vehicle in its lane. This unit is sensing the en-
vironmental signals dependent on~x and calculates the by the controller used error terms in
~xnor m .

From the position of an external observer, only the vehicle movement could be measured,
e.g., the lateral lane deviation and yaw-rate errors. Unfortunately, there is no insight into the
control loop. The algorithmic used for the controllers, the precision of the sensing units,
the share inputs of the controllers, and some vehicle quantities are unknown. Due to these
uncertainties, a detailed description of the lateral control law, like for longitudinal vehicle
dynamics, is not possible in this research. Nevertheless, by observing the vehicle movement
in defined situations, the parameter yo f f can be estimated. It should be noted at this point
that the evaluation of the lateral vehicle movement needs more insight in the control loop
as well as comprehensive measurements on the vehicle outputs and the position estimation
within its lane. Therefore, the evaluation of lateral automated driving is phenomena orien-
tated. This phenomenon orientated approach allows the derivation of the parameter yo f f

from real driving tests.

6For a specified vehicle-dependent speed, this is possible but will be not considered
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SFC

VMδ

m Cατ

FFC δ f f

δs f

Nominal
trajectory
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KV ay
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Figure 3.9: Block diagram LCA controller

3.2.4. LCA systems and their impact on traffic
For human-operated vehicles without any assistance, the driver collects information about
the surrounding infrastructure and other road participants to fulfil the driving task [20]. The
driver can rely on rule-, skill-, and knowledge-based techniques to estimate the best interac-
tion with the vehicle for different driving situations [87]. However, the surrounding vehicles
play a significant role in the driving capacity of humans [86]. In particular, the lateral lane
deviation of the surrounding vehicles leads to a situation assessment, which results in the
driver maintaining greater distances. Mullakkal-Babu et al. [71] assessed the use of safety
indicators for vehicle trajectories on highways. Lateral safety indicators are used for the risk
measure in lane change controllers and lane-keeping systems for the safety assessment of
lateral vehicle driving manoeuvres [64]. Mullakkal-Babu et al. stated that the vehicle’s lateral
position in its lane influences the safety indicator and, therefore, the behaviour of successors.

AVs estimate the states and the movement of the surrounding vehicles [117]. To guar-
antee safe driving in dynamic traffic, automated vehicles have to be able to anticipate the
surrounding traffic in the near future and respond to these estimations appropriately. Meth-
ods to predict surrounding vehicles trajectory are presented by Xin et al. [117] and by [53]
as well as from [3]. However, all these models can be improved by feedback of test data for
lateral vehicle movement to enhance the quality of prediction. Moreover, better prediction
leads to a more precise vehicle guidance for longitudinal movement because of the omission
of unclear situation, causing heavy brake, steering, or throttle interventions by the system.

3.3. Summary and degrees of freedom
The controlling and driving dynamic concepts introduced in this chapter should gain insight
in automated driving and derive SRQ2 and SRQ3.

The vehicle dynamics for automated longitudinal driving could be described by the state
vectors, containing acceleration, velocity, and distance of two vehicles following each other.
The time-headway proved to be an appropriate value for linking the state vector variables and
making situations comparable. Therefore, the vehicle velocity and the inter-vehicle headway
are essential values. For unaccelerated driving, the time-headway can be used to describe
the distance between the vehicles relative to their leader. The control variable τh can be esti-
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mated by evaluating the time-headways of FOTs. For accelerated driving, overshoot and set-
tling time of the following vehicle velocity can be used to describe the dynamics. A simplified
second-order response model was derived from the equation of motion that describes the
following vehicle’s movement respecting the accelerating motion of its leader. The parame-
ters of this model can be estimated by evaluating experimental data. Therefore, the dynamic
model parameters θ andωn can be used to describe the vehicle’s behaviour. For deceleration
manoeuvres, the additional use of further poles and zeros for transfer function estimation
was introduced. Furthermore, the transfer functions derived from the experiments can be
used to compare data-sets in the time or frequency domain.

For automated lateral vehicle control, the yaw-rate ψ̇, the deviation around the lane cen-
tre y , and the steering angle δ are identified as descriptive for the lateral movement of the
vehicle in its lane. For the measurement of δ, the test vehicle has to be equipped with ad-
ditional measurement equipment. The used data-sets do not contain this information. Due
to the unknown system architecture and inputs, an approach is used that is focusing on the
phenomena caused by the LCA systems. Analysing a system response, like for longitudinal
car-following, is not suitable. Nevertheless, the independent parameter yo f f can be derived
from experimental data to gain insights into the LCA system

The control systems presented here are used because they provide a simple approach
and sufficient system insight for the use in this thesis. For ACC systems, there are various
other approaches, such as the VTG spacing policy [26]. However, the aim of this research is
not to develop a new spacing policy. CTG and VTG spacing policy share the approach that
not space-headway, but time-headway is the systems target size. Therefore, essential sys-
tem inputs such as time-gap adjustment and dynamic quantifiers are suitable to derive basic
knowledge about the longitudinal motion of the vehicle, regardless of the control approach
followed.

For lateral vehicle control, various approaches for the controller design were introduced
as well. Extended to the feed-forward controller discussed in this research, more advanced
control approaches using system identification or trajectory prediction were developed by
[14] and [52]. However, since the described simple feed-forward controller has several sys-
tem inputs and the measurement of the system response is very cost-intensive and was not
carried out in the experiment under consideration, we follow the approach of concentrat-
ing on the phenomena caused by the system rather than on the precise system inputs and
outputs. The results can, therefore, also be transferred to other control strategies.



4
Methodology

With regard to the research sub-questions SRQ4 (What is the impact of different driving ma-
noeuvres on the movement of the vehicle?) and SRQ5 (How does the vehicle drive interacting
with various infrastructure?) of this thesis, this chapter introduces the methodology which
is used to answer them in the next chapter. As shown in the previous chapter, the theoreti-
cal description of automated vehicle dynamics has specific inputs that are unknown, and it
is expected that these input parameters will differ between vehicles, derivatives, and brands
and, therefore, between the data-sets used in this research. This chapter aims to identify
driving manoeuvres in existing data-sets suitable for an estimation of the input parameters.
The described methodology is followed to identify capable sequences in all used data-sets to
evaluate. In the following, a sequence or a situation describes a period within the data-set
that meets specific requirements. The distinction between lateral and longitudinal vehicle
movement introduced earlier in this research is maintained, due to the unique content of
data-sets describing either lateral or longitudinal vehicle motion.

In order to evaluate the longitudinal dynamics of vehicles, uniform definitions of the driv-
ing situations are firstly presented for evaluation purposes. These definitions are applied to
the used data-sets to identify comparable situations between them. Subsequently, this chap-
ter describes the evaluation of the found sequences to find the already presented dependent
quantities of the vehicle movement models.
Finally, this chapter introduces a method to classify curves using the lateral-acceleration and
a map-matching algorithm to generate ground truth for lateral vehicle movement. After-
wards, this chapter describes the necessary steps to evaluate the vehicle’s position in its lane
for driving through different infrastructures.

4.1. Longitudinal vehicle dynamics
This section describes the synthesis of data sequences out of the data-sets with ACC or CACC
use. The longitudinal vehicle movement is divided in stable, sustained stable, accelerated
and decelerated car-following. From now on, we will use italics when talking about the de-
fined driving situations. A presentation of this classification is shown in Figure 4.1. The area
Data-Set represents the whole data-set, including human driving interventions, emergency
braking, and vehicles cutting in the platoon. Subset Stable contains situations in which the
acceleration of the considered vehicle is in between a certain acceleration limit, and the ACC
system is in control of the vehicles longitudinal movement. The acceleration boundaries used
are defined in Subsection 4.1.1. The subset Sustained Stable contains situations in which

35
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the acceleration and speed of the flowing and target vehicle meet certain requirements for
a defined period, given in Subsection 4.1.2. Subset Accelerated Driving contains situations
in which the ACC system is activated, and the vehicle is thus accelerating, Subsection 4.1.31.
The last subset Acceleration manoeuvre consists of situations where the target vehicle per-
forms a specified acceleration or deceleration manoeuvre, defined in Subsection 4.1.4.

This hierarchical definition makes it possible to conclude from general to specific driving
situations and allows comparisons with existing research. In addition, the more restrictive
definitions of accelerated and stable car-following situations, represented by the subsets Sus-
tained Stable or Acceleration manoeuvre in Figure 4.1, allow novel possibilities for evaluations
to gain a deeper understanding of the longitudinal vehicle movement by matching the veloc-
ities of the two vehicles by transfer functions or consider the time-headway under different
velocities. The subsets Accelerated Driving and Stable car-following do not have intersec-
tions and are used for the evaluation of time-headways. The subset Acceleration manoeuvre
is used for the estimation of transfer functions and not for the evaluation of time-headways.
This sharp division cuts out the double use of data.

Data Set

Accelerated Driving

Acceleration Maneuver
Sustained Stable

Stable

Figure 4.1: Different quantities in a data-set

As noted in Section 3.1 and presented in Figure 3.4, stable car-following can be described
by the time-headway spacing parameter τh , which sets the time-gap between the following
and the target vehicle. Therefore, sequences that could be claimed as stable or sustained sta-
ble car-following are suitable to derive this parameter. Acceleration manoeuvres can derive
the parameters θ and ωn as described in Section 3.1.

A schematic representation of the data processing followed in this research is shown in
Figure 4.2. The figure shows the necessary steps and the order to be followed to get from
the raw data to a summarized evaluation of comparable driving situations. The steps to be
performed during data evaluation are as follows.

• Structure

• Find patterns

• Pattern processing

• Evaluate

In the task Structure, different data-sets are made comparable by transforming them into
a similar data structure, for shared evaluation code use. This procedure is used as well for

1For decelerated car-following the same approach is used but has been omitted here for the sake of clarity
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filtering and outlier removal. Afterwards, patterns for stable and accelerated car-following are
identified in procedure Find patterns. These steps are described in Subsection 4.1.2 for stable
and 4.1.4 for accelerated car-following. The task Pattern processing describes how the found
patterns are further processed. Finally, the found segments are evaluated under the same
circumstances in procedure Evaluate. The methods used are presented in this chapter, the
comparative evaluation, and a comparison between the data-sets is the subject of Chapter 5.

Find patterns

Steady

Unsteady

Structure Evaluate

Dataset 1 Dataset n

Pattern
processing

Figure 4.2: Processing longitudinal vehicle dynamics

4.1.1. Stable car-following under ACC/CACC control
The in this research used definition for stable car-following is that the acceleration and de-
celeration of the following vehicle remains within the bandwidth of 0.5m/s2 to −0.5m/s2. This
definition is used in [11]. The evaluation of stable car-following segments is carried out in the
same way as the evaluation of sustained stable car-following segments, which is described
in the following paragraph. The time headways for stable car-following are evaluated with
histograms subsequently.

4.1.2. Sustained stable car-following under ACC/CACC control
For the evaluation of sustained stable car-following with ACC/CACC system use, firstly a rule
is designed when a situation inside the data is defined as sustained stable car-following. We
use the following definition and comply with the guidelines from [62] and [11]. Let vi (t )
be the velocity of the following vehicle and vi−1(t ) the velocity of the leader. Henceforth, a
situation of sustained stable car-following is given if the speed of the successor vehicle and
the leading vehicle is according to the following conditions.

(i)

|vi−1(t +n)− vi−1(t )| ≤∆V , ∀n{n ∈ N|n ≤ 20} ∆V = 0.75
m

s

(ii)

vi−1(t ) ≥Vmi n , Vmi n = 10
m

s

(iii)

|d/d tvi−1(t +n)| ≤ amax , ∀n{n ∈ N|n ≤ 20} amax = 0.5
m

s2

(iv)

|vi−1(t +n)− vi (t )| ≤∆V1, ∀n{n ∈ N|n ≤ 20} 1.5
m

s
∆V1 = 1.5

m

s
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The variable t represents an independent time in the data, while n is the time horizon in sec-
onds. Condition (i) defines the minimum length of a sustained stable car-following sequence
and the maximum change of velocity starting from the first assumed element. Condition
(ii) filters out data points when the vehicle velocity is under the set velocity threshold since
ACC/CACC systems, in general, can only be activated at a minimum velocity. Condition (iii)
excludes situations with abrupt acceleration starting from the first assumed element. Con-
dition (iv) defines the maximum difference in the velocities of the following and the leading
vehicle regarding [28]. In data-sets where the vehicles ACC assistant state is specified inside
the data, e.g., ACC is activated or not. This information is taken additionally into account.
Situations that meet the given definition without the active assistance system are not consid-
ered. In case the data specifies the target vehicle, it is essential that the leading vehicle is part
of the experiment and no other vehicles are cutting in.
Figure 4.3 presents a data sample from the North-Holland experiment data-set (Appendix
A). Noticeable is that there are nine segments where the prior given definition does apply
to. These segments are marked green. The found segments are visually checked for correct-
ness by the author for all experiments. All n found data segments out of the p-th trace are
stored in matrices Xm,p with m ∈ {1,2, ...,n} containing all information provided by the on

board sensors of the vehicles as vectors Xm,p = [~am,i ~vm,i
~hm,i ~am,i−1~vm,i−1

~hm,i−1]T . With ~h
the space-headway to the vehicle driving ahead.
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Figure 4.3: Sustained stable car-following under ACC use

The entirety of the found segments is evaluated with different graphs. Firstly, all segments
Xm,p are drawn in a space-headway (m) - velocity (m/s) plot in order to get an overview of the
driven speeds and the given space-headway. For a situation identified as sustained stable
car-following, the average velocity of the segment is calculated, and all values of the space-
headway are drawn for this average value in a space-headway (m) - velocity (m/s) graph.
Since the applied definition of sustained stable car-following restrict the deviation of veloc-
ity for a segment, condition (i), the velocity error for every segment of the leading vehicle is
smaller than ±0,75m/s.
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Secondly, the time-headways are presented in a histogram to determine the parameter
τh according to the frequency of its occurrence. To determine differences in the value of
τh for different velocities, a velocity dependent breakdown of the found segments is carried
out in the following chapter. This help to identify differences in the time-headway and its
distribution for different speeds. Splitting the range of velocity in three equal parts for every
regarded experiment. Let ~vm,i−1 be the velocity data of the leading vehicle out of a segment
that fulfils the definition of sustained stable car-following. The velocity intervals are defined
as follows Isl ow = [mi n{~vm,i−1},mi n{~vm,i−1}+∆), Imedi um = (mi n{~vm,i−1}+∆,max{~vm,i−1}−
∆) and Ihi g h = (max{~vm,i−1}−∆,max{~vm,i−1}]. With ∆ the step size defied as

∆= max{~vm,i−1}−mi n{~vm,i−1}

3
.

As the last step of the sustained stable car-following evaluation, the containing frequen-
cies in the time and space-headway around the mid-range are considered. Since the ACC/CACC
system controls the vehicle acceleration, oscillations around the median values for space-
headway hi appear because the headway is the target value of the controller [85]. This be-
haviour is observed during the previous evaluation of segments of sustained stable car-following.
As already mentioned, ACC systems tend to amplify speed disturbances. The estimation of
the frequencies contained in the space-headway signal should help to decide whether these
occurring frequencies can be considered as input disturbances for the following vehicles. To
extract the oscillation frequencies around the average space-headway, an Fast Fourier Trans-
formation (FFT) is used.

Let hi (t ) be the space-headway between the i and the i −1 vehicle in meter out of Xm,i

for a found segment of sustained stable car-following. The space-headway is normalized to
its average value.

hi Nor m(t ) = hi (t )−;hi (t ) (4.1)

To avoid the influence of the FFT by the initial headway hi (0) biased by previous acceleration
manoeuvres the start time tst ar t for the FFT has to be adjusted. The start time is set to the
first change of sign of hi Nor m(t ). Therefore tst ar t is defined as the minimum time index for
the first sign change

tst ar t = mi n{tpm , tmp }. (4.2)

With the following definitions for the times of the first change of sign from plus to minus
tpm and minus to plus tmp . The variable e is the smallest time step represented in the data,
assuming that the experiment is recorded with 10 Hz. e corresponds to 0.1 seconds.

{tpm ∈Q|sg n(hi Nor m(t )) = 0, sg n(hi Nor m(t +e)) = 1} (4.3)

{tmp ∈Q|sg n(hi Nor m(t )) = 1, sg n(hi Nor m(t +e)) = 0} (4.4)

The FFT is carried out with every data segment in Xm,p from the start time tst ar t to the end of
the sequence. Figure 4.4 represents the evaluation of a found segment in the North-Holland
experiment data-set A. The upper graph shows the normalized space-headway, equation
(4.1), for a time-span of 13 seconds. The lower graph illustrates the frequency spectrum of
the upper printed signal derived by a FFT. A peak in the frequency spectrum at ≈ 0.1 Hz is
clearly visible. All smaller deflections are due to noise in the space-headway signal and of no
interest for further evaluation.
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Figure 4.4: Frequency spectrum of space-headway signal

4.1.3. Acceleration and deceleration under ACC control
Acceleration situations are defined in this thesis when the acceleration of the following vehi-
cle is above 0.5m/s2. The ACC/CACC system has to be activated. This definition is used with
regards to [11]. Deceleration situations are defined when the following vehicle’s acceleration
undercuts −0.5m/s2. The time headways for accelerated and decelerated vehicle following are
evaluated with histograms subsequently.

4.1.4. Accelerating and decelerating manoeuvres under ACC/CACC control
For the description of driving manoeuvres in which the vehicle is accelerating, a strict defi-
nition of the manoeuvres must be used to find comparable situations, as there is an infinite
number of acceleration situations in the data. In contrast to sustained stable car-following,
where only a limitation of the acceleration of the leading vehicle in a certain time is used, the
shape of the driven velocity ramp of the leader has to be specified for accelerating driving
manoeuvres. The classification of acceleration and deceleration manoeuvres is considered
separately, due to the large differences in the occurring speed changes for acceleration and
deceleration in the data. We follow the definitions of acceleration manoeuvres in [68], [69]
and [36] to identify comparable acceleration manoeuvres in this research.

Acceleration manoeuvres:
The following definition is used to find standardized acceleration manoeuvres inside the
data.

(i) ∫ t+20

t
ai−1(t )d t ≥∆Vmi n , ∆Vmi n = 10

m

s

(ii) ∫ t+40

t+20
ai−1(t )d t ≤ εv , εv = 2

m

s
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(iii)

| d

d t
vi−1(t +n)| ≤ εa , ∀n{n ∈ N|20 ≤ n ≤ 40} εa = 0,5

m

s2

(iv)

vi (t +n)− 1

20

∫ t+40

t+20
ai−1(t )d t ≤ εv1 ∀n{n ∈ N|20 ≤ n ≤ 40} εv1 = 0,5

m

s

Condition (i) is used to search for situations where the velocity is rising over a specified level
in a time of 20 seconds. Condition (ii) defines the stable driving phase immediately after
the acceleration phase. Condition (iii) limits the maximum acceleration in the stable driving
phase after accelerating, regarding the definition of steady driving. Condition (iv) ensures
that the velocities of boot vehicles are sufficiently equal in the stable driving phase after accel-
erating. In data-sets where the vehicles ACC state is specified inside the data, e.g., ACC/CACC
is activated or not. This information is introduced as an additional condition. Sequences that
meet the previously given definition without an activated assistance system are not consid-
ered. In case the data specifies the target vehicle we do also pay attention that the leading
vehicle is part of the experiment and no other vehicle cutting in.

Figure 4.5 presents data out of the North-Holland experiment data-set (Appendix A). In
the green area marks segments inside the data that meet the above-given definition of accel-
eration manoeuvres under ACC use. When comparing Figure 4.5 with Figure 4.3, it is notice-
able that there are fewer situations in which the conditions for the acceleration manoeuvre
apply than for steady car-following. Besides that, not all shown acceleration manoeuvres in
the data do apply the given definition. Especially the downstream phase with constant travel
velocity of the leading vehicle, proposed by condition (iv), cannot be satisfied in several cases.
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Figure 4.5: Accelerated car-following under ACC use

The segments found are checked visually and stored in indexed matrices, which contain
information about the followers’ and leaders’ velocity, the acceleration, and the space and
time-headway between the two vehicles.

As the acceleration segments are identified, the following parameters are introduced to
describe the phenomena caused by the acceleration manoeuvres, as shown in Table 4.1.
Since the relationship between acceleration manoeuvres using a ACC system and analogous
transfer functions was introduced in the Section 3, the following terms are used to describe
phenomena caused by the acceleration manoeuvre.
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Table 4.1: Parameter definition for acceleration manoeuvre

Formula symbol Description Unit

v̂ Velocity overshoot between leader and follower m/s

TSH Settling time for time-headway s
ĥ Time-headway inertial error m
∆tvh Time difference between v̂ and time-headway minimum s

For the sake of clarity, Figure 4.6 shows a graphic illustration of the introduced parame-
ters in Table 4.1. Parameter v̂ describes the velocity overshoot of the following vehicles con-
cerning the mean speed of the leading vehicle in the stable driving phase. TSH specifies the
required time for the headway to fall back to a constant value in between a boundary of 0.05s.
The parameter ĥ is the initial error for the time-headway, so the time difference between the
initial and the mean value in the stable driving phase. Parameter∆tvh is the time between the
velocity overshoot and the resulting minimum time-headway between the vehicles. In addi-
tion, the evaluation shows the order of the system response for velocity and time-headway.
In Figure 4.6, a second-order response for the following vehicle velocity is present, due to
the overshoot over the leader’s constant velocity. For the time-headway also a second-order
system response is present. Starting at the end of the acceleration manoeuvre of the leading
vehicle, the time-headway falls below the average value for the stable car-following segment,
last third of the graph, and then slowly approaches it from a lower level. A red marking indi-
cates the peak of the undershoot.
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Figure 4.6: Definition of dynamic parameters

In addition to the descriptive evaluation of phenomena caused by acceleration manoeu-
vres, the transfer function of the Single Input Single Output (SISO) system, taking the vehicle
velocities into account, is estimated. The systems transfer function is given as

Gi (s) = Xi

Xi−1
. (4.5)
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Where Xi and Xi−1 are defined as the vehicle outputs, in the considered case, the velocities.
The System Identification Toolbox provided by MATLAB is used to obtain the second-order
transfer functions Gi (s) in the frequency domain. In Figure 4.6, a second-order system re-
sponse without static gain is shown, as the efforts in Chapter 3 have already indicated. This
choice is on account of the following vehicle overshooting the velocity of the leader after the
leader’s velocity already settles down to a constant value. This typical second-order system
response was also observed by [68] and [69] for acceleration manoeuvres. The System Iden-
tification Toolbox permits a whole variety of possible transfer functions. The chosen transfer
function representing the behaviour of the vehicle was selected as a compromise between
simplicity, because of the second-order model, and accuracy. The second-order transfer
functions with time delay are identified out of the found data sequences with the following
form

Gi (s) = k

s2 +2θωn s +ω2
n

e−Td s . (4.6)

Where k is the static gain, θ damping factor,ωn natural frequency, and Td the time delay. This
transfer function has two poles and no zeros.

In total, one transfer function is generated for every found segment of data, which means
that the number of transfer functions equals the total number of segments. Step inputs assess
all estimated transfer functions and their behaviour in the frequency domain is studied for
evaluation purposes.

Deceleration manoeuvres:
Usable deceleration manoeuvres appear less frequently in contrast to acceleration manoeu-
vres in the data. The change of the road speed limit from a higher to a lower value along a
street does not lead to an instant deceleration or breaking of a leading vehicle. Moreover,
sharp deceleration manoeuvres appear when approaching a traffic light that turns red or
shows red already. For most experiments, it turned out that in these situations, the observing
test driver takes over the control from the system. Besides that, deceleration to a standstill is
not suitable when performing the prior mentioned evaluation for accelerating vehicle move-
ment. Overshoots in velocity cannot appear while time-headways between vehicles reaching
infinity. For this purpose, the data-sets are searched for deceleration manoeuvres for which
the following definitions apply. Take note that the velocity deltas are smaller than for the
acceleration manoeuvres defined above.

(i) ∫ t+8

t
ai−1(t )d t ≤∆Vdeacc , ∆Vdeacc =−2

m

s

(ii) ∫ t+25

t+13
ai−1(t )d t ≤∆Vstead , ∆Vstead = 1

m

s

(iii)

| d

d t
vi−1(t +n)| ≤ amax , ∀n{n ∈ N|13 ≤ n ≤ 25} amax = 0.25

m

s2

(iv)

vi (t +n)− 1

20

∫ t+30

t+20
ai−1(t )d t ≤ vmax , ∀n{n ∈ N|20 ≤ n ≤ 30} vmax = 0.25

m

s
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The requested velocity delta of 2m/s is due to the fact that this research wants to consider
changes in the set speed and not emergency braking situations. Because of the manoeuvres
included in the data-sets, only the evaluation of slight declaration manoeuvres can be done.
Condition (i) is used to search for situations where the velocity is reducing under a specified
level in a specific time of 8 seconds. Condition (ii) defines the stable driving phase immedi-
ately after the acceleration phase. Condition (iii) limits the maximum acceleration in the sta-
ble driving phase after accelerating, regarding the definition of steady driving. Condition (iv)
ensures that the velocities of both vehicles are sufficiently equal in the stable driving phase
after accelerating. Figure 4.7 presents data out of the Southwest experiment. The above-given
definition applies to the red coloured areas.
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Figure 4.7: Decelerating under ACC use

As Chapter 5 will show, the dynamic reactions of the following vehicle to deceleration ma-
noeuvres are faster than for acceleration manoeuvres. In order to estimate transfer functions
with suitable fitting accuracy, additional poles and zeros must be inserted into the transfer
functions. The system responses between the individual experiments are therefore more dif-
ferent than for acceleration manoeuvres. Thus, a description of the phenomena caused by
the deceleration manoeuvres is not given as it is done for the acceleration manoeuvres. In-
stead, the estimated transfer functions from the different data-sets are compared.

4.2. Lateral vehicle dynamics
In the previous section, the vehicle’s velocity and the inter-vehicle distance are used to de-
scribe the vehicle’s dynamics. When driving through different road geometries, e.g., curves
of different curvature, an additional variable must be introduced for the considered geome-
try to adapt to different infrastructures and make data comparable. The speed of the vehicle
alone is not sufficient for this. In Chapter 3, the validity of the lateral acceleration to link ve-
locity and curve radius has been presented. Hereinafter the lateral acceleration will be used
to compare the lateral vehicle movement while curving around.

Since the lateral acceleration measurements in the regarded data are unsuitable for de-
tailed evaluation, due to high noise, changing position of the sensor in the vehicle, and change
of orientation of the sensor, the vehicle lateral acceleration has to be calculated differently.
For the evaluation, an acceleration estimation algorithm is introduced, which uses map match-
ing to determine the curve radius and combines the measured vehicle speed to deliver the
lateral acceleration.
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A prior approach by Carlson et al. [13] uses GPS, and differential wheel speeds of a vehicle
and Kalman filtering to derive a stable yaw-rate2 measurement. Because of the absence of
odometry data in the considered data-set, a different approach using GPS positioning and
velocity is followed. The simultaneous use of GPS positioning and velocity data makes the
generation of ground truth indispensable to cut out stochastic and system-based biases [67].
The approach uses the following nomenclature presented in equation (4.7). Origin describes
the origin of the data, for example, from the GPS measurement or road map data sources.
System specifies the coordinate system the data is given in. This subsection will distinguish
between the geographical coordinate system P , using latitude and longitude, and introduce
a Cartesian coordinate system I and its geometric transformation K . The small set suffix n
indexes the measuring point in the data.

Or i g i n
Sy stemxn (4.7)

4.2.1. Map matching algorithm
The on-board Global Positioning System (GPS) measurement shows high noise and fluctu-
ations when projecting the data on an open street map. The measuring points scatter ran-
domly around the driven road with no predictable error. When connecting the measured
data points with lines, no steady spline is generated. Instead, this procedure leads to sharp
turns of the recorded vehicle trajectory, which is inadmissible for evaluation. To match the
measured data points to the real driven road and to generate ground-truth the following ap-
proach for a simple map matching algorithm is used.

Let GPS
P~x = [GPS

P x1
GPS

P x2 · · · GPS
P xN ]T and GPS

P~y = [GPS
P y1

GPS
P y2 · · · GPS

P yN ]T be the mea-
sured GPS coordinates for the longitudinal and latitudinal position on the globe. Further-
more, let RN

P~x = [RN
P x1

RN
P x2 · · · RN

P xM ]T and RN
P~y = [RN

P y1
RN

P y2 · · · RN
P yM ]T be the longitudinal

and latitudinal points for the regarded road network infrastructure from an open street map
shape-file. Only necessary primary, secondary, and tertiary types of roads are taken into ac-
count. For a driven road segment in the experiments, the number of measured GPS data
points is larger than the number of data points in the open road map source, therefore N > M .
The open street map data does not show many data points in these segments due to interpo-
lation for straight road sections or curves of a constant curve radius. To match all measured
points GPS

P~x and GPS
P~y to points represented in the road network RN

P~x and RN
P~y the zones in

which few data points lie must be refined. We refine the vectors RN
P~x and RN

P~y linear by factor
100 which causes N ¿ M .
For any given point GPS

P Pn with (GPS
P xn ,GPS

P yn), where n ∈ [1, N ], out of the GPS measurement
we define~en as the vector of position error as follows.

~en =


e1

e2
...

eM

=


‖GPS

P Pn −RN
P P1‖2

‖GPS
P Pn −RN

P P2‖2
...

‖GPS
P Pn −RN

P PM‖2

=



√
(GPS

P xn −RN
P x1)2 + (GPS

P yn −RN
P y1)2√

(GPS
P xn −RN

P x2)2 + (GPS
P yn −RN

P y2)2

...√
(GPS

P xn −RN
P xM )2 + (GPS

P yn −RN
P yM )2

 (4.8)

In other words~en is the RM×1 vector with entries that represent the Euclid norm for the tuple
(GPS

P xn ,GPS
P yn) to any other given point RN

P Pm with (RN
P xm , RN

P ym) in the street map data base.

2Yaw rate and lateral acceleration are related variables
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Let ei ,n be the smallest element in~en so that mi n{~en} = ei ,n with i ∈N. The best matching
point in a given road network for a given tuple of GPS measurement (GPS

P xn ,GPS
P yn) is the tu-

ple (RN
P xi , RN

P yi ). This derives a new map matched position vector which is used hereinafter.

[M M
P~x

M M
P~y] =


RN

P xi ,1
RN

P yi ,1
RN

P xi ,2
RN

P yi ,2
...

...
RN

P xi ,N
RN

P yi ,N

 (4.9)

Figure 4.8 gives a visual representation of the map matching procedure. Figure 4.8a shows
the imported road network for the city of Amsterdam. The considered experiment was car-
ried out in this area. The blue lines represent all roads in the network. The cyan coloured
represents the primary, secondary and tertiary roads that are crucial for the evaluation. Fig-
ure 4.8b shows how the algorithm matches GPS measurement points on the existing refined
road network.
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Figure 4.8: Map matching procedure

4.2.2. Curve radius estimation
Although open street map data derives high accuracy and rich data, it provides no informa-
tion about the curvature of roads in the network. For the estimation of lateral acceleration,
this factor is highly essential. In order to estimate the curve radius, the selected approach is
described in this subsection.

Instead of the spherical coordinate system P in which GPS measurements are specified,
a Cartesian coordinate system I is used because it is easier to estimate curve radii on a plane
than on a sphere. The coordinate transformation between the polar coordinate system of the
GPS measurement in longitude and latitude (GPS xn ,GPS yn) to a Cartesian coordinate system
with the centre of the earth as the origin of coordinates can be performed as follows

I~rn =
I xn

I yn

I zn

= Rm

cos(GPS
P xn)cos(GPS

P yn)
cos(GPS

P xn) si n(GPS
P yn)

si n(GPS
P xn)

 . (4.10)

Where Rm is the median earth radius at a given position on the globe. Since the Earth is not
perfectly spherical, but rather an ellipsoid of revolution with an equatorial radius greater than
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the radius to the poles, the earth radius Rm must be adjusted depending on the latitude.

Rm = 1

N

N∑
i=1

√√√√ (a2 cos(GPS
P xn))2 + (b2 si n(GPS

P xn))2

(a cos(GPS
P xn))2 + (b si n(GPS

P xn))2)
(4.11)

Where a is the equatorial earth radius in meter and b is the polar earth radius in meter
set to 63781370 and 63567523 meter.

Assumption: The area under consideration for the FOT is perfectly flat. This allows to
project the 3D data vector I~r from the initial Cartesian coordinate system I to twisted coor-
dinate system K . Figure 4.9 shows how the coordinate system is rotated around the y-axis
and z-axis so that the z-axis points to the regarded area on the sphere surface in our case The
Netherlands.

To transform the vector I~r from the initial coordinate system I to the rotated System K
the following transformation is used. The rotation angle around the y-axis α is set to −38◦

since the experiment is performed on a latitude of 52◦. The rotation angle around the z-axis
is set to −85◦ since the experiment is performed on a longitude of 4◦.

K~r = AK I I~r = Rz Ry I~r =
cos(β) −si n(β) 0

si n(β) cos(β) 0
0 0 1

 cos(α) 0 si n(α)
0 1 0

−si n(α) 0 cos(α)

I x

I y

I z

 (4.12)

The Netherlands
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Figure 4.9: Coordinate transformation

Remark. When transforming points located on a sphere into a square plane that tangentially
touches the sphere at the centre of the considered area, the largest height errors are expected at
the side edges of the plane. The error in height is 0 for the point where the plane is touching
the sphere. For the side edges, the error in height can be calculated from simple geometric
correlations as

E = R −
√

R2 − (
b

2
)2.

Where R is the radius of the sphere, and b is the plane width. We assume the plane to be 10
km wide, and the earth radius is set to 6378,1370 km. The error in height at the side edges
of the plane is less than 1 meter. This estimate is sufficiently accurate for our application. A
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height difference of 1 meter has no noticeable effect on the curve radii in the plane with orders
of magnitude of several 100 meters.

To determine the curve radius of a driven path the map matched points transformed to
the K coordinate system given by M M

K~x = [x1 x2 · · · xN ]T and M M
K~y = [x1 x2 · · · xN ]T are re-

garded. The z-axis coordinates M M
K~z are not considered since the evaluation of the curve

radius is carried out in the x-y-plane of the K system.

To estimate the curve radius three points located on the vehicle trajectory are used. To
three points, exactly one circle can be found on which exactly these three points lie. For a
general point on a circle (x, y) with radius r and the circle centre at (xm , ym) the following
equation applies

(x −xm)2 + (y − ym)2 = r 2 (4.13)

expanding the terms leading to

(x2
m + y2

m − r 2)+ (−2xm)x + (−2ym)y =−x2 − y2. (4.14)

Defining A = x2
m + y2

m − r 2, B =−2xm and C =−2ym resulting in

A+B x +C y =−x2 − y2. (4.15)

For a circle with three points P1(xa |ya), P2(xb |yb) and P3(xc |yc ) this leads to a equation sys-
tem the following appearance1 xa ya

1 xb yb

1 xc yc

A
B
C

=
−x2

a − y2
a

−x2
b − y2

b
−x2

c − y2
c

 . (4.16)

Solving the system of equations for A, B, and C delivers the values for xm , ym , and r . This pro-
cedure is applied to the GPS measuring points recorded in the experiment and map matched
with the algorithm mentioned above. The selection of the points along the driven path is
carried out as it follows

P1 = M M
K Pn100 = (M M

K xn100|M M
K yn100)

P3 = M M
K P(n+1)100 = (M M

K x(n+1)100|M M
K y(n+1)100)

P3 = M M
K P(n+2)100 = (M M

K x(n+2)100|M M
K y(n+2)100)

∀n{n ∈ N|n ≤ N
100 }. In simple words, only every 100th point of the measurement is used for

the curve radius estimation. The algorithm delivers the curve radius without a sign. The sign
must be introduced to determine the direction of rotation of the curve. To determine the
sign the location of the centre of the circle (xm ym) relative to the driven path is taken into
account, for left curves, the sign is positive for right curves negative.

Assumption: The selected step size of 100 data points is proper for a reasonable estima-
tion of the yaw rate. The distance between the GPS data points should be more than 10 meters
to be accurate, regarding [72]. The frequency at which the GPS signals were recorded was 100
Hz. On motorway sections and for congestion-free driving in city traffic, the speeds were over
18 m

s , respectively. Therefore, the approximate distance between every 100th data point is 18
meters. A velocity-depended refining for the estimation is not implemented. Nevertheless,
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for this particular experiment and the driven speeds, the estimation with a step size of 100
shows good results. The radius of randomly selected curves had been tested by the author
using online map services.

The results of a test run are presented in Figure 5.28c in Chapter 5. It is visible that in
elongated curves, the radius estimation shows constant values, while for straight road seg-
ments, the colour changes more often but remains at high values above ±2000m. Straight
segments show high curve radius values as expected. Curve radii over ±5000 meter are set
to a static value of ±5000 meter for clarity. This definition is because such large curve radii
can be regarded as straight and a distinction does not provide any essential information nor
influences the calculation of the lateral acceleration significantly.

4.2.3. Estimation of the lateral acceleration
After the map matching procedure to gain ground truth, smoothing the noisy GPS measure-
ment points and the estimation of the curve radius using a geometric algorithm, the vehicles
lateral acceleration can be calculated as

al at =
Vx

2

R
. (4.17)

The result of the acceleration estimation of a test drive is given in Figure 5.28. Figure 5.28b
shows the driven speed over the test route, representing Vx in equation (4.17). Together with
the results shown in Figure 5.28c representing R, this leads to the estimated lateral accel-
eration given in Figure 5.28d. The higher lateral acceleration in curves is noticeable. The
fluctuation of the radius on straight road segments aforementioned is no longer significant
in the lateral acceleration estimation, due to medium-high driven speeds.

4.2.4. Curve classification
When driving around a bend with a car, there are at least three degrees of freedom, the bend
radius, the driven speeds, and the road bank angle. The lateral acceleration can be used to
link the first two, while the previously made assumption that the test road is perfectly flat
cuts out the bank angle as the third degree of freedom. Along the driven experimental road,
different curves appear, which are driven with different velocity. This thesis distinguishes be-
tween left as well as right curves and straight driving. The lateral acceleration can be used
for this differentiation. Positive accelerations represent right curves while negative stand for
left ones. The yaw-rate would also be suitable for distinguishing different curve types. How-
ever, LCA systems are subject to various restrictions by regulatory authorities, as described
in Section 2. The driving environment in which the systems can be activated is restricted by
maximum lateral acceleration and jerk. In addition, the lateral acceleration, in contrast to
the yaw-rate, can be actively experienced by most drivers. According to Reymond et al. [88],
the driver adjusts the vehicle speed in curves so that the lateral acceleration remains below
a critical value for him. This critical value is determined individually by driving experience,
the vehicle’s handling, weather and road conditions, and a personal acceptance risk. ADA
Systems, however, have fixed limit values under which they operate - there is no acceptance
risk. However, these systems also strive to keep lateral acceleration below a critical limit while
following the road. Therefore, a classification of the occurring curve types using the lateral
acceleration is preferable to a classification by the yaw-rate.
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Figure 4.10 represents the lateral acceleration in right curves depended on a vehicle’s ve-
locity and the driven curve radius. The area where lateral acceleration is above 2m/s2 and the
LCA cannot be activated is marked and set to 0m/s2 for the sake of clarity3. For right curves,
only the sign of the curve radius and the present acceleration has to be changed.

Figure 4.10: Lateral acceleration depended on velocity and curve radius

A distinction of a curve into its variable sharpness, e.g. which lateral accelerations appear,
is made. This thesis makes a distinction between curves, depended on the lateral accelera-
tions appearing in the sum of test drives and the performance limit of LCA systems of 2m/s2.
The introduced borders represent hyperbolic lines of equal lateral acceleration also drawn in
Figure 4.10.

• straight driving: |al at | ≤ 0,05 m
s2

• light left curve: 0,05 r ad
s < al at ≤ 0,35 m

s2

• strong left curve: 0,35 m
s2 < al at

• light right curve: −0,05 m
s2 > al at ≥−0,35 m

s2

• strong right curve: −0,35 m
s2 > al at

After the distinction of curves appearing during the test drive, the captured LIDAR dis-
tance signals are evaluated. The aim is to determine the parameter yo f f , the lateral offset to
the lane centre, introduced in Chapter 3, in different driving situations. It is assumed that
the behaviour of the vehicle interacting with road infrastructure is different for left and right
turns as well as for straight driving. The results are presented in histograms to determine the
distribution of the vehicle’s position within its lane for different types of infrastructure.

3Down right in the figure
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4.2.5. Evaluation of lateral vehicle dynamics
With the estimated lateral acceleration curves can be identified and classified. The vehicles
position in its lane is evaluated using LIDAR sensors pointing down on the sides of the test
vehicle to track the distance of the vehicle to the lane markings. The sensors are mounted
right above the driver and co-driver doors on the top of the vehicle, for more information see
[7]. In the following the LIDAR sensor mounted on the driver side is called left LIDAR and the
one on the co-driver side is the right LIDAR.

There are two ways to describe the position of a vehicle in its lane. One is to indicate
the distance to the centre of the lane. This value is called Distance to Centre Line (D2CL)
hereinafter. The two sensor signals from the left and right sensor can be used to calculate
the lane width LL by adding the vehicle width to the signals. Then the value D2CL can be
calculated as

D2C L = LL

2
− (

LV

2
+Lr ). (4.18)

Where LV is the vehicle width and Lr is the distance from the front wheel to the lane marking
measured by the right LIDAR sensor. However, since the LIDAR signals are highly noisy, two
valid signals from the two LIDAR sensors rarely appear simultaneously in the data-set. The
estimation of the correct lane width is therefore not possible at any time. The road width
is changing between urban and suburban roads as well as different lane types inside cities,
e.g., at crossroads. Besides, the sensor signals are biased in curves due to the curvature of
the street4. Therefore, D2CL cannot be specified, and instead, the raw sensor signals are
used. The Signals are giving the distances to the lane markings on each side of the vehicle.
Due to the dutiful execution of the underlying experiment, [7], the accuracy of the distance
measurements of both sides can be considered sufficient.

4Theorem of Protagoras
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4.3. Used Data-sets
This section addresses the used data-sets and their origin. Additional information to every
experiment, e.g., the derived articles, documentation, contact persons, and detailed infor-
mation to the data recording, is given in Appendix A.

4.3.1. Data-sets for longitudinal vehicle dynamics
Table 4.2 gives information of the used data-sets in a comparable way. Table 4.3 describes for
what evaluation the single data-sets are used in the following. In this thesis, all investigated
data-sets are designated according to their geographical origin.

Table 4.2: Data sources for the evaluation of longitudinal vehicle dynamics

Experiment Nr. Veh. Vehicle Location of experiment System status monitoring

North-
Holland ACC
experiment

2-7 Toyota Prius The Netherlands Yes

North-
Holland CACC
experiment

2-7 Toyota Prius The Netherlands Yes

Southwest US
ACC experi-
ment

2-7 Various Southwest, USA Yes

Ispra-
Cherasco ACC
experiment

2 BMW 530 Italy No

Ispra experi-
ment

2 BMW 530 Italy No

Because of the fact that that some data sources specify the ACC and CACC system sta-
tus5 and others do not, the usability is limited. Data-sets that specify the system status can
be used in most cases, while in data sets that do not specify the status, an additional data
screening for capable situations has to be performed. In the Ispra experiment, this is done
via GPS because the systems are only activated on straight sections of the test track. How-
ever, data sources that do not specify the system status are mostly used to evaluate the more
general parameters, e.g., the time-headway and not for the estimation of descriptive transfer
functions. This approach allows the possibly appearing human interventions to disappear
behind the average values and to be less critical6.

4.3.2. Data-sets for lateral vehicle dynamics
For the evaluation of lateral vehicle dynamics, only one data-set is used. Due to the high
demands on the sensors used in the test, which include LIDAR measurements, GPS signals,
and a classification of whether the LCA system is activated, only one data source could be
found. Nevertheless, the entire evaluation is carried out on this data-set to support future
research projects on the description of lateral dynamics.

5System status monitoring
6We assume that human intervention is very rare
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Table 4.3: Use of the data sources for evaluation

North-
Holland
CACC exper-
iment

North-
Holland
CACC exper-
iment

Southwest
US ACC ex-
periment

Ispra-
Cherasco
ACC experi-
ment

Ispra ACC
experi-
ment

Stable car-
following

Suitained stable
car-following

Car-following
under accelera-
tion

Car-following
under decelera-
tion

Acceleration ma-
noeuvre

Deceleration ma-
noeuvre





5
Data Analysis and Assessment

This chapter illustrates the evaluation results of the data-sets introduced in Section 4.3 under
the methodology described in Chapter 4. The chapter is divided into sections of vehicle lon-
gitudinal and lateral dynamics as every other chapter before.

Section 5.1 contains the results of the evaluation of longitudinal driving experiments. This
section is divided in the prior defined four possible situations for longitudinal car-following:
stable, sustained stable, accelerated and decelerated.

Section 5.2 presents the results of the evaluation of the experiment regarding lateral vehi-
cle movement. This section shows the results for three different interactions with surround-
ing infrastructure: straight-ahead driving as well as driving through weak and strong curves.

5.1. Longitudinal vehicle dynamics
5.1.1. Stable car-following with ACC use
This section presents the results for stable car-following with ACC and accelerations during
the experiment from below 0.5m/s2, as defined in section 4.1.1. Figure 5.1 presents the space-
headways concerning the driven velocities for all experiments in one graph. Striking is that
in the North Holland experiments, both ACC and CACC space-headways, show the highest
bandwidth in velocity covering the entire range from low to high speeds. Noticeable in the
Southwest experiment is the presence of four spatially limited point clouds. The gap in the
space-headway is due to the default time-gap value in the experiment. The gap in velocity
is because of the data acquisition with a fixed velocity profile. The two lower point clouds
are captured with a smaller default time-gap, mentioned in the preceding of this thesis τh .
In the Ispra-Cherasco experiment, there are essentially two point-clouds with a gap in veloc-
ity in between. This division is because of data acquisition on motorways and the resulting
activation of the ACC system. Besides that, the Ispra experiment shows a smaller velocity
bandwidth, covering only low and medium velocities, given the fact that it was captured on
a test track. The original purpose of the Ispra experiment was the evaluation of dynamic car-
following, which does not require high speeds. However, this thesis considers the results from
the Ispra experiment hereinafter as well. It should be noted that the North-Holland, South-
west US and Ispra-Cherasco experiments are comparable due to the similar speed range. The
Ispra experiment contains only low speeds so that comparability may be limited. Situation in
the different experiments where the vehicle speeds up with equal space-headway or changes
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its space-headway without adjusting the velocity will be cut out by the later introduced situa-
tion classification in sustained stable car-following. Therefore, comparability of the different
FOTs will increase. Already at this point, an assumption can be made for the time-gaps τh ,
which is present in the different experiments. Since straight lines of positive gradient repre-
sent constant time-headways, and the gradient of these straight lines is proportional to the
time-gap, one can assume that the time-headway in the Ispra experiment is the highest of all
the experiments considered. If a regression line is drawn through all the points of the Ispra
experiment, it is the one with the highest slope compared to the other FOTs.

Figure 5.1: Overall space-headway for unaccelerated car-following

In the following, the time-headways, instead of the above-presented space-headways,
and their distribution are considered for every experiment. Again, the use of the time-headway
allows the comparison of ACC/CACC vehicle following with different speeds between exper-
iments and between different default values with which the experiments were recorded.

The evaluation results of the North Holland experiment are presented in Figure 5.2. The
left diagram represents the results from test rides with activated ACC and the right diagram
with activated CACC system. Both results are compared using the median to avoid the ef-
fects of outliers. Noticeable is the symmetric distribution of the time-headway for activated
ACC systems with values from 1 to 2 seconds with a median value of 1.44 seconds. When
considering the activated CACC system, the values for the time-headway are more likely to
be closer to the median, which means that the vehicle can follow more precisely because the
time-headway does not scatter tremendously around the median. Time-headways beneath
the median of 1,1 seconds are avoided while higher time-headways are not severely limited.
Besides that, the median headway shrinks down to 1.12 seconds.

Figure 5.3 shows the results for the Southwest experiment. For the minimal time-gap
setting, represented by the left diagram, the median time-headway is 1.38 seconds, which
is about the same as in the previously described North-Holland experiment for ACC. The
diagram on the right shows the results for the maximum time-gap setting. The broader dis-
tribution of the time-headway is striking. While in the left diagram, the time-headway was
in the range of 1 second, the span in the right diagram is over 1.5 seconds. The larger de-
fault time-gap thus has a direct influence on the precision with which the vehicle follows the
leading vehicle. Both graphs show the characteristic asymmetrical logarithmic normal dis-
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Figure 5.2: Overall headway North-Holland experiment for stable car-following

tribution of time-headways with fast-rising flanks at low values and flat ending flanks at high
time-headway values, as it was mentioned earlier in the literature review in Chapter 2.

Figure 5.3: Overall headway Southwest experiment for stable car-following

Figure 5.5 includes the time-headway distribution solely from the Ispra-Cherasco exper-
iment. None of the parameters, such as the time-gap, were changed in this FOT. The charac-
teristic asymmetrical logarithmic normal time-headway distribution is present in this result
as well. The median time-headway is the lowest of all experiments considered, while the
range in which time-headway occurs is the largest with nearly 2 seconds. This increase may
be due to the data acquisition on motorways with many other traffic participants and various
road infrastructure.

Figure 5.4: Overall headway Ispra-Cherasco experiment for stable car-following

The time-headway distribution for stable car-following in the Ispra experiment is shown
in Figure 5.5. The median time-headway is, as previously suspected, the highest in all exper-
iments and even higher than in the Southwest experiment with maximal default time-gap.
Further, the results show a logarithmic normal distribution with more data points on the
right side of the median than on the left side. The deviation of the values around the median
is increased compared to all other experiments, and large outliers towards high values occur.



58 5. Data Analysis and Assessment

Figure 5.5: Overall headway Ispra experiment for stable car-following

5.1.2. Sustained stable car-following with ACC/CACC use
Besides the evaluation of stable car-following situations, the prior defined sustained stable
driving situations are analysed. This change of perspective permits to change from the mere
description of the occurring phenomena in the space- and time-headway to the description
of generic and reproducible statements concerning the time-gap setting in the different FOTs.
This conclusion is because a stricter definition of sustained stable car-following limits the
potential situations and enables, therefore, deeper insight into the controlling strategy of the
ACC/CACC system.

Estimation of the parameter τh for different velocities:
For sustained stable driving, the results for the space-headway of all regarded FOTs over the
driven velocity is shown in Figure 5.6. Noticeable is, that in contrast to stable car-following
for sustained stable car-following the results of the Southwest experiment cover the widest
range of velocities from 15 to 32m/s. The speed range covered by the North Holland and Is-
pra experiments is comparatively smaller. In the Southwest experiment, two different levels
of space-headway can be identified for the same velocities. The appearance of these two
levels is one again because of the default setting of the time-gap in the experiments. The
experiment was performed once with the maximum time-gap and once with the minimal
time-gap selectable by the driver. This variation of the default value leads to the two differ-
ent levels of distance represented in the graph. The figure shows that the space-headways
of the Southwest and North-Holland ACC experiments are almost on the same level when
using data for the minimum adjustment of the time-gap in the Southwest experiment. How-
ever, in the Southwest experiment, the span of the space-headway increases most strikingly
with increasing speed. The average space-headway values of the North-Holland ACC and the
Southwest experiment with minimal default time-gap are almost equal for speed ranges from
17 to 27 m/s. This observation leads to the conclusion that the North-Holland ACC experiment
was performed with the minimum settable value for the safe longitudinal distance as well.
Visible is the small deviation of the space-headway in the North-Holland experiment for its
CACC data. The space-headways in the CACC experiment for the same velocity range are also
minimised compared to the ACC data. In the Ispra data-set, only two analysable situations
are found. These two sequences are placed slightly higher than expected from the Southwest
experiment with maximal time-gap setting at low speeds. Therefore, the Ispra experiment is
not comparable to the other similar experiments. For the Ispra-Cherasco data-set, there are
more analysable sequences than in the Ispra experiment. The speed range is similar to that
of the Southwest experiment. The space-headways contained in the Ispra-Cherasco data-
set are the smallest compared with the others. It is remarkable that the space-headways of
the Ispra-Cherasco data-set even fall below the values of the North-Holland CACC exper-
iment. Although the Ispra-Cherasco data-set contains information about the ACC system
state due to the data acquisition on highways, cut-ins by other vehicles are possible, caus-
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ing these small space-headways. These outliers are caused by other vehicles cutting in when
the considered vehicle does not immediately engage and brakes. An abrupt braking would
exclude the data points by definition from Subsection 4.1.2. Figure 4.3 contains lines of con-
stant time-headway for 0.7, 1,5, 2 and 2,5 seconds with a standstill distance of 5 meter as
well. It is noticeable that for the Ispra-Cherasco experiment, the time-headway falls below a
value of 0.7 seconds. This low time-headway represents an uncertain driving situation in the
data and further confirms the statement that these situations occur through interaction with
other road users. For all other data-sets, this threshold is not undercut.
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Figure 5.6: Space-headway for all data-sets

In the following the time-headways, instead of the above-presented space-headways, and
their distribution are considered for every experiment.

The time-headway distribution of the North Holland experiment is shown in Figure 5.7
(top). Since the experiment regards ACC (left) and CACC (right) data, both are drawn. Time-
headway distributions of either of ACC and CACC both show a major peak at lower and a
minor second peak at larger values for the time-headway. For vehicles following under CACC
usage, the major peak is found at smaller time-headway values. Furthermore, the CACC time-
headway distribution shows a higher and less wide single peak for the major present time-
headway. This single peak is suggestive for a more stable control strategy around the desired
time-headway the CACC system is following. The found time-headway distribution does not
fulfil the expectations for time-headways regarding [11], [110] and [91], presented in Chapter
2. As these authors describe the time-headway distribution in their work as single-peaked
and logarithmic normally distributed, where the values for time-headways are bounded be-
low. The fact that the distributions shown here have two peaks locally separated by a time-
headway delta of about 0.2 seconds, while the area between the peaks has an almost constant
frequency of appearance, leads to the assumption that two or more independent distribu-
tions underlie the graphs.
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By dividing the data-set into three different independent velocity intervals, as explained
in Subsection 4.1.2, it becomes clear that there are indeed three independent distributions
for different velocities, see Figure 5.7 (bottom). The three velocity-dependent time-headway
distributions now instead fulfil the expectations of a logarithmic normal distribution with a
fast-rising flank for small time-headways and a slower falling flank for larger time-headways.
This asymmetry implies that larger time-headways are more likely to occur than smaller ones.
There is no remarkable difference in the speed-dependent time-headway for the use of ACC
or CACC, respectively. Both FOTs show smaller time-headways for higher velocities.

Figure 5.7: Time-headway North-Holland experiment sustained stable car-following

A similar behaviour is recognised in the Southwest ACC FOT. In this experiment, the sin-
gle runs differ by the default setting of the default time-gap, as seen in Figure 5.6. Two default
settings are displayed in the data, the minimum, and the maximum time-gap. Both settings
are compared among themselves for the headway evaluation. In Figure 5.8 (top), a similar ap-
pearance of the total time-headways can be seen as in the North-Holland ACC experiment,
see Figure 5.7 (top). The time-headway distribution for the maximum default value for the
time-gap also shows two peaks. The higher peak is for small time-headway values and the
smaller peak for larger ones. This behaviour cannot be clearly observed at the setting of min-
imal time-gap. An explanation for this phenomenon would be that due to the low default
time-gap, the two peaks are so close together that they are indistinguishable in the graph.
Therefore, are the two peaks standing out more clearly as they are further apart with maximal
time-headway setting. When considering the time-headway distributions broken down by
velocity in Figure 5.8 (bottom), we can observe the trend that at higher velocities, the vehicle
remains a shorter time-headway from the leader. This effect is independent from the default
time-gap setting in the FOT.
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Figure 5.8: Time-headway Southwest experiment

In the Ispra-Cherasco experiment, the time-headways already seem logarithmic normal
distributed around a median value of 1 second, Figure 5.9. When splitting up the data to the
velocity intervals, a shift of the median time-headway is recognised. For slower velocities, the
values spread over the whole range for time-headway from 0,9 to 2,2 seconds, where the me-
dian is 1,3 seconds. When the vehicle drives at a higher speed, the time-headway distribution
stabilises at a median value of about 1 second. This distinction between three single speed
ranges covers only two significant ones, as the steady driving sequences found are either at
low or high speeds. The experiment does not cover the medium speed range, refer Figure 5.6.
Therefore, the red histogram in Figure 5.9 is not relevant.

Since the Ispra experiment consists only of two valuable segments for sustained stable
car-following, they cannot be evaluated under the previously mentioned aspects.

Summarising comparison for sustained stable car-following
When comparing the Southwest with the North Holland ACC experiment for sustained stable
car-following, a similar median time-headway is come upon when considering the minimal
setting for the time-headway in the Southwest experiment. The median time-headways of
the Ispra-Cherasco and the North-Holland CACC experiment are in the same range as well.
When splitting the time-headway distribution up for three different velocity intervals, it is
outstanding that higher velocity leads to a backshift of time-headway in all regarded data-
sets. This backshift implies that at high velocities, the vehicles follow with a smaller time-
headway, even if this does not mean that the space-headway is decreased. It is worth recall-
ing the CTG spacing policy, Chapter 3, which controls the spatial distance based on time-gap
and speed. The time-gap backshift in the North-Holland ACC experiment is around 0.12 sec-
onds. In the North-Holland CACC experiment, it is slightly higher with 0.2 seconds. In the
Southwest experiment with minimal default time-gap, the backshift is around 0.27 seconds,
and with maximal default time-gap, it is 0.31 seconds. For the Ispra-Cherasco experiment,
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Figure 5.9: Time-headway Ispra-Cherasco experiment

it is 0.19 seconds. When considering the Southwest experiment with maximal default time-
gap, the fact that the following vehicle shifts the time-headway from an assumed value of 2,6
seconds to 2,3 seconds leads to a distance error of around 4.5 meter when the speed is as-
sumed at 15m/s. As a result, the distance of the following vehicle to the vehicle in front differs
by approximately 13%.

Containing frequencies in the space-headway signal:
The prior given definition of the in the space-headway signal contained frequencies to the
found data sequences that are sustained stable is applied. Figure 5.10 presents the results for
all considered FOTs. The frequency of appearance and not the proportions are used to scale
the height axis, represented by the colour bar on the side, for data presentation purposes.
The figure gives the first-order frequencies resulting from the FFT evaluation of the space-
headway signal. For higher-order frequencies, analogue images can be generated. However,
due to the prominence of first-order frequencies, this is not done in this research. Higher-
order frequencies all occur with low spectral densities because of signal noise, see Figure ??,
which shows a frequency spectrum of the North-Holland ACC experiment. The idealised au-
tomated car-following behaviour shows consistently low frequencies since this avoids strong
accelerations [99]. Low occurring frequencies symbolise a stable car-following behaviour
where the longitudinal distance between the vehicles changes only slightly with time. High
frequencies symbolise strong control interventions or signal noise.

The difference between ACC and CACC data sources is striking in the North-Holland ex-
periment. In both data-sets, the spectrum shows an accumulation point at low frequencies.
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However, in the CACC experiment, only a few outliers occur, while in the ACC data-set, the
frequencies tend to scatter to higher values. This frequency distribution shows the unique
quality with which the CACC system regulates the longitudinal distance. The frequencies
appearing in the CACC data-set are the lowest of all experiments, and they approximately
describe vehicle following where the longitudinal distance does not change due to the high
frequencies.

In the Southwest experiment, mainly frequencies below 1 Hz occur. The occurrence of
frequencies seems to be random, and no trend can be identified. However, the frequencies
that appear cover the entire frequency range from low to high frequencies for all speeds.

Due to the data acquisition on highways in the Ispra-Cherasco experiment, which is unique
in this thesis, very low frequencies occur. This can be attributed to the extended data seg-
ments found for sustained stable car-following. As the frequency is the reciprocal of the pe-
riod, long segments of static car-following can cause the appearance of low frequencies as
the period length can be more extensive. In other words, lower frequencies in the space-
headway signal are more likely to appear when the segment of sustained stable car-following
is extended. For this reason, a comparison of the experiments described above with the Ispra-
Cherasco experiment is not made.
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(a) North-Holland experiment ACC (b) North-Holland experiment CACC

(c) Southwest experiment with maximum time-gap (d) Southwest experiment with minimum time-gap

(e) Ispra-Cherasco experiment

Figure 5.10: Space-headway frequency analysis

5.1.3. Accelerated vehicle car-following

The results for accelerated car-following situations are presented in Figure 5.11 in a space-
headway velocity graph for all regarded FOTs. Noticeable is the expected increase of the
space-headway for rising velocities. The CTG spacing policy, therefore, also applies in ac-
celeration manoeuvres. When comparing Figure 5.11 to the graph for a stable car-following
in the previous Section, Figure 5.1, commonalities can be found. Further, for acceleration
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manoeuvres, the data points in the North-Holland ACC experiment are mainly above those
of the CACC experiment. This distribution implies that even during acceleration, the CACC
system can maintain smaller distances to the target vehicle. The two different default settings
of the time-gap in the Southwest experiment become blurred when considering acceleration
manoeuvres. The reason for this is that only a few acceleration situations can be found in the
data-set. In the Ispra data-set, mainly accelerations in the lower velocity range are present.
There are two outliers for which the space-headway does not match and is much higher than
expected. In one case, an increase in speed leads to a reduction of the distance. The be-
haviour in this situation is not normal, and the situation is cut out for further investigations.
Due to the non-overlapping speed ranges, only the results from the North Holland and Ispra-
Cherasco experiments are comparable, while the results from the Ispra and Southwest USA
experiments are only comparable between driving situations.
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Figure 5.11: Overall space-headway for accelerated car-following

We are now considering the time-headway distribution for the accelerated car-following
situations in the North-Holland experiment in Figure 5.12. The bandwidth of time-headway
for ACC is found to be higher during acceleration situations than for stable car-following. The
CACC mode yields less deviation than the ACC mode, but the bandwidth of time-headway is
increased compared to the results for a stable car-following. The curve shapes for the ac-
celeration data remain similar as for the stable car-following data. For ACC, the histogram
shows a fast-rising flank for a lower time-headway and a flattening flank after a single peak
for higher values. The CACC data shows almost an immediate increase of the distribution for
lower time-headways and a flattening shape for higher values.

Figure 5.12: Time-headway North-Holland experiment for acceleration
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In the Southwest experiment with minimum default time-gap, the values do not scatter
as much as in the test runs with maximum default time-gap, Figure 5.13. This is similar to
the prior discussed results for stable and sustained stable car-following. In both experiments,
the distribution does not meet the expectations to be logarithmically normally distributed.
Especially in the experiment with minimum time-gap, more data points were located on the
left side of the occurring peak, which is unique in all experiments regarded. The median val-
ues for the time-headway in the Southwest experiment with minimal time-gap setting are
comparable with the results of the North-Holland ACC experiment, accentuating the similar-
ity of the Southwest and North-Holland ACC experiment that has already been noted. The
unexpected time-headway distribution in the Southwest experiment can be attributed to the
number of manoeuvres evaluated. A review of Figure 5.11 reveals the small number of data
points in the FOT.

Figure 5.13: Time-headway Southwest experiment for acceleration

In the Ispra-Cherasco experiment, a broad distribution of time-headway is found. Fig-
ure 5.14 gives the results in a histogram. Fast-rising flanks of the distribution for low time-
headway values and a slow falling flank for larger values are noticed. However, no peak for
the median time-headway is present. With its value of 1.69 seconds, the median corresponds
approximately to that of the experiments considered above. The wide distribution of the val-
ues is because of data collection on motorways as already mentioned.

Figure 5.14: Time-headway Ispra-Cherasco experiment for acceleration

The time-headway distribution for accelerated car-following in the Ispra experiment is
given in Figure 5.15. The expected distribution is present in the FOT. The median is the high-
est in all considered experiments and comes closest to that of the Southwest experiment with
maximum default time-gap. The median time-headway is also in comparison to the results
of stable car-following increased. Some outliers to high time-headways appear. These can be
due to a manual driving during the data record. The record does not specify the state of the
ACC system activation. Therefore, the record also contains segments in which the vehicle is
manually driven. These segments are mostly filtered out, but in some cases, this is not possi-
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ble. Since the majority of the segments found were recorded with the ACC system activated,
the distribution is not too much influenced by the occurrence of outliers, only some extreme
values occur. In the present case, the presence of outliers only leads to a widening distribu-
tion, as it can be seen from the high values of the time-headway.

Figure 5.15: Time-headway Ispra experiment for acceleration

Summarizing comparison for accelerated car-following
The following can be determined for all data records. When accelerating, greater time-headways
are generally observed than with stable or sustained stable car-following. The CTG spacing
policy is sufficient for keeping the required safety distance also during acceleration manoeu-
vres. This increase can be because of the slow acceleration behaviour or of a manufacturer-
dependent increase of the parameter τh . The intended increase of the parameter can be
attributed to safety and comfort purposes. All distributions correspond to the assumed log-
arithmic normal distribution. An exception is the Southwest experiment due to the small
number of data points to be evaluated. In this experiment, the vehicle is rarely accelerated
with the minimum acceleration of 0.5m/s2 used for the evaluation.

5.1.4. Acceleration car-following manoeuvre
The following section focuses on the evaluation of the vehicle dynamics when following the
defined acceleration manoeuvres from section 4.1.4. Firstly, the phenomena caused by the
acceleration manoeuvre, described by the previously introduced dynamic parameters, are
presented in tables. Secondly, the results of the transfer function estimation are presented.
Finally, all data-sets are compared.

Describing phenomena during acceleration:
For the North-Holland ACC experiment, the results of describing the appearing phenomena
are given in Table 5.1. The table lists all found acceleration manoeuvres and displays the
type of system response of the velocity and the time-headway for the following vehicle. In
all experiments, a distinction is made between first- and second-order system responses. In
addition, the table contains information about the final speed of the underlying manoeu-
vre ∅v as well as the dynamic parameters from section 4.1.4. In all detected acceleration
manoeuvres, a second-order behaviour for the velocity of the following vehicle is observed.
Moreover, this is the reason why a value for the speed overshoot is found in all listed ma-
noeuvres. The response of the time-headway was in the majority of the found manoeuvres
a second-order system response since vehicle velocity, and time-headway are linked values,
chapter 3. This second-order response means, that when the leading vehicle has finished ac-
celerating, the follower reduces its time-headway from an inertial error to a constant value
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as time progresses. This settling time is given in the tables as TSH . In case of a second-order
system response for the time-headway, an undershoot of the time-headway under its mean
values appears. The period between the velocity overshoot and the headway undershoot is
given in the table as∆tvh . In cases of a first-order system response for either velocity or time-
headway, no undershoot appears. Thus, no period between the peak values can be given
since there is no time-headway minimum outside the epsilon boundary for time-headway
defined in Subsection 4.1.4. The manoeuvres, where a first-order system response is present,
show the smallest velocity overshoots and time-headway inertial errors. In these manoeu-
vres, the settling time for the time-headway is the smallest. For manoeuvres where a second-
order response for the time-headway is present, higher final speed leads to higher overshoots
in velocity. This overshooting is visible when comparing manoeuvre 1 to manoeuvre 2. When
considering manoeuvre nr three, the high velocity overshoot leads to an increased period be-
tween the velocity overshoot and the time-headway undershoot. This is due to the fact that
the overshoot in velocity leads to a decrease of the time-headway between the vehicles since
the ACC controller does not use the vehicle breaks to reduce the velocity of the following ve-
hicle instantaneously. Therefore, the expanded time the vehicle needs to slow down to the
leading vehicle velocity results in an increasing time between the velocity overshoot and the
headway undershoot.

Table 5.1: Dynamic parameters North-Holland ACC experiment

Nr.
Rspn.

Velocity
Rspn.

Headway
∅ v in m

s v̂ in m
s ĥ in s TSH in s ∆tvh in s

1 2nd 2nd 27.866 2.164 0.176 11.6 4.7
2 2nd 2nd 20.594 1.566 0.435 10.9 3.7
3 2nd 2nd 26.139 4.321 1.739 10.9 6.7
4 2nd 1st 25.795 0.995 0.214 5.1 -
5 2nd 1st 25.854 1.016 0.227 6.9 -
6 2nd 2nd 23.244 1.336 0.304 12.1 4.8

For all found manoeuvres under CACC control in the North-Holland experiment, a first-
order system behaviour for the following vehicle velocity is present, 5.2. During each ma-
noeuvre, only slight overshoots of velocity are detected. The appearing overshoot v̂ listed
below is sufficiently small and does not correspond to the end of the acceleration manoeuvre
of the vehicle in front. For the sake of clarity, this parameter is listed, although no overshoot
occurs in a first-order system response. The initial time-headway error ĥ is already between
the limit of 0.05s, as defined in Chapter 4.1.4, for most acceleration manoeuvres. In these
cases, no settling time TSH can be specified. For manoeuvres where the initial time-headway
error is outside the defined limit, the settling time is remarkably low compared to all other
experiments. Since neither a remarkable velocity overshoot nor a time-headway undershoot
appears, it is not possible to give ∆tvh in the following table. The system response for the
time-headway is also of first-order in all found segments. The absence of velocity overshoots
is the reason why the time-headway does not show an undershoot and thus is a first-order
response as well. In other words, the inertial time-headway ĥ increases until it levels off at a
fixed value. There is no difference between the manoeuvres in the final velocity reached ∅v .
The longitudinal control of the following vehicle is capable of adjusting its velocity over the
whole range of speeds tested in such a way that there are no overshoots, both of the speed
and of the time-headway. The CACC system behaviour is more stable due to the absence of
velocity overshoots, and time-headway undershoots. When considering the CACC system,
the following vehicle is capable of anticipating the target vehicles movements more precisely.
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The quick adjustment of velocity leads to positive results as described above and shown in
the following table.

Table 5.2: Dynamic parameters North-Holland CACC experiment

Nr.
Rspn.

Velocity
Rspn.

Headway
∅ v in m

s v̂ in m
s ĥ in s TSH in s ∆tvh in s

1 1st 1st 26,051 0.089 0.019 0.000 -
2 1st 1st 26,148 0.512 0.069 1.0 -
3 1st 1st 20,497 0.143 0.047 0.000 -
4 1st 1st 25,923 0.097 0.014 0.000 -
5 1st 1st 21,210 1,790 0.076 4.5 -
6 1st 1st 25,810 0.060 0.043 0.000 -
7 1st 1st 26,035 0.195 0.032 0.000 -
8 1st 1st 25,965 0.125 0.016 0.000 -
9 1st 1st 26,223 0.107 0.064 1.9 -

10 1st 1st 25,858 0.242 0.027 0.000 -

The results for the Southwest experiment are presented in Table 5.3. In this FOT, a more
repeatable speed profile of the leading vehicle was maintained. Therefore, all found manoeu-
vres accelerate up to a velocity of approximately 24m/s. Throughout all manoeuvres, a second-
order system response for the following vehicle velocity is detected. The system response for
the headway varies between first and second-order and does not follow any recognisable rule.
During test drives, carried out with minimum default time-gap, the highest speed overshoots
occur. In addition, the average velocity overshoot for the experiment with minimum default
time-gap is higher than for the maximum adjustable time-gap. For all other parameters, the
averaged results show no significant differences. Moreover, the initial headway errors ĥ for
second-order time-headway responses are higher than for first-order responses. The time
spans between the velocity overshoot and the headway undershoot are extended in compar-
ison to the North-Holland ACC experiment.

Table 5.3: Dynamic parameters Southwest experiment

Nr.
Rspn.

Velocity
Rspn.

Headway
∅ v in m

s v̂ in m
s ĥ in s TSH in s ∆tvh in s

Southwest experiment ACC max
1 2nd 1st 24,127 0.403 0.404 19.8 -
2 2nd 1st 24,098 1,903 1,152 19.8 -
4 2nd 2nd 24,133 1,935 1,629 19.8 12.0
6 2nd 1st 24,147 1,173 0.559 28.7 -
8 2nd 2nd 24,143 1,124 0.504 26.4 8.7

10 2nd 2nd 24,128 1,262 0.544 27.4 11.1

Southwest experiment ACC min
3 2nd 1st 24,076 2,147 0.279 19.8 -
5 2nd 2nd 24,131 2,013 1,013 26.6 11.5
7 2nd 1st 24,157 1,704 0.581 31.2 -
9 2nd 2nd 24,141 1,559 0.549 18.8 10.8

11 2nd 2nd 24,169 1,965 0.769 23.8 9.9



70 5. Data Analysis and Assessment

Due to the way data was collected in the Ispra and Ispra-Cherasco FOTs, on public roads
and motorways, no acceleration manoeuvres suitable for evaluation can be found in these
experiments. Both experiments do not have the primary purpose of classifying the used ACC
system. Therefore, neither standardised acceleration manoeuvres nor other acceleration ma-
noeuvres suitable for evaluation are included. The use of these data-sets is thus limited to the
evaluation of stable, sustained stable, and accelerated car-following.

Estimation of transfer functions for the acceleration manoeuvre:
In the following the estimated transfer functions for the found acceleration manoeuvres are
presented. Second order transfer functions are given as Gi (s) = a

bs2+cs+d e− f s , where a is the
numerator, [b c d ] the denominator and f the Input-Output (IO)-delay. First-order transfer
function are given as Gi (s) = a

bs+c e− f s , where [b c] is the numerator. In addition, the achieved
speed in the acceleration manoeuvre, the natural frequency ωn for second-order system re-
sponses and the accuracy of the fit result is given.

The estimated transfer functions for acceleration manoeuvres in the North-Holland ACC
experiment are displayed in Table 5.4. A visual representation of the step responses of these
transfer functions is shown in Figure 5.16. The fitting accuracy for all estimated transfer func-
tions is over 90%, respectively, which is sufficiently accurate. Transfer Function (TF) 1 and 3
are noteworthy, while all other graphs show approximately the same course. During the ac-
celeration manoeuvres, 1 and 3, the vehicle accelerates to the highest velocities. For TF 1, the
numerator has a small value, while the damping term c remains at a high value, so TF 1 shows
a smaller overshoot and a less distinct increase in speed. In addition, the natural frequency
ωn is lower, which causes a higher period length in the step response. A similar phenomenon
can be found for TF 3. The small numerator also leads to a slower speed increase. Due to the
lower appearing damping term c, the function shows a widespread oscillation around the
static gain of 1m/s. The low natural frequency extends the period length as well, which results
in a long oscillation time of TF number 3. All other TF show almost the same results for dif-
ferent speeds reached at high percentages of fit.

Table 5.4: Estimated transfer functions North-Holland ACC experiment

Nr. ∅ v in m
s Numerator Denominator ωn in r ad

s IO-Delay Fit-result

1 27.866 0.1255 [1.0000 0.2442 0.1257] 0.3545 0 94.4988
2 20.594 0.2031 [1.0000 0.2977 0.2027] 0.4502 0.1 92.0154
3 26.139 0.0564 [1.0000 0.0996 0.0549] 0.2343 0.4 94.2999
4 25.795 0.2249 [1.0000 0.3138 0.2227] 0.4719 0 94.4461
5 25.854 0.2494 [1.0000 0.2871 0.2480] 0.4979 0.1 95.1872
6 23.244 0.2110 [1.0000 0.2401 0.2078] 0.4558 0 94.5966

The results for the North-Holland CACC experiment are presented in Table 5.5. As pre-
viously mentioned, the velocity response during acceleration manoeuvres was first-order in
all found segments. Therefore, the found and listed transfer functions are describing a first-
order system response. The step responses of the found transfer functions are presented
in Figure 5.17. All responses do not show an overshoot in velocity and are approaching the
static velocity value of 1m/s from below. Remarkably, two different groups of transfer func-
tions were detected. Those who suddenly fulfil the step response and those who approach
the limit value more slowly. When considering the slow approaching TFs number 3, 4, 9 and
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Figure 5.16: Step-response transfer functions North-Holland ACC experiment

10, it is noticeable that the numerator values for these functions are small. In addition, these
functions have a high quality of regression fitting. The fit-results for these functions are the
highest in the experiment. A dependence of the final speed reached in the acceleration ma-
noeuvre, and the time constant τ cannot be determined. All other transfer functions follow
the input jump almost instantly. In Figure 5.5 these fast-following TF are indistinguishable.
High values of the time constant τ, like they are present here, are typical for high values of
the numerator. Due to the lower quality of adaptation of the regression, the conclusion can
be drawn that the vehicle control regulates the preceding and following vehicle in these ma-
noeuvres almost identically. Thus, no transmission behaviour between the two vehicles is
determined, since input and output occur almost equally. This again indicates the special
quality of control of the CACC system.

Table 5.5: Estimated transfer functions North-Holland CACC experiment

Nr ∅ v in m
s Numerator Denominator IODelay FitPercent

1 26.051 179.6410 [1.0000 180.4222] 0 85.5678
2 26.148 49.4064 [1.0000 49.4574] 0 88.9266
3 20.497 1.8760 [1.0000 1.8700] 0 91.2369
4 25.923 0.7824 [1.0000 0.7793] 0 91.6258
5 21.210 50.5293 [1.0000 50.3512] 0 93.6447
6 25.810 56.8685 [1.0000 56.5710] 0 87.9795
7 26.035 36.1351 [1.0000 36.2101] 0 89.4818
8 25.965 60.8307 [1.0000 60.3344] 0 92.3427
9 26.223 2.5018 [1.0000 2.5006] 0 95.7250

10 25.858 0.9644 [1.0000 0.9606] 0 94.2614
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Figure 5.17: Step-response transfer functions North-Holland CACC experiment

All found acceleration manoeuvres in the Southwest experiment show a high value of the
estimation fit, see Table 5.6. Due to the data acquisition with a fixed speed profile in all test
runs, only acceleration manoeuvres are found where the final reached speed is around 24m/s.
The similar velocity profile during the FOT also leads to similar found transfer functions. The
natural frequenciesωn are lower than in the North-Holland ACC data-set. Besides, the damp-
ing parameter c is decreased in comparison. This decrease is visible by the longer settling
time of velocity after the step input in Figure 5.18. No differences in the occurring time de-
lays are found. Due to final velocities being always the same, and similarity of the acceler-
ation manoeuvre, the signal graphs in Figure 5.18 do not show significant differences. The
only striking thing is the longer settling-time aforementioned, due to the decreased damping
and low natural frequencies in comparison to the North-Holland ACC FOT.

Table 5.6: Estimated transfer functions Southwest ACC experiment

Nr. ∅ v in m
s Numerator Denominator ωn IODelay FitPercent

1 24.0994 0.0296 [1.0000 0.1354 0.0293] 0.1711 0 93.4693
2 24.1325 0.0330 [1.0000 0.1686 0.0325] 0.1802 0 93.0898
3 24.1303 0.0435 [1.0000 0.1328 0.0431] 0.2076 0 91.6365
4 24.1461 0.0906 [1.0000 0.2106 0.0905] 0.3008 0 94.1855
5 24.1599 0.0823 [1.0000 0.1559 0.0819] 0.2861 0 94.3943
6 24.1404 0.0651 [1.0000 0.1929 0.0648] 0.2545 0.1000 93.1619
7 24.1381 0.0830 [1.0000 0.1561 0.0826] 0.2874 0 92.6980
8 24.1307 0.0611 [1.0000 0.1755 0.0609] 0.2467 0.2000 93.6613
9 24.1786 0.0448 [1.0000 0.1158 0.0449] 0.2118 0.1000 89.1133

A representation of the frequency response of the transfer functions in a Bode magni-
tude plot is shown in Figure 5.19. In the following, the frequency responses of the individual
experiments are discussed, and a comparison between the experiments is made. For the
North-Holland ACC experiment the transfer function number 3 mentioned above, from Ta-
ble 5.4, is striking. This TF shows the highest magnitude at the lowest frequency. All other
TFs from the North-Holland ACC experiment show a similar course. For the North-Holland
CACC experiment, a frequency response typical for a first-order system can be observed. The
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Figure 5.18: Step-response transfer functions Gunther ACC experiment

appearance of two separate groups is striking. One group consists of TF (3,4,9,10) with de-
creasing magnitude for lower frequencies. The other group consists of TF(1,2,5,6,7,8). Here
the magnitudes only decrease at higher frequencies. Remarkably is that exactly the transfer
functions with the lower cut-off frequencies show the highest fitting results from the Table
5.4. Even in the frequency response, no influence of the achieved speed in the acceleration
manoeuvre on the transfer functions can be determined. In the Southwest ACC experiment,
all frequency responses show a similar course, and no outliers occur. This similarity is again
due to the comparable acceleration manoeuvres in the FOT. When comparing the Southwest
with the North-Holland results, a lower cut-off frequency is present in the Southwest experi-
ment. The mean cut-off frequency in the North-Holland experiment is 0.42r ad/s, while in the
Southwest experiment it is 0.21r ad/s. Therefore, the vehicles in the Southwest experiment re-
act more sensitively to lower frequencies in the speed signal of the leading vehicle. Due to air
resistance, engine dynamics, human reaction time and inertia, frequencies below 1 Hz in the
speed signal are more likely than higher frequencies.
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(a) North-Holland ACC experiment
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(b) North-Holland CACC experiment
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(c) Southwest ACC experiment

Figure 5.19: Frequency response for the found transfer functions

5.1.5. Decelerated vehicle following
Figure 5.20 presents the space-headways depended on the velocity for all experiments when
the condition for a decelerating leading vehicle from Subsection 4.1.3 is obtained. Points that
can be connected to form a continuous line represent deceleration manoeuvres that start
from high speeds and high space-headways and result in lower velocities and distances. The
space-headways in the Ispra experiment are, once again, the highest for the whole bandwidth
of considered velocities. For the North-Holland ACC and CACC experiment, the data points
are overlapping, and no remarkable difference in the headways can be seen, as it was present
in Figure 5.11 and 5.1 for accelerated and stable car-following. Only at the edges of the veloc-
ity bandwidth, the data points scatter out, and a distinction between the data points can be
made. For the Southwest experiment, less deceleration than acceleration situations are de-
tected inside the data. The different default time-gap in the Southwest experiment, which is
visible when considering accelerated and stable car-following in Figure 5.11 and 5.1, is much
more challenging to recognise for deceleration manoeuvres due to the few data points. The
space-headways in the Ispra-Cherasco experiment are, at times, the lowest of all experiments.
For all data-sets consulted, it is determined that a convex curve1 occurs during braking ma-
noeuvres, whereas it is concave during acceleration manoeuvres. Again, is the comparabil-
ity of the North-Holland and the Ispra-Cherasco experiment is given due to the same speed

1With positive velocity as the counting direction



5.1. Longitudinal vehicle dynamics 75

range. The comparability of the Ispra and the Southwest US experiments is therefore limited.
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Figure 5.20: Overall space-headway for car-following with deceleration

Figure 5.21 presents the time-headways from the North-Holland experiment during de-
celerated car-following. The time-headways in the North-Holland experiment are for both
ACC and CACC data lower than for acceleration manoeuvres and stable car-following. Fur-
thermore, the medians of both of the records for decelerated car-following are equal, while
ACC activation results in a thinner cluster point at 1.2 seconds. With CACC activation, the
time-headway distribution scatters more towards larger values, while the extreme values for
the time-headway distribution are the same in both experiments and occur with equal fre-
quency.

Figure 5.21: Time-headway North-Holland experiment for deceleration

The results for the Southwest FOT are shown in Figure 5.22. Due to the small number
of suitable deceleration situations found in the data-set, the distribution is degenerated and
does not correspond to the expectations. However, even with the limited database, a trend
is noticeable. During decelerated car-following of the vehicles, the median time-headway for
the test runs carried out with minimal time-gap setting are lower than those with the maximal
time-gap setting. When comparing this to the results aforementioned for the stable or the ac-
celerated following, it is striking that the median values of 1.38 and 2.46 seconds are precisely
the same as they are present in the results for steady following, Figure 5.3. This equality leads
to the conclusion that in the Southwest experiment the vehicles adapt speed reductions far
more practically than speed increases and that the ACC control follows the speed profile from
the target vehicle more precisely.
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Figure 5.22: Time-headway Southwest experiment for deceleration

The time-headway distribution for decelerated car-following in the Ispra-Cherasco exper-
iment is presented in Figure 5.23. The distribution shows the expected logarithmic-normal
course with a lower median as for the accelerated succession (1.96s). The medians for decel-
erated and stable car-following (1.04s) are equal, see Figure 5.5. Once again, the ability of the
ACC system to adjust deceleration situations more precisely than acceleration manoeuvres
of the leading vehicle was demonstrated.

Figure 5.23: Time-headway Ispra-Cherasco experiment for deceleration

Figure 5.24 presents the time-headway distribution in the Ispra experiment for deceler-
ation manoeuvres. Striking is the wide distribution with the highest time-headways in all
considered experiments. The median time-headway is, in comparison to the median time-
headway for a stable vehicle following (2.95s), see Figure 5.5 increased. However, when com-
paring the median for car-following during deceleration and car-following during acceler-
ation, the median for deceleration manoeuvres is higher than for acceleration manoeuvres
(3.02s). This behaviour has never been observed in any previous experiment and is unique in
this data-set. This behaviour is not typical for the system and does not correspond to the ex-
pectation that the distance decreases because of the driving up during a braking manoeuvre.
Instead, the following vehicle decelerates so sharply that it gains an additional safety margin.

5.1.6. Deceleration car-following manoeuvre
This subsection addresses the estimation of transfer functions during deceleration manoeu-
vres between the velocity of the leading vehicle as input and the velocity of the following
vehicle as output. Thus the TFs are describing a SISO system for deceleration. For the North-
Holland CACC experiment the transfer functions are given as Gi (s) = as2+bs+c

d s3+es2+ f s+g e−hs , where
[a b c] are the numerator coefficients, [d e f g ] the denominator coefficients and h the IO-
delay. For modelling reasons, additional poles and zeros are added to the transfer func-
tions to generate fitting results over 85%. The acquired transfer functions are shown in Ta-
ble 5.7. Since no IO-delay occurs, this parameter has been cut out of the table. The natural
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Figure 5.24: Time-headway Ispra experiment for deceleration

frequencies, specified for the second-order system responses, are also not displayed due to
the higher-order transfer functions. The velocity achieved by the slowdown manoeuvre is in-
dicated in the column for ∅v . Figure 5.25 presents the step response of the found transfer
functions. Since these transfer functions describe a speed reduction, a negative input jump
was selected for the sake of clarity. The result remains the same. This convention corre-
sponds only to a change of sign. For the negative input step, it is visible that the following
vehicle adapts almost immediately to the speed of the vehicle in front. The almost vertical
gradients illustrate this behaviour at the beginning of the negative input jump, which occurs
due to the differential component [a b c] in all the transfer functions numerators. After this
first immediate speed adjustment, a settling process occurs before the speed of the leading
vehicle is adopted.

Table 5.7: Estimated transfer functions North-Holland CACC experiment for deceleration manoeuvres

Nr. ∅ v ( m
s ) Numerator Denominator Fit-result

1 23.32 [9.8864 8.0359 5.6788] [1. 18.1300 8.7477 5.6711] 92.57
2 25.00 [799.5316 131.1842 168.7817] [1. 826.2693 129.0605 168.6557] 87.88
3 22.57 [830.6217 314.7358 379.0282] [1. 1178.2040 315.4775 378.3374] 95.91
4 20.36 [0.9481 0.4668 0.3862] [1. 1.5891 0.6350 0.3852] 97.01
5 22.30 [2.5328 1.1126 1.4063] [1. 3.9338 1.5825 1.4041] 95.92
6 22.83 [82.7267 22.0882 11.9132] [1. 81.1587 21.8577 11.9123] 92.51
7 20.67 [2.4027 1.8356 1.5624] [1. 5.5008 2.4312 1.5632] 85.68
8 23.13 [6.7945 6.6897 4.9593] [ 1. 21.0176 5.8431 4.9548] 90.98

The estimated transfer functions from the Southwest data-set are presented in Table 5.8.
In the Southwest experiment, a IO time delay does occur. To estimate the system response,
an approach with three poles and two zeros of the transfer function is followed. This adjust-
ment provided appropriate fitting results. However, the fitting results are lower than in the
North-Holland CACC experiment. Remarkable is transfer function five as it has the highest
IO-delay and reaches the lowest velocity during the deceleration manoeuvre. The step re-
sponse of transfer function 5, shown in Figure 5.26, gives the impression that the following
vehicle is speeding up at the beginning of the step input. This effect is due to the estimation
error of the transfer function and not representative for the real vehicle behaviour after a de-
crease of the leading vehicles speed.
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Figure 5.25: Step-response transfer functions North-Holland CACC experiment for deceleration

Table 5.8: Estimated transfer functions Southwest ACC experiment for deceleration manoeuvres

Nr. ∅ v ( m
s ) Numerator Denominator IODelay Fit-result

1 30.71 [0.32 0.00 0.01] [1. 0.35 0.04 0.01] 0.1 92.91
2 28.51 [103.41 136.37 18.43] [1. 704.25 108.19 18.12] 0 82.54
3 30.70 [12.40 474.31 49.22] [1. 1336.62 468.74 49.04] 0 89.81
4 28.52 [0.55 0.04 0.02] [1. 0.63 0.09 0.02] 0.1 83.08
5 17.55 [-0.05 -0.04 0.20] [1. 1.84 0.44 0.20] 0.2 89.00
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Figure 5.26: Step-response transfer functions Southwest ACC experiment for deceleration
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A representation of the frequency response of the transfer functions describing the ve-
hicle deceleration in a Bode magnitude plot is shown in Figure 5.27. Two types of TFs ap-
pear in the diagrams, those who show a maximum magnitude for a specific frequency and
those whose magnitude decreases monotonically from the critical frequency. For the North-
Holland CACC experiment, Figure 5.27a, the frequencies responses of transfer function 2,3
and 6 are striking. For these estimated transfer functions, the car-following behaviour is of
such high quality that no magnitude maximum is occurring. The cut-off frequencies for these
transfer functions are, compared to acceleration manoeuvres out of the same experiment,
increased. All other TFs show an increased magnitude at lower frequencies before the mag-
nitude starts decreasing. In the results of the Southwest experiment, Figure 5.27b, there are
two groups of TFs, which are not spatially separated here, however. The increase in mag-
nitude and the beginning of magnitude shrinkage coincide at the same frequencies. In the
Southwest experiment, the almost immediate decrease in speed right after the step input is
less distinct than in the North-Holland CACC experiment. For some transfer functions, the
speed falls below the static value, and the settling times are extended compared to the North-
Holland experiment.
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Figure 5.27: Frequency response for the found transfer functions for deceleration manoeuvres
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5.1.7. Summary for longitudinal vehicle dynamics
It was shown that in different FOT different system behaviours do appear when compar-
ing similar driving situations. For the unaccelerated stable car-following, the median time-
headways are in between 1.15 to 2.96 seconds for all regarded experiments. Moreover, the
distributions correspond to a logarithmic normal distribution in all test.

• Time-headways in between 1.15 to 2.96 seconds

• Time-headways are logarithmic normal distributed

For the sustained stable car-following, the expected logarithmic normal distribution of
the time-headway does not appear at first glance in all experiments. In two out of three
FOTs, the time-headway distribution shows two peaks. By splitting the time-headways by the
speed driven during the data record, the two-peak distributions are broken down into several
individual-peak distributions of a logarithmic normal distributed shape. Furthermore, a shift
of the median time-headway to lower values can be found for rising velocities in all data-sets.
This shift represents a change of the parameter τh introduced in Section 3.1.4.

• Multiple peaks in overall time-headway evaluation

• Several logarithmic normal distributions of time-headway for different velocities

• Time-headway and velocity are correlated

Accelerated car-following with the use of ACC systems results in extended time-headways
during the acceleration phase and the presence of the logarithmic normal distribution for
time-headway in all experiments. If the perspective is changed from a general acceleration
phase to a more fixed acceleration manoeuvre, differences in the system responses of the
vehicles in each experiment become visible. By simply looking at the time-headways, only
statements about the distributions and the median values of these time-headways can be
made. Describing the phenomena appearing during the acceleration manoeuvre helps to un-
derstand how the following vehicle is approaching its leader’s velocity and the desired head-
way. In particular, the system response of the speed of the following vehicle is of second-order
for commercially available vehicles and of first-order for the CACC equipped vehicles in the
North-Holland experiment. This knowledge is used for the estimation of transfer functions
linking the following vehicle velocity as the system output and the leading vehicle velocity as
the system input. Evaluating step and frequencies responses of the found transfer functions
show the differences of the regarded systems. ACC systems show critical frequencies where
the magnitude maximises, while the CACC system does not.

• Extended time-headways for accelerating leading vehicle

• Logarithmic normal distributed time-headways

• Second order system response for the velocity of the following vehicle to a speed change
of its leader for ACC systems and first-order for CACC systems

For decelerated car-following the median time-headways in all experiments are lower
than for accelerated and steady car-following. All experiments show the expected single peaked
logarithmic normal distributions. The clear advantages of the CACC system over the ACC
system, which was previously established, are no longer observed. The increased dynamics
during braking operations allow both systems to react with equal quality. In addition, time-
headways in the Ispra, Ispra-Cherasco, and Gunther experiments are closer to the median,
and outliers occur less frequently than for accelerated or stable car-following. This shows
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once again that sudden deceleration, which describes the more critical acceleration state, is
faster achieved by the system of ACC controller and vehicle. These increased dynamics of the
ACC and CACC system are reflected in the estimation of transfer functions, which describe
the velocity of the vehicle as a SISO system for a fixed deceleration manoeuvre. In order to
achieve high-quality matching results, the additional introduction of pole numbers and ze-
ros in the transfer functions is necessary. This adjustment results in high dynamics for step
responses of the velocity signals. The critical frequencies for the transfer functions of decel-
eration manoeuvres are in the same range as the frequencies for acceleration manoeuvres.
When comparing this to the frequencies found in the space-headway signal around the av-
erage space-headway for a sustained stable car-following, the appearing frequencies in the
space-headway signal are in the same range as the critical frequencies at which a magnitude
increase occurs for both acceleration and deceleration transfer functions. Frequencies in the
space-headway signal are in some cases around 0.1H z = 0.62r ad/s. Critical frequencies of the
estimated transfer functions for both acceleration and deceleration manoeuvres are in the
range of 0.5r ad/s. Therefore, following in a platoon with multiple ACC equipped vehicles is per
se unstable. This was stated by [115] and [61] before.

• Lowest median time-headways during deceleration

• Logarithmic normal distributed time-headways

• Increased dynamics during braking phases of the leading vehicle

• Critical frequencies of the SISO TFs for deceleration manoeuvres meet the oscillation
of space-headway for sustained stable car-following

5.2. Lateral vehicle dynamics
The steps carried out to calculate the lateral acceleration in the regarded Tesla experiment
are given in Figure 5.28. All four figures belong to one single experiment carried out in one
day. In total, there are 13 independent test rides present in the data-set. Firstly, for each of
these tests, the lateral acceleration is calculated, and the lateral distance is linked to the ac-
celeration. Finally, the linked results are summed up and compared.

Figure 5.28a presents the driven test route during the experiment starting at the Raasdorp
interchange and ending at Knooppunt de hoek. It is visible that urban and suburban roads are
present in the test route as well as motorways and inner-city highways. The present veloc-
ities during the test drive are given in Figure 5.28b. The occurrence of motorways and nor-
mal streets mentioned previously is also visible here. On motorways, the velocities are higher
(red) than on inner-city highways (orange) and inner-city streets (green/blue). The estimated
curve radii are presented in Figure 5.28c. The higher curve radii at motorway sections and the
lower radii on the inner-city streets are evident. Straight sections show scattering curve radii
of ±5000 (dark red/dark blue) as the algorithm is sensitive to small changes in latitude and
longitude on straight roads. However, since the curve radius is the denominator of the lat-
eral acceleration and accelerations below a certain threshold are considered representative
of straight driving, as introduced in Chapter 4, the resulting scatter of curve radii is not sig-
nificant. Figure 5.28d finally represents the lateral accelerations during the test drive. The
lateral acceleration is mainly around 0r ad/s, and therefore the vehicle state is driving a straight
road segment. When the vehicle is approaching a curve, the colouration of the driven path
is changing. First small lateral accelerations appear right after the curve entry, then higher
accelerations are present right next to the curve vertex and vice versa. This linear increase is
due to the infrastructural curve shaping that is known as a clothoid shape [111], which causes
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the curve radius as well as the lateral acceleration2 to increase linearly.

(a) Test route
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(b) Vehicle Speed over test route
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(c) Curve radius over test route
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(d) Lateral acceleration over test route

Figure 5.28: Steps for lateral acceleration estimation

When considering the appearing and analysable3 lateral accelerations out of all test drives,
Figure 5.29 gives the present distribution. Sub-figure 5.29a presents the normalized lateral
acceleration distribution for all test rides. The predominance of straight driving segments
mentioned above leads to the distribution shown in this sub-figure. Mainly lateral acceler-
ations around 0r ad/s do appear corresponding to driving straight. Besides that, there is an
almost symmetrically occurrence of higher lateral accelerations for either left or right turns
around this mean value. The maximal lateral accelerations estimated are around ±2 m

s2 . This
value marks the functional limit of the LCA system as well. In Figure 5.29b the lateral accel-
eration distribution is given for values greater than ±0.05m/s2 in total numbers of appearing
points. Considering the total number of appearing data points for left and right curves it is
outstanding that in sum, more valuable data points are found for left curves than for right
curves, although the test route is an open right curve, compare Figure 5.28a. This asymmetry
is due to several factors. On the one hand, sharper left-hand bends occur when driving on
motorway sections, Figure 5.28c, and on the other hand, only data points are considered at
which the LIDAR sensors function properly. These factors lead to an uneven distribution of

2Provided that the speed remains the same
3Only data points are considered where both, the lateral acceleration estimation and the LIDAR signal are valid.
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the lateral accelerations for left and right turns. Although the lateral acceleration distribu-
tion for left and right curves are not equal and more data points for left-hand bends occur,
the division into the prior introduced curve types light and strong is still done. This is main-
tained because for both left and right bends over 250 data points are found presenting the
basic population.

(a) Total lateral acceleration distribution in all test drives (b) Lateral acceleration for left and right curves

Figure 5.29: Distribution of lateral acceleration in all test drives

5.2.1. Lateral vehicle dynamics when driving straight ahead
The LIDAR-distance measurement results of the sensors mounted on each side of the vehicle,
as described in Chapter 4, are shown in Figure 5.30. The blue histogram shows the results of
the left LIDAR sensor, the orange histogram the results of the right one. Remarkable is the
high peak values of the two normalised distributions, as well as the low dispersion around
these median values. The fact that the distributions of the right and left sensors do not have
the same or almost the same median value indicates that the vehicle is not moving precisely
in the middle of the road on straight sections. Instead, it maintains a smaller distance to the
road markings on the left than to the right. Since the experimental set up is symmetrical,
driving in the middle of the lane should correspond to equal distances to the left and right
lane markings.

5.2.2. Lateral vehicle dynamics when driving in curves
When the vehicle is driving through curves, its position in the lane changes, as described in
section 3.2, the LCA controller uses a feed-forward control strategy to minimise the lateral po-
sition error e1 and to meet the yaw rateψdes required by the road infrastructure. Steady-state
cornering, achieving both error terms to be zero simultaneously, is not possible in general
for LCA systems throughout the entirety of appearing yaw-rates. Therefore, lateral deviations
around the lane centre occur as a result. This lateral deviation around the lane centre in
curves is shown in Figure 5.31.

Firstly, the distributions of the distance in relation to the lane centre are given for each
type of detected curve, with lateral acceleration greater than 0.05m/s2 in the top graphs of sub-
figures 5.31a and 5.31b. Sub-figure 5.31a represents the results for left-hand bends recorded
by the left-hand LIDAR sensor. Sub-image 5.31b shows the lateral distances for right-hand
curves captured by the right-hand LIDAR sensor. The two lower sub-figures represent the
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Figure 5.30: LIDAR signal from left and right sensor for straight ahead driving

Empirical Distribution Function (EDF)s of the above-shown distributions for left and right
curves. It is noticeable that two peaks occur in both distance distributions. This characteris-
tic means that during cornering, the vehicle moves back and forth between the sides of the
lane or curves are driven at different distances from the road markings. In addition, when
comparing the EDFs of the distance distributions in the lower graphs, the trend becomes vis-
ible that the vehicle tends to drive on the left side of the road even in right-hand bends. The
EDF for left-hand bends in sub-figure 5.31a reaches a value above 0.6 for lateral deviations
up to 400mm, while the EDF for right-hand bends in sub-figure 5.31b remains below 0.5 for
the same range.

(a) Left curves (b) Right curves

Figure 5.31: Lateral distance distribution in all curves

Splitting up the distributions prior mentioned of each curve into the introduced curve
types light and sharp leads to the distributions and EDFs given in sub-figure 5.32a and 5.32b.
The top graphs show the distribution of lateral distance to the lane centre for the two classes
of curves. The two lover graphs represent the EDF of the top histograms. In both classes of
curves, light and sharp, two peaks appear in the distance distribution, regardless of whether
the curves are right or left. The above-mentioned oscillating lateral vehicle movement in its
lane, therefore, occurs during all cornering, regardless of the lateral acceleration. The occur-
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rence of two main distances is particularly prominent in light left curves. In sharp left turns,
the vehicle drives more on the left side of the road, as it can be seen in the comparison of
the EDFs for left turns. The probability that the vehicle remains at a distance under 300mm
is above 60% in sharp turns while it is under 50% in light left turns. During right turns, the
differences are less prominent. The vehicle is still driving more on the left lane side, shown
by the fact that the probability that the vehicle is maintaining a distance to the right lane
marking of less than 400mm is under 50%.

5.2.3. Summary for lateral vehicle dynamics
For the evaluation of automated lateral vehicle dynamics, the distance to the lane markings
is evaluated. Since the road width between highways, urban motorways and urban roads
changes and it is not always possible to estimate the actual road width, the distances to the
road markings on the left and right side of the vehicle are considered instead of the D2CL.
Different road infrastructure appears in the data-set, but this thesis is limited to straight sec-
tions and curves of different curvature divided into sharp and light.

On straight road sections, there is a tendency for the vehicle to drive on the left side of the
lane. There is a logarithmic normal distribution with two asymmetrical flanks of the curve.
The vehicle avoided small distances to the left and right roadside more than large ones.

This trend is also present when driving through both left and right-hand bends. It is even
more evident in sharp curves than in light ones. All distributions representing the distance to
both the left and right lane markings show two peak values. These peaks represent a lateral
back and forth movement of the vehicle on its lane during cornering. This occurrence of two
peaks was also observed during the evaluation of straight-ahead driving. Due to the changed
proportions of the histogram, the second peak is not visible there.
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(a) Left curves

(b) Right curves

Figure 5.32: Lateral distance distribution for curves different curvature



6
Conclusion

6.1. Summary
This research developed a methodology to assess the vehicle dynamics in automated traffic.
Mainly, state of the art ADAS systems are regarded. This research differed between lateral and
longitudinal vehicle dynamics, and this distinction was maintained throughout. The consid-
ered systems are ACC, CACC and LCA. The results are mainly intended for the use by trans-
portation and vehicle scientists researching in the field of automated traffic and the develop-
ment of ADAS. Therefore, the results are generic for further use. The research methodology
followed three steps for lateral and longitudinal vehicle dynamics respectively to archive this
generality.

Firstly, the automated vehicle movement and the control strategies of the controllers in-
volved are thoroughly described. From this accurate description of the system consisting of
vehicle and controller, the variables that influence the automated vehicle movement are de-
rived. A data-driven approach is followed using multiple FOTs.

Secondly, the methodology to investigate the prior identified parameters is developed.
Since driving has multiple degrees of freedom, driving states and manoeuvres are defined to
divide driving situations and to find the control system variables to describe the automated
driving in these situations. For longitudinal vehicle dynamics acceleration, deceleration and
steady driving are regarded. For lateral vehicle dynamics a distinction based on the infras-
tructure, in our case the curves, the vehicle is driving, is made.

Thirdly, the described methodology is used to evaluate multiple data sources from differ-
ent research institutions. The used FOTs are described shortly, the potentials of their use, and
their characteristics are presented. The data structure of the individual FOTs was adapted,
and all data-sets for longitudinal and lateral vehicle dynamics are evaluated under the same
condition, respectively. This evaluation derives values for the influencing variables for auto-
mated vehicle movement.

This chapter concludes the thesis by answering the research questions proposed in chap-
ter 1, discussing the main scientific contributions of this work, listing the limitations of the
thesis, and finally giving recommendations for possible further research on this field.

87
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6.2. Answers to the research questions
In Chapter 1, research and sub-research questions were proposed concerning the necessary
steps in the evaluation of vehicle dynamics for automated traffic. Here the five sub-questions
are answered first, followed by the main research question.

• What previous research is available and what methods were used to investigate vehicle
dynamics?

The impacts of ADAS have been subject to various research in the last years. Aspirations
were to create models to produce realistic predictions of the effects of ADA systems on traffic.
For longitudinal vehicle dynamics, with ACC and CACC systems used, research is focusing on
platoon stability as well as the occurrence of congestion when variate influencing parameters
like marked penetration or default headway settings. Most research is simulation-based and
uses estimated parameters for system response times, default headways and other dynamic
parameters. Lesser research investigates in real driving experiments. The used methods to
describe longitudinal vehicle dynamics are the comparison of time or space-headways in dif-
ferent driving situations as well as the estimation of transfer functions to rebuild the system
response on a velocity input.

For lateral vehicle dynamics, field tests have been carried out to evaluate the psycholog-
ical aspects of automated lane guidance, the Operational Design Domain (ODD) the vehicle
is capable of driving in or the effects of different lane marking conditions on the LCA system.
All studies had in common that the surrounding environment, and in cases of psycholog-
ical effects are evaluated the driver, is observed. Distances to the lane markings, captured
by LIDAR or video distance estimation, therefore, is a standard method to describe the lateral
driving. Simulation studies have been focusing on the impacts of certain driving manoeuvres
and vehicle quantities on the accuracy the vehicle is following the lane.

• How do the considered ADA systems work and what are their degrees of freedom?

The considered ADA systems are ACC and its more sophisticated variant CACC for longitudi-
nal movement and LCA systems for lateral vehicle movement.
Longitudinal vehicle control follows the approach to maintain a constant time-gap to the
leading vehicle by using the vehicle’s brakes and engine. This constant time-gap leads to a
linear adaptation of the space-gap between the vehicles over different velocities. The default
time-gap is a degree of freedom in ACC and CACC systems. Besides that, the variables τ andλ
introduced in Chapter 3 describe the dynamics of the system of controller and vehicle main-
taining an acceleration manoeuvre of the vehicle in front.

The purpose of lateral vehicle control systems is following the path given by the road
infrastructure. The LCA mainly accesses the steering system and adjusts the steering angle.
Therefore, it can affect the position of the vehicle in its lane and its turn rate around the height
axis. The control strategy of LCA systems is minimizing the yaw-rate and centreline distance
error terms to zero. Setting both error terms to zero is generally not possible for LCA systems.
Instead, there is a trade-off between track deviation and the achievement of the required
yaw-rate. There are various degrees of freedom like the feedback matrix K that is used for the
controller, the properties of the FFC, the under-steer gradient Kv , and the driving dynamic
quantities of the vehicle itself. Since the LCA system has multiple degrees of freedom and the
experiment under consideration was carried out on real roads rather than on a test site with a
defined test plan, a more objective description of the phenomena caused by the LCA system
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is pursued. Therefore, the parameter under consideration is yo f f , which is measured as an
external observer and related to the lateral acceleration occurring during the test drive.

• How to describe the lateral and longitudinal vehicle dynamics objective and generic?

By investigating in the basic principles of ADA systems, the degrees of freedom and the sys-
tem inputs are known. The longitudinal dynamics of the vehicle are described by defining
different driving situations. For longitudinal automated driving suitable situations are stable,
sustained stable, accelerated and decelerated car-following. All these situations cover differ-
ent parts of the driving task fulfilled by the ADA system. To describe the distance between
the two vehicles, the space- or the time-headway is used, whereby the time-headway is more
suitable because the previously presented CTG distance policy considers the parameter τh as
input. The time-headway is linked to the space-headway with the basic equation for veloc-
ity v = s/t. The parameter τh is calculated for all defined driving situations to evaluate what
the typical distances between the vehicles in the situations are. To gain insight into dynamic
manoeuvres like speeding up or decelerating, the evaluation of the time-headway on its own
is insufficient. Therefore, it is searched for fixed acceleration and deceleration manoeuvres.
The speed must decrease or increase by a certain amount and then remain constant for sev-
eral seconds. All characteristics of the velocity of the following vehicle are discussed. Besides
that, transfer functions are estimated, which have the velocity of the leading vehicle as an
input signal and the followings vehicles velocity as output. This estimation allows us to make
precise statements about the system’s behaviour when vehicles accelerate and brake.
In lateral vehicle dynamics, further, the degrees of freedom of the ADA system are present.
Due to various uncertainties and unknown control system characteristics, merely an objec-
tive description of the lateral track guidance is given. A variable for the lateral offset yo f f to
the lane centre, in the control strategy of LCA systems, is identified. This lateral offset is also
determined in various driving situations while the vehicle is driving in different infrastruc-
ture. Light and strong curves are differentiated depended on the lateral acceleration in turns.
The lateral lane centre offset is evaluated considering the driven curve sharpness. This ap-
proach allows us to make conclusions concerning the probabilities of the vehicle being in its
lane at a defined distance from the lane centre for different kinds of turns.

• What is the impact of different driving manoeuvres on the movement of the vehicle?

This research question is covering longitudinal vehicle dynamics. During stable and sus-
tained stable driving the following vehicle keeps a constant time-gap to its leader. Time-
headway and velocity correlate. High velocities cause the time-headways to be smaller than
for low velocities. For an accelerating leading vehicle with acceleration grader than, 0.5m/s2,
the time-headways are extended as the follower tries to maintain the speed profile of the
leader. Due to engine dynamics, vehicle inertia masses, and controller time lag, the veloc-
ity of the leading vehicle cannot be maintained instantaneously, and the time-headway in-
creases. For deceleration phases where the acceleration is below a threshold of −0.5m/s2, time-
headways stay in the same range as for stable and sustained stable car-following. It is shown
that deceleration of the leading vehicle can be adapted faster by the follower that accelera-
tion. In addition to this classification of phenomena occurring during acceleration situations,
the data sets are searched for fixed acceleration manoeuvres that follow a defined velocity
profile. Thus, transfer functions between the speed of the leading vehicle as input and the
speed of the following vehicle as output can be estimated. The evaluation of the transfer
functions found also shows the increased dynamics of the following vehicle when the vehi-
cle in front brakes. The step responses of the transfer functions for deceleration manoeuvres
show higher dynamics compared to those estimated for acceleration manoeuvres.
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• How does the vehicle drive interacting with different infrastructure?

For the LCA data-set considered, the vehicle tends to drive more on the left side of the lane
in all driving situations. For straight driving, this effect was firstly shown by comparing the
LIDAR distances to the lane markings captured on both sides of the vehicle. When evaluating
curve driving, this effect remains even in right-hand bends. Striking is that in sharp left and
right turns the vehicle tends to drive on the left side of the lane rather than in light curves. In
all situations, whether they are classified as straight driving, light, or sharp curves, a lateral
oscillating movement of the vehicle in its lane is present. This effect especially applies in
curves.

• What are the differences between the investigated data-sets for longitudinal and lateral
driving?

Five data-sets were used to evaluate the longitudinal vehicle dynamics. Four FOTs used ACC
systems and one is using a CACC system. The differences between ACC and CACC systems
are striking. CACC consistently showed better performance in terms of time-headway and
stability over ACC systems. It was capable of operating at smaller time-headways in all driv-
ing situations and responded more precisely to changes in the speed of the leading vehicle.
The time-headway shift for sustained stable car-following is found in all data sources. Besides
that, there are differences in the data acquisition between the FOTs. All experiments used dif-
ferent state of the art ACC systems. The systems differ in the default time-gap setting and in
the dynamic behaviour for acceleration and deceleration manoeuvres. The estimated trans-
fer functions for acceleration manoeuvres showed a minimized settling time for a unit jump
in the North-Holland experiment compared to the Southwest experiment. For deceleration
manoeuvres, the differences are less prominent due to the increased system dynamics. The
time-headways for decelerating do not differ as much from the time-headways for stable or
sustained stable car-following as the time-headways for accelerated car-following do.

For the lateral vehicle dynamics, only one data source is evaluated in this thesis. There-
fore, a comparison is not possible. Nevertheless, the evaluation carried out should help to
gain insight into the lateral vehicle dynamics of ADA systems and to encourage further re-
search.

In conclusion, the answer to the main research question

• How do AVs drive interacting with different infrastructure and other vehicles on the road?

The interaction of AVs with other road participants, in general other vehicles, are the fol-
lowing. The time-headways the proceeding AV maintains to the leading vehicle are in be-
tween a range of 1.13-2.96 seconds for stable car-following. For an accelerating leader, the
time headways are increased to values of around 1.38-3.0 seconds. Deceleration of the lead-
ing vehicle causes the time-headways to shrink down to 1.04-2.431 seconds. During braking
manoeuvres, the time-headway is closer to the values of stable car-following and therefore
are deceleration phases of the leading vehicle adopted by the ACC or CACC systems with
higher dynamic. The paths in a space-headway diagram going from one velocity to another
are not equal for acceleration and deceleration. There is a fundamental difference in the cur-
vature of the trajectories. Acceleration manoeuvres show concave progressions while braking

1Neglecting the Ispra experiment
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manoeuvres are convex. The time-headway the following vehicle maintains to its predeces-
sor is not constant over the range of velocity. Vehicle-following with higher velocities shows
decreased time-headways. Thus, velocity and time-headway are correlated. The dynamic
response to inputs of the leading vehicle also reveals the differences in acceleration and de-
celeration manoeuvres. Vehicle deceleration can be achieved faster than acceleration by the
ADA system.
For the interaction of the vehicle with surrounding infrastructure, in this research curves, the
following was found. The vehicle shows a biased driving on the left side of the lane, rather
than being meanly centred. This bias applies to left and right curves and is noticed through-
out the curve sharpness, whereby it is even more visible in curves that are, by definition,
sharp. Additionally, a lateral oscillation of the vehicle in its lane is present.

6.3. Main contributions
Time-headways at high speeds are shorter than at low speeds
For all FOTs, it turned out that the time-headway is smaller at high driven speeds than at
low speeds. The difference in time-headway is about 0.2 seconds at velocities in a range
from above 21m/ss to 25m/ss. This leads to the conclusion that at high velocities, the vehicle
maintains a lower space-headway than it would be expected by simply observing the space-
headway at low speeds. The general indication of the time-headway leaves this fact out of
account. For stable as well as for accelerated and decelerated car-following, logarithmic nor-
mal distributions of the time-headway occur, masking the effect of time-headway variation
over velocity. Only during sustained stable car-following, the time-headway distribution is
that degenerated that it is recognized that there are several speed-dependent distributions
which are added together.

The dynamics during breaking are way higher than for accelerating
It turned out that the time-headway distributions for decelerated and stable car-following
are similar and have approximately equal median values in all FOTs. In contrast, the time-
headway distributions for accelerated car-following are always shifted to larger values and
the medians are increased as well. Therefore, at this point, it is concluded that decelerating
can be performed with higher dynamics by the ACC system than accelerating. By estimating
transfer functions for acceleration and deceleration manoeuvres, this conclusion is also sup-
ported. The transfer functions for deceleration manoeuvres show an increased dynamic for
step inputs due to additional poles and zeros. The vehicles considered in the FOTs are almost
capable of abruptly adjusting the speed of the driver. For CACC systems, the time-headways
are slightly different. For accelerated car-following, the differences in time-headway com-
pared to stable car-following are less large compared to ACC systems and the distributions
are more stable under all driving conditions, i.e. they show conurbations.

Statistical oscillation of the space-headway around its mean value does meet the critical
frequencies of the system transfer functions in some cases
The investigation of the frequency responses of the estimated transfer functions for acceler-
ation and deceleration manoeuvres provides the critical frequencies at which an increase in
magnitude is present. The investigation on the frequencies contained in the space-headway
signal during sustained stable flowing using FFT, provides the frequencies with which the
space-headway is oscillating around its mean value. The frequencies found for the space-
headway oscillation around the average space-headway are for some, though not all, sus-
tained stable car-following segments in the range of the critical frequencies of the estimated
transfer functions of the ACC or CACC system. This can cause instability and the collapse of
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vehicle platoons as already described by various scientists.

When accelerating and braking under the use of the ACC system hysteresis is present
We have seen that when the platoon of ACC vehicles is accelerating, the paths in a velocity
space-headway plot are of a concave shape, whereas they are of a convex shape for decel-
eration manoeuvres. In other terms, the path in the diagram is not the same acceleration
from one velocity to another and back. The hysteresis is less pronounced when driving with
a CACC system.

The vehicle tends to drive on straight sections of road on the left-hand side of the road -
this also applies to curves
The data shows that the probability that the vehicle is more likely to drive on the left side of
the road is higher than for driving at the right roadside. This asymmetry was observed when
comparing the distance signals from the lane markings on both sides of the vehicle. Firstly,
this effect appeared when driving straight ahead and afterwards occurred in curves. When
examining the distances to the road markings in curves, it was found that the effect is even
more visible in curves that are, by definition, sharp.

There is a lateral oscillating movement of the vehicle in its lane
When the LCA system of the vehicles is activated, lateral oscillating movement of the vehicle
in the lane is present. This movement happens on straight sections of the road as well as in
curves. The oscillation was first detected on straight sections of the road, where it is repre-
sented by two peaks in the lateral distance distribution to the lane markings for the left and
right distance. Then the movement was detected in curves as well. It is noticeable that in
curves, the proportion of data points where the vehicle moves around this second peak is in-
creased. This increase means that the vehicle drives at the second distance to the lane mark-
ings for a longer time, or the frequency with which the lateral movement occurs is raised. This
observation applies particularity to light left curves and is less pronounced in curves that we
claim as sharp.
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6.4. Characteristic longitudinal driving manoeuvre
The following example presents the general results for the longitudinal car-following be-
haviour of five vehicles equipped with the same ACC system. The velocity ramp of the lead-
ing vehicle of a platoon, Vehicle 1 is predetermined, and the same ACC system controls all
following vehicles, Figure 7.1. The figure also presents the time-headway between the first
three vehicles. Vehicle 1 drives with a speed of 10m/s, then it increases its speed twice by 10m/s

in a period of 15s respectively. After a phase without acceleration, the leading vehicle brakes
twice. It reduces its speed by 10m/s in a period of 10s respectively until it reaches the final
speed.

Firstly, the driving behaviour of the following vehicles is modelled with the CTG Spacing
Policy specified in (3.4) and coupled with a first-order vehicle model specified in (3.9). The
results of this simulation are presented in Figure 7.1a. The used calibration parameters are
τh = 2s, λ = 0.41/s and τ = 1s. The acceleration is limited to the thresholds provided by ISO
15622. Visible are the occurring speed overshoots, which are higher for deceleration phases
than for acceleration phases. It is also noticeable that the time-headway error2 is speed de-
pended as it is less high for speed changes in the lower speed range than for higher speeds.
This observation applies to brake and acceleration manoeuvres and is indicated by the higher
peaks in the time-headway signal.

Secondly, a VTG spacing policy is implemented regarding the noticed time-headway shift
at high velocities mentioned in Chapter 5. The default time-headway values are changed
as τh = −0.04 v + 2.73, derived from the North-Holland ACC experiment. All other calibra-
tion parameters remain the same. It is striking that the overshoots in velocity are less severe
during deceleration manoeuvres than during acceleration manoeuvres. Besides, the time-
headway overshoot3 is higher in deceleration manoeuvres than in acceleration manoeuvres.
Dependence of the time-headway overshoot on the driven speed is present as well. In the
lower speed range, the overshoots are more prominent.

Finally, the estimated transfer functions from the North-Holland ACC experiment for ac-
celeration manoeuvres and the Southwest experiment for deceleration manoeuvres are im-
plemented, referring to Chapter 5. Figure 7.1c presents the results. At a time of 130 seconds,
the use of the acceleration transfer function ends, and the deceleration transfer function is
activated and used until the end of the simulation. The simulation uses saturation of accel-
eration regarding ISO 15622 as well. Remarkable is the amplifying velocity of the vehicles
downstream. Especially velocity increases in the lower speed range lead to high overshoots.
For deceleration phases, the amplifying overshoots lead to instability of the vehicle platoon.
The time-headways also show this instability. By adding up the amplifying values, the time-
headway errors increase. This increase of the time-headway shows that the estimated trans-
fer functions can help to understand the acceleration and deceleration behaviour of the ve-
hicles but are not sufficient to model the whole car-following behaviour. A precise model has
to take the time-headways for steady driving phases additional into account.

Since in this thesis only global phenomena were described, which are present during the
activation of a LCA system, and not the control strategy the LCA system follows, no simulative
comparison of the results can be provided. Nevertheless, the discovered global lane deviation
towards the left lane side is already a very pictorial result

2Deviation from the default setting (1s)
3Overshoot because here the default value is changed
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Figure 6.1: Comparison of the CTG with the VTG spacing policy and the estimated transfer functions
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6.5. Research limitations
As with any scientific work, there are limitations to this research. They are discussed here-
inafter.

• For all specified driving conditions, whether they are described as stable, sustained sta-
ble or accelerated, the influence of the human driver must be avoided. In data-sets in
which the system state of the ACC or CACC is classified, it is easy to detect human in-
tervention. In data sources that do not contain this information, the present research
uses different approaches to exclude situations of human intervention for evaluation.
This concerns mainly the Ispra experiment.

• Due to the unique data acquisition of each experiment, their comparability is limited.
Some data sources are not suitable for one analysis but for another. Regardless of ev-
ery effort made to show comparable situations within the data-sets, we had to make
assumptions, for example, for the vehicle environment and environmental influences.
A genuinely accurate comparison of different ACC systems for automated driving can
only be guaranteed by using the same unified test for all vehicles.

• Since no uniform test is performed to evaluate acceleration and deceleration manoeu-
vres, the descriptions of the phenomena caused by these manoeuvres, e.g., speed over-
shoot of the following vehicle or the settling time for the speed, differ widely for the data
sources considered. Differences in the speed ramps and temporary drops or increases
of the vehicle’s acceleration that are not excluded by the manoeuvre definition lead to
different speed outputs. This effect is because there are infinite ways to connect two
points in a velocity-time diagram. For this reason, the estimation of transfer functions
is better suited to classify the system responses to acceleration and deceleration inputs
instead of the description of phenomena.

• For the estimation of the transfer functions, approaches are chosen, which show high
results of the fitting accuracy of more than 85% each. It is not the aim of this research
to classify the ACC systems used in their entirety and to cover all the subtleties of the
control strategy. Hence, the ACC system is a SISO black box. It should be mentioned
that the use of other approaches for the estimation of transfer functions can provide
even higher fitting results.

• This research is limited in the field of infrastructural interaction of the vehicle as only
one suitable data-set is evaluated. The considered data showed a clear trend, but it
is of further interest whether other vehicles of other brands behave in the same way.
Furthermore, this research only focuses on phenomena caused by automated driving
with LCA systems, instead of investigating the control strategy to obtain more generic
and reusable results, as it is the case with ACC and CACC systems.
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6.6. Recommendations and next steps
The research field of automated driving will prospectively increase in the next years. Research
that connects to the results of this work could include the following subjects. Possible next
scientific steps are divided for longitudinal and lateral automated vehicle movement.

Longitudinal vehicle dynamics:

• Investigate the connection of the estimated transfer functions and the ACC and CACC
control system. Try to fit the dynamic CTG ACC control parameters λ and τ to the
estimated transfer functions and investigate how the differences in acceleration and
deceleration behaviour can be implemented in the controller.

• A possible next step can be to study the threshold and response times of the systems.
For this purpose, uniform test manoeuvres are essential to determine the exact times
for leader and follower actions. A detailed knowledge of these reaction times is of high
interest for traffic planning and safety assessments.

• A cross-correlation study, taking into account vehicle dynamics quantities such as en-
gine power and vehicle mass, can be conducted to make predictions about the be-
haviour of the ACC system when implemented in different vehicles. Thus, the longi-
tudinal behaviour of a vehicle can be predicted even better.

Longitudinal vehicle dynamics:

• A goal for further research is to find more suitable data-sets to prove or debunk the
general hypothesis that LCA systems drive the automated vehicle on the left side of the
road rather than exactly in the middle.

• In addition, future research can investigate the performance of different LCA systems
in the same test environment and find out what differences exist when performing the
same driving manoeuvres. Possible identification tests could be trajectory return or an
open loop circular driving test following ISO 4138:2012.

• Further investigations of the LCA control strategy and influencing parameters, in par-
ticular by feed-forward road curvature estimation and linking the results with driving
performance tests, are also a possible field for further research.

• If further details concerning the LCA control strategy are revealed, the oscillating vehi-
cle movement in its lane, as shown in this thesis, can be further investigated. Especially
the occurring frequencies are of interest as well as whether there are differences in the
occurrence of the oscillation in curved and straight road sections.



Acronyms and Abbreviations

ACC Adaptive Cruise Control

ADAS Advanced Driver Assistance Systems

ADA Advanced Driver Assistance

AVs Automated Vehicles

AV Automated Vehicle

CACC Cooperative Adaptive Cruise Control

CSG Constant Space Gap

CTG Constant Time Gap

D2CL Distance to Centre Line

EDF Empirical Distribution Function

FFC Feed Forward Controller

FFT Fast Fourier Transformation

FD Fundamental Diagram

FOT Field Operational Test

FOTs Field Operational Tests

GPS Global Positioning System

HMI Human Machine Interface

IDM Intelligent Driver Model

IO Input-Output

LCA Lane Centering Assistant

LKS Lane Keeping System

LKA Lane Keeping Assistant

LIDAR light detection and ranging

MLIT Ministry of Land, Infrastructure, Transport and Tourism

OEM Original Equipment Manufacturers

ODD Operational Design Domain

SFC State Feedback Controller
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SISO Single Input Single Output

SRQ sub-research questions

TF Transfer Function

VM Vehicle Model

VTG Variable Time Gap

V2V Vehicle to Vehicle

V2I Vehicle to Infrastructure
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Data sets for longitudinal vehicle dynamics

Province Noord-Holland Prius experiment

Location: Noord Holland, The Netherlands
Institution: TNO
Date: 15 February 2019
Contact person: Simeon C. Calvert
Documentation: [54]
Derived articles: [11]
Used System: ACC and CACC
Test environment: Public road
Short description: This field operated test is focusing on inter vehicle movement,

V2V communication as well as on V2I communication. The
used vehicles where seven Toyota Prius equipped with the Toy-
ota ACC system and an by TNO developed CACC system.

European Commission Joint Research Center Ispra ACC experiment

Location: Ispra, Italy
Institution: European Commission Joint Research Center
Date: 2018
Contact person: Michail Makridis
Documentation: To be searched
Derived articles: [66] [65]
Used System: ACC
Test environment: Test track
Short description: This field operated test is focusing on inter vehicle move-

ment. The used vehicles where one Fiat and one BMW booth
equipped wit a on board ACC system. The BMW is following
the human driven Fiat.
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Vanderbilt ACC string stability experiment
Location: Southwest, USA
Institution: Vanderbilt University
Date: 2019
Contact person: George Gunter
Documentation: [36]
Derived articles: [36]
Used System: ACC
Test environment: Public road
Short description: This experiment assess the string stability of several newer

date model year adaptive cruise control ACC equipped vehi-
cles. The research analyzes seven distinct vehicle models us-
ing data collected from more than 1900 kilometer of driving in
a car-following constellation with ACC engaged by the follow-
ing vehicle.

Data sets for lateral vehicle dynamics
Shubhams Data set i have to find the proper name

Location: Amsterdam, The Netherlands
Institution: Royal HaskoningDHV, TU Delft
Date: 2019
Contact person: Shubham Bhusari
Documentation: [7]
Derived articles: [24]
Used System: LKA
Test environment: Public road
Short description: This experiment assess the position of a vehicle in a test drive

both on motorways and in cities. The used vehicle is a Tesla
model s whose autopilot is permanently activated. When the
vehicle asks the driver to take over, the driver only intervenes
briefly.
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