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Abstract

Estuaries have always been important for mankind and therefore it is essential to have a good under-
standing of the flow and sediment dynamics there. The goal of this thesis is twofold. One objective is
to use an existing model to gain a more thorough understanding of the flow dynamics in an estuary.
The second objective is to extend the model such that it can also compute the suspended sediment
concentration in a cross-section.

The equations governing the flow dynamics are the shallow water equations. The advection-diffusion
equation governs the sediment dynamics. To compute the flow and suspended sediment concentration
in a cross-section, conditions are assumed to be uniform in the along-channel direction.

To solve the equations a coordinate transformation is applied first. After the transformation, the
cross-section of the channel is represented in the computational domain by a rectangle. In the vertical
direction, an eigenfunction expansion is used with eigenfunctions derived from a special case of the
Sturm-Liouville eigenvalue problem. In the horizontal direction, derivatives are approximated with a
central finite difference scheme. In the frequency domain, variables are expressed as the sum of tidal
components. The Galerkin method is applied in both the vertical direction and the frequency domain
to optimise the weight functions for every location along the transect. The system obtained with the
Galerkin method is solved using Newton-Raphson iterations and an LU-decomposition. To find the
distribution of the erosion coefficient corresponding to a morphodynamic equilibrium, a time integration
method is used.

The effect of several parameters on the advective contribution to the cross-channel flow is system-
atically investigated. The results show that the steepness of the bottom slope affects the magnitude
of the advective contribution to the residual lateral flow. For a steep bottom slope the contribution is
large and for a gradual bottom slope the contribution is small. The curvature of the channel strongly
affects the total cross-channel flow, depending on the magnitude of the radius of curvature, but hardly
affects the flow caused by advection. The lateral density gradient can largely affect the cross-channel
flow. Especially, the amplitude of the M, tidal component of the density gradient affects the advective
contribution to the flow. Both the magnitude and characteristics of the advective contribution change
when the amplitude of the M, tidal component of the density gradient is varied. The phase of the M,
tidal component of the density gradient hardly affects the cross-channel flow and advective contribution
of the flow.

Measurement data of a cross-section of the Ems is compared with a simulation of this situation. The
magnitude of the lateral flow is similar for the measurements and model results but there is a difference
in the direction of the flow in the upper part of the water column. This deviation could be caused by
the description of the free surface. In the measurements there is a time-varying thickness of the water
column whereas the rigid lid assumption is applied in the model. However, other differences between
the simulation and the actual situation could have contributed to a deviation between the measurements
and model results as well.

The results for the sediment module show that the model works as expected for a prescribed erosion
coefficient and for computing the erosion coefficient in morphodynamic equilibrium for situations with
only diffusive transport. For simple situations the analytical solution is approximated and for more
complicated situations the results agree with the physical intuition. The main recommendation for
further research is to investigate how the model can be extended such that it is also possible to compute
the erosion coefficient in morphodynamic equilibrium for situations with both advective and diffusive
sediment transport.
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Introduction

This introduction is divided into four sections. In the first section some background information is given
concerning estuaries and the water motion and sediment dynamics in these systems. This is followed
by an overview of relevant previous research in Section 1.2. Next, the goal and research questions of
this thesis are presented in Section 1.3. The last section outlines the structure of this thesis.

1.1. Background

1.1.1. Estuaries

An estuary is a body of water with one or more rivers flowing into it and an open connection with a sea
or ocean [29]. Examples of estuaries in the Netherlands are the Western Scheldt (the mouth of the
Scheldt river) and the Ems-Dollard (the mouth of the Ems river). Due to the open connection with the
sea, the flow in an estuary is influenced by both tide and a river discharge. Because an estuary is a
transition region between a river with fresh water and an ocean with salt water, the concentration of
salt in the water strongly depends on location and time. Further from the ocean there is generally less
salt in the water than closer to the ocean. Moreover, at the same location the concentration salt will
typically vary during a tidal cycle. Figure 1.1 shows a schematic illustration of an estuary.

river
discharge

.
head

et

fresh water

Figure 1.1: A schematic visualisation of an estuary. In this figure, the ocean is located on the left and the river on the right. The
water originated from the ocean and the river mix in the estuary. Reprinted from [21].

Estuaries have always been important to mankind for various reasons. Many ports are located in
estuaries and a large portion of the worlds fishery takes place in estuaries. Moreover, they are used
for trade, transportation, recreation and when moving in the landward direction, estuaries can be a
source of fresh water for irrigation and drinking water. Furthermore, estuaries are ecosystems with a
great diversity of life [14]. These benefits of estuaries make it valuable to thoroughly understand the
dynamics of flow, salinity, sediment and other constituents in estuaries. This thesis will focus on the
water motion and sediment dynamics in estuaries.
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1.1.2. Water motion

Estuaries are complex systems and the water motion in an estuary is affected by a large number of
processes. Due to the river inflow and the open connection with sea, the flow dynamics is affected by the
river discharge and the tidal prism (tidal volume of water entering and leaving the estuary during a tidal
cycle). The mixing of fresh and salt water also leads to a salinity distribution which affects the density
gradient in an estuary. The density gradient is also a forcing of the flow. Moreover, meteorological
effects such as the wind can affect the flow in estuaries. The rotation of the earth contributes to the
forcings of the flow due to the Coriolis effect. The topography affects the flow as well depending on
properties such as the curvature of the estuary, bathymetry, water depth and more [7]. Identifying and
investigating each of the contributions helps to understand the dynamics in estuaries more thoroughly
and to make more accurate models for the flow in estuaries.

The observed motion of water results from a complex interaction of numerous three-dimensional
mechanisms. This implies a three dimensional model is necessary to fully describe the water motion.
However, these three dimensional models are difficult to analyse. To gain more fundamental knowl-
edge, one can assume as a first step that the flow is homogeneous in one direction, resulting in a two
dimensional model. In this thesis it is assumed that the estuary is homogeneous in the longitudinal
direction, such that the focus is on the dynamics in a cross-section.

1.1.3. Sediment

Sediment is transported by the water, originating from both the river and the ocean. As a result of
erosion, sediment particles can be suspended in the water, there they are transported along with the
flow. Finally, due to gravity the sediment particles settle on the bed again. After deposition of sediment
particles, this cycle can start over again. This means the distribution of sediment is mainly determined
by the flow, the properties of the sediment grains and the availability of sediment at the bottom.

In many estuaries, there are locally large concentrations of sediment present. These elevated
sediment concentrations are caused by a combination of physical and chemical processes [20]. The
high amounts of sediment can cause siltation which is a problem for harbours and navigation channels
[7]. Sediment can also cause ecological problems because sediment particles are often carriers of
substances which can be polluting [7]. To prevent siltation and ecological problems, it is essential to
have models that can predict where these areas with high sediment concentrations will be located.

1.2. Literature

To simulate the flow and sediment dynamics in estuaries, one can resort by complex numerical mod-
els such as ROMS [10], Delft3D [19] or TRIWAQ [26]. These are convenient for simulating realistic
situations but they are less suitable for identifying the contribution of specific processes due to their
complexity. Furthermore, these models are not developed to focus on cross-sections. Therefore,
idealised models are developed, which are often analytical or use a combination of analytical and nu-
merical techniques. These are especially suitable for investigating individual forcing mechanisms in
idealised geometries.

Wong [32] was one of the first to develop an analytical model to study individual contributions to
the flow in a cross-sectional model. In this study Wong found that both density gradients and local
wind forcing can generate lateral variability in along-channel flows. Friedrichs et al. [8] developed an
analytical model, that included the influence of density gradients, river discharge, sea-level variations
and wind on the along-channel flow. Kasai et al. [15] focussed on the effect of the earths rotation on the
along-channel flow. They concluded that Coriolis deflection can be an important factor in determining
the flow pattern. The work of Kasai et al. is further extended by Valle-Levinson et al. [27] to include,
among others, arbitrary bathymetries.

Using perturbation methods, Huijts et al. [11] extended these models to include sediment dynamics.
They developed a model to investigate the effect of cross-channel density gradients and Coriolis forc-
ing on both flow and sediment distribution. They concluded that the Ekman number determines which
of these two processes is dominant. In Huijts at al. [12] the model is extended and used to examine the
contribution of horizontal density gradients, tidal rectification processes, river discharge, wind, chan-
nel curvature and Coriolis deflection on both along-channel and cross-channel residual flows. Each of
these contributions could be quantified and density-gradients were again identified as the most impor-
tant contribution. They also concluded that the tidal rectification processes are crucial to the transverse
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structure of the flows, because they lead to asymmetric distributions for relatively large tidal velocities
or relatively steep and narrow channels. By Schramkowski et al. [22] the model in [11] was extended
to investigate the effect of a partial slip bottom boundary condition on the cross-channel flow and sedi-
ment distribution. They found that there is only one maximum in the sediment distribution for a no-slip
condition, whereas there are two maxima when a partial-slip condition is used. By Huijts et al. [13]
the model in [11] was extended to include tidal variations in the density gradient, resulting in double
circulations in the cross-channel flow profile.

In the analytical models discussed so far, the contribution of advection is assumed negligible.
However, Lerczak and Geyer [18] and Cheng and Valle-Levinson [4] investigated the contribution of
cross-channel advection with numerical models and concluded that advection can play an important
role in the lateral circulation in weakly stratified estuaries [18] and in estuaries with a varying lateral
bottom slope [4].

This motivated Yang et al. [33] to extend the model of Huijts et al. [11] to include advective transports
in a perturbative approach, as well as more tidal components. With this extended model they explored
the effect of the joint action of the M, and M, tidal flow, residual flow and spatial settling lag on the
lateral entrapment of sediment. They found that the incorporation of M, tidal flow and spatial settling
lag leads to an extra region of sediment trapping besides the region of sediment trapping caused by
advective transport.

Zitman and Schuttelaars [34] developed a cross-sectional model for the water motion in which the
advective contributions are taken into account at leading order. This model allowed for a decomposition
of the various contributions of the water motion such as discharge, Coriolis forcing and curvature.
Zitman and Schuttelaars concluded that advective and diffusive contributions have a noticeable effect
on both the along-channel and cross-channel flow. They found that the relative importance of the
along-channel advective forcing and cross-channel diffusion depends on the local characteristics of the
lateral bottom profile. The model by Zitman and Schuttelaars [34] only considered the water motion. In
this thesis this model is extended to include the sediment dynamics in a cross-section.

1.3. Research goals

As mentioned in the literature overview in the previous section, this project is based on the model de-
veloped by Zitman and Schuttelaars [34]. The goal of this project is twofold. The first objective is to
use the existing model to gain a more thorough understanding of the flow dynamics in an estuary. In
previous research often the contribution of advection is neglected, even though it can be an important
influence on the lateral flow. To gain more understanding of the flow caused by advective contributions,
simulations are performed with special attention for the effect of parameters on advective contributions.
The second objective is to extend the model such that it can also compute the suspended sediment
concentration in a cross-section. Because it is also required that the contributions of individual mech-
anisms can be quantified, this will contribute to gaining a better understanding of sediment dynamics
in estuaries.

Six research questions are formulated to achieve these two goals. The first four concern the in-
vestigation of the advective contribution to the flow. The last two research questions apply to the de-
velopment of the model extension to incorporate the suspended sediment dynamics. These research
questions read:

1. What is the effect of the bottom slope on the advective contribution to the cross-channel residual
flow profile?

2. What is the effect of the channel curvature on the advective contribution to the cross-channel
residual flow profile?

3. What s the effect of the lateral density gradient on the advective contribution to the cross-channel
residual flow profile?

4. Can the model reproduce the cross-channel residual velocity profile in measurements of the Ems
in [24]?

5. Can the model be extended to incorporate the computation of the suspended sediment concen-
tration for a prescribed erosion coefficient?
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6. Can the model be extended to include the computation of the erosion coefficient corresponding
to a morphodynamic equilibrium?

1.4. Outline

Following this introduction, Chapter 2 describes the equations and boundary conditions used to model
the water motion and sediment dynamics. This chapter first contains the equations for the flow and then
the equations for the suspended sediment concentration. Next, Chapter 3 discusses how the governing
equations are solved in the model. Subsequently, Chapter 4 presents the results for the model, this
section is subdivided in results for the flow and results for the suspended sediment concentration.
Last, Chapter 5 contains the conclusion of this thesis by answering the research questions presented
in Section 1.3. Some recommendations for further research are also given in this chapter. Afterwards
multiple appendices can be found, elaborating on several details in the report.



Model description

This chapter explains the mathematical background of the model. The model is based on the model
presented in [34]. In [34] only flow is computed and sediment is not taken into account. In this project
the model is extended with the option to compute a sediment distribution.

First, the geometry is explained in Section 2.1. Next, the equations describing the flow are discussed
in Section 2.2. Last, in Section 2.3, the equations describing the sediment distribution are discussed.

2.1. Geometry

As mentioned in Section 1.3, the objective of this thesis is to investigate the flow and sediment concen-
tration in the cross-section of an estuary. To focus on the dynamics in a cross-section, it is assumed
the dynamics does not depend on the along-channel coordinate. In Figure 2.1 the geometry of such
an estuary is visualised, this figure is reprinted from [34]. It consists of two side walls and a smoothly
varying bottom. The bottom profile can have any shape in the lateral direction but cannot contain ver-
tical jumps. The channel can be either straight or curved, polar coordinates are a natural coordinate
system allowing for both channels. The cross-channel coordinate is denoted by r, the along-channel
coordinate is denoted by 8 and the vertical coordinate is denoted by z. The 8 coordinate increases
in the seaward direction and when looking seaward the r coordinate increases towards the right. The
vertical coordinate increases in the upward direction, with z = 0 at the undisturbed water level and
z = —H at the bottom.

sed

Figure 2.1: A sketch of the geometry of an estuary. Polar coordinates are used with 8 pointing seaward and r pointing to the right
when looking seaward. The bottom profile is arbitrary in the cross-channel direction and uniform in the along-channel direction.
Reprinted from [34].
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2.2. Dynamics of the flow

2.2.1. Governing equations

The flow is described by the shallow water equations. These are derived from the continuity equation
and the Navier-Stokes equations in Appendix A. Several assumptions are made to derive the shallow
water equations. First, the Boussinesq approximation is applied. This is the assumption that realistic
temperature and salinity variations only lead to small variations in the density and the effect of these
variations is only significant in the gravitational term [25]. Therefore, the density is assumed to be
constant in all terms except the gravitational term.

Next, it is assumed the vertical scales are much smaller than the horizontal scales, this is called the
shallow water assumption [30]. For example, the water depth must be much smaller than the width of
the estuary.

Furthermore, the the rigid lid approximation is used. The rigid lid approximation uses that surface
displacements are small compared to the water depth. As a consequence, variations in the surface
level are ignored but the pressure gradient due to these variations is not neglected [9].

The goal of this project is to compute the flow and sediment concentration in a cross-section, which
is assumed to be uniform in the along-channel direction. Because along-channel uniformity is assumed,
the derivatives of the flow velocities with respect to 8 are equal to zero in the equations. After apply-
ing along-channel uniformity on the result of Appendix A, transforming this to polar coordinates and
assuming the atmospheric pressure to be constant, the governing equations read,

du, 4 u, 4 u, 9 f 4z +A a du, +A 10 du, 21
ot gy THeTg, TYYe g PP A =l Ly )
Jug Jdug Jug Uy g f 1dp 6{ 6 aug 10 Jug
ot Wy teg tyrt—/— = Do rOBdZ 97t ¢ nrar\"or
(2.2)
ur  Oup | Ouy
o + P =0. (2.3)

The flow velocities are denoted by u,, ug and u, for the cross-channel, along-channel and vertical
velocity, respectively. In the above expressions, y is the Coriolis parameter, g is the gravitational ac-
celeration, p is the fluid density, p, is the reference density and ¢ is the surface level elevation. The
horizontal eddy viscosity is denoted by A;,. The vertical eddy viscosity is written as A, ¢ with ¢ a shape
function and A,, a parameter indicating the strength of the vertical eddy viscosity. To obtain the param-
eters for the eddy viscosity, various turbulence models can be used [3]. Generally, more complicated
turbulence models result in more sophisticated models but also make it harder to solve the system of
equations. Here, A; and A, are taken time and space invariant. The normalised shape function is pa-
rameterising the profile of the vertical eddy viscosity. This profile is time invariant and does not depend
on the horizontal coordinate. The vertical shape of ¢ is parabolic, this is a common assumption for tide
dominated estuaries [17]. The density gradient of the water is determined by the salinity S, which is a
diagnostic quantity in this model.

To obtain information about the tidal properties of the flow and sediment distribution, the model equa-
tions are solved in the frequency domain. Consequently, all time-dependent variables are described
as a sum of tidal components. In this thesis My, M, and M, contributions are included.

2.2.2. Boundary conditions
Naturally, boundary conditions are required so solve the system of equations. At the two side walls and
the bottom a no-slip condition is applied, this means the velocity directed parallel to the boundary is
zero at these boundaries. Moreover, it is assumed the velocity normal to the boundary is zero since the
water cannot flow through the boundaries. As a consequence, all velocity components must be zero at
the side walls and the bottom. Since the rigid lid approximation is used, u, is also zero at the surface.
A wind shear stress acting on the water surface determines the vertical gradient of the horizontal
flow velocity at that surface, according to

aur Tw,r auG Tw,0

(2.4)

)

"oz Po voz Po
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In all cases studied in this thesis, the effect of wind is not included, requiring the surface velocity gra-
dients to be zero as a boundary condition.
By integration of the continuity equation (2.3) over depth and using the boundary conditions, one

finds that,
0

f u,dz =0, (2.5)
-H

at every point along the transect. In other words, the cross-channel water flux must be zero everywhere.
The derivation of this condition can be found in Appendix B. This condition is used to compute the
cross-channel surface slope.

Finally, there is a condition regarding the discharge,

w .0
f f ugdzdr =gq. (2.6)
o J-H

Here q is the total discharge, which is the sum of the river discharge, assumed constant in time, and
the tidal discharge, which is periodic in time and may consist of different tidal components.

In the model, either the discharge or the longitudinal surface slope must be prescribed. For a
prescribed discharge, a suitable surface slope is computed such that the flow matches the assigned
discharge following condition (2.6). On the other hand, when the surface slope is prescribed, the
corresponding discharge is computed using condition (2.6). The cases studied in this thesis all have a
prescribed discharge.

2.2.3. Decomposition of the flow field

To analyse and understand the dynamics of the flow field, it is useful to decompose the velocities in
contributions from individual mechanisms. To do this, the horizontal velocity components are written
as the sum of velocities caused by individual forcings,

=D, ug= ) gy @7)

l l

with i indicating a specific forcing and u,.; and uy ; the velocities resulting from this forcing.

The mechanisms that are considered in this report are Coriolis deflection, advection, curvature,
density gradient, horizontal diffusion and discharge.

Each mechanism, except the discharge, results in two forcings, one for the cross-channel direction
and one for the along-channel direction. In Table 2.1 the forcings and discharge corresponding to the
mechanisms are tabulated.

To find the contribution to the flow associated to a specific mechanism, first the flow field has to be
computed with the fully non-linear model. Next, the forcings defined in Table 2.1 are computed using
the results obtained with the model. Finally, the contributions u, ; and ug ; are computed by solving the
following equations,

aur,i 6( 0 6ur_l- _
Ou,g_i 1 6{ d aUQ’l' _

ot +g[;% i_Av£(¢ EP >_Gi- (29)

w .0
J j u@,i dzdr = Qi, (210)

0 -H

0
f u,;dz = 0. 2.11)

—h

For the velocity corresponding to each forcing mechanism the same boundary equations are used as
in the model. This means at the bottom w,.; and uy; must be zero and at the surface the derivative of
u,; and ug; with respect to z must be zero as well.

Similar to the velocities, the surface slopes are also written as the sum of surface slopes caused
by individual forcings. The along-channel surface slope caused by an individual forcing is computed
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such that equation (2.10) holds for the velocity and discharge corresponding to the same forcing. The
cross-channel surface slope for an individual forcing is computed such that (2.11) holds for the velocity
caused by that forcing.

Table 2.1: The mechanisms that are distinguished to affect the flow field and their corresponding cross-channel and
along-channel forcings and discharge.

Mechanism Cross-channel forcing (F;) Along-channel forcing (G;) Discharge (Q;)
Coriolis deflection —YUug yu, 0
. ouy ou, dug dug
Advection Uy ar +u, 22 urW + uzg 0
2
Curvature ] Zotr 0
r r
i i 9 (0% g 9 (0100 g
Density gradient o /, 5, dz )z 73642 0
. . . 10 ou, 10 dug
Horizontal diffusion _Ah?E (r P ) —Ah;g (r?) 0
Discharge 0 0 q

2.3. Dynamics of suspended sediment

2.3.1. Governing equation

The suspended sediment dynamics is governed by an advection-diffusion equation. Along-channel
uniformity is assumed and no sinks or sources in the water column are included, similar to the sediment
mass balance equation in [11]. The governing equation for sediment in polar coordinates reads,

6c+ 6c+( )6c_D6 dc +D10 dc 212
ot Ty T W) G = Do\ Py ) 05 T ) (2.12)
In the equation above, c is the suspended sediment concentration, wy is the settling velocity and D,

and D, are the vertical and horizontal eddy diffusivity coefficients, which are chosen to be equal to their
eddy viscosity counterparts.

2.3.2. Boundary conditions

The boundary conditions for sediment are different, compared to the conditions for the flow. The bound-
ary conditions for this model are similar to the boundary conditions used in [11]. Since sediment cannot
move through the side walls, the flux must be zero at those boundaries. As a consequence, the hori-
zontal advective and diffusive transports must balance at the sides:

dc
urc—Dha = 0. (2.13)
Because u, is zero at the side walls, this simplifies to
g¢ =0. (2.14)
ar

No flux of sediment is allowed through the free surface, resulting in,

dc
—wsc—D,,qu =0, (2.15)

showing that the settling flux and diffusive flux must balance.
At the bottom, the diffusive flux normal to the bed is related to the erosion of sediment from the bed:
dc dc WsPs

E= _Dhanr - Dv(:b&nz = p0g' Ds |Tpla(r). (2.16)
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Here, p; is the sediment density, p, is the water density, g’ the reduced gravity which is defined as
g = g(ps — po)/po, Ds is the characteristic grain diameter and a(r) is the erosion coefficient. The
outward pointing unit vector n = (n,,, n,) reads,

o\ —1/2 o\ —1/2
_dH 1 dH _(4 dH 217
= + dr Mz =\ dr ’ (2.17)
and the bed shear stress is given by
oot | 2] = potns [(22) 4 (22 2.18
6] = Po v¢£—l)o 0] a7 rrk (2.18)

evaluated at z = —H. an
When the bottom slope is small, o < 1, n, = 0 and n, = 1, simplifying the bottom boundary

condition to,
dc  wsps
—Dyp— = . 219
w3, = Fope 1) (2.19)
One can prescribe an arbitrary function as the erosion coefficient and then use the model to compute
the corresponding suspended sediment concentration in the cross-section. However, it is also possible

to find the erosion coefficient corresponding to an equilibrium, this is discussed in the next section.

2.3.3. Morphodynamic equilibrium
Typically, the sediment availability changes on a time scale much larger than the tidal timescale but
much smaller than the time scale over which river discharge or tidal amplitude change. Therefore, it
can be assumed there is no mean evolution of the bed on the short timescale, this is called a mor-
phodynamic equilibrium. For this equilibrium it is necessary that the averaged deposition and erosion
of sediment balance. This can be achieved by prescribing an erosion coefficient a(r) such that the
divergence of the transport vanishes.

The erosion of sediment normal to the bed is given in equation (2.16). The deposition of sediment
normal to the bed is defined at z = —H by

D = wgc n,. (2.20)
To have a morphodynamic equilibrium, the tidally averaged erosion and deposition should be equal, so
(D) —(E) = 0. (2.21)

The angle brackets denote tidal averages.

This morphodynamic equilibrium condition can also be expressed as a balance between advective
and diffusive transport of sediment. This condition can be obtained by the same approach as taken in
[11]. First integrate equation (2.12) over depth, then apply Leibniz rule. Next, the boundary conditions
from Section 2.3.2 and the relation in equation (2.21) are used. The step by step derivation can be
found in Appendix C. The final result is

’ 0,2 4z = 0 2.22
f_H(urC)— h, dz=0, (2.22)

for every r. This is equivalent to stating that the total tidally averaged lateral sediment transport must

be zero because this is defined as,

0
Ttor = f_ H(w) - Dh% dz. (2.23)

The total transport can be subdivided into the M, advective transport, the M, advective transport,

possibly transports for higher tidal components and the diffusive transport. The tidally averaged lateral
transports for M, M, and diffusion are defined as,

0
Ty, = f g, (2.24)
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0
TMZ = J‘ (ur’Mz CMZ) dZ, (225)
-H

Tyip = J ’ _p, % 4, (2.26)
)y or

Summed these transports approximate again T;,; up to the M, tidal component.

In a morphodynamic equilibrium, the erosion coefficient is constant because the tidally averaged
lateral transport is zero. If the divergence of the lateral sediment transport is positive at a location, the
erosion coefficient decreases there, whereas a negative divergence of the lateral sediment transport
results in a higher erosion coefficient at that point. This relationship can be expressed as

da

i =V Tiot- (2.27)
In Section 3.7 is explained how the time evolution of the erosion coefficient is used to find the erosion
coefficient corresponding to a morphodynamic equilibrium. Note that % does not represent the actual
derivative of a with respect to the physical time t since a is not a time-dependent variable. In this
expression t indicates a kind of pseudo time which allows to use a time integration method to find a(r)
in morphodynamic equilibrium.

The morphodynamic equilibrium condition results in a specific spatial distribution of the erosion

coefficient, which is determined up to a multiplication constant. This additional constant follows from
prescribing the total amount of sediment, available for erosion, in the cross-section:

1fB (rd (2.28)
- a(r)dr =a,, .
B Jo

with a, the reference value.



Solution Methods

In the previous chapter the model equations were presented. This chapter explains how these equa-
tions are solved in the model. To solve the equations, a further developed version of the method in [34]
is used.

In the model the equations for the flow and concentration are solved consecutively, assuming that
spatial variations in the suspended sediment concentration have a negligible effect on the flow pattern.
First, the flow is computed, afterwards the obtained flow velocities are used to find a solution for the
concentration equation. If the discharge is prescribed, the computation of the flow consists of two
nested loops. In the inner loop, the shallow water equations are solved simultaneously based on an
estimate for the along-channel surface slope. In the outer loop, the estimated along-channel surface
slope is adjusted to obtain the prescribed discharge.

To find the concentration for a morphodynamic equilibrium, an iterative process is also required. In
this iteration process the value of the erosion coefficient is varied to obtain the one erosion coefficient
corresponding to a morphodynamic equilibrium. The iterative processes are schematically visualised
in Figure 3.1.

The first sections of this chapter cover solving the model equations. In the last two sections the
iterative procedures to obtain the correct discharge and erosion coefficient are discussed.

Compute new
bottom slope

Mewton-Raphson
iterations

Initial guess
for bottom
slope

Compare with
prescribed
discharge

inal flow and bottom
slope

Compute flow and
discharge

- Compute . ) )
Initial gquess concentraptinn and Compare with Final concentration
for erosion new erosion previous erosion and erosion
coefficient . - coefficient coefficient

coefficient

Figure 3.1: Schematic views of the iterative processes to obtain the flow (upper flow diagram) and concentration (lower flow
diagram).
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3.1. Computational grid

The number of grid points affects the accuracy of the results but also the computational time and
storage space that are required. In the radial direction L grid points are used. In this report the default
value of L is 301 but when for example computing the flow for a steep bottom profile, it is necessary
to increase L. In the vertical direction, an eigenfunction expansion is used. The eigenfunctions are
obtained numerically on a grid with 10001 points. In both the radial and vertical direction the grid points
are uniformly distributed, so the distance between two neighbouring grid points is constant over the
whole domain.

To solve the model equations (2.1), (2.2), (2.3), (2.5) and (2.12) several steps are taken. First, the
cylindrical coordinate system (r, 8, z) used in the physical domain is mapped onto a system (¢, 6, o),
in which the coordinates ¢ and ¢ are defined such that the concerned cross-section of the channel
is represented by a rectangle in the computational domain. The details of this transformation can be
found in Appendix D, the transformed model equations are also given in this appendix.

3.2. Vertical series expansion
In the vertical direction, an eigenfunction expansion is used to express the variables u,., ug and c. This
means a variable is expressed as the sum of eigenfunctions multiplied by weight functions. For u,., uy

and c, this results in,
M+N

6§00 = ) Un(&Ofn0), (3.1)
m=1

M+N
U608 = ) V(& Ofm(E,0), (3.2)
m=1

M+N

0t = ) Cn(EOdn(,0) (3:3)
m=1

with f,,, the eigenfunctions for the flow, d,, the eigenfunctions for the concentration and U,,, V;, and
C, the weight functions. In Section 3.4 is explained how the weight functions are optimised using the
Galerkin method. In this thesis, the eigenfunction expansion is based on the method used in [5]. In this
method a special case of the Sturm-Liouville eigenvalue problem is used to derive the eigenfunctions,

0 Ofm
7 <¢(f, a)%) + AW (§,0) = 0, (3.4)
with o
fm(§,0) = 52, 1) = 0. (3.5)

The 4,, are eigenvalues and w(¢, o) is a weight function. The choice for the weight function affects
the computational effort necessary to obtain the eigenvalues. A specific w(¢, o) that is suitable for this
model was advised by T.J. Zitman. The eigenfunctions of the Sturm-Liouville eigenvalue problem are
orthogonal [2]. Because this case of the Sturm-Liouville eigenvalue problem is used, the vertical mixing
term in the model equations is simplified a lot.

A number of M eigenfunction is determined. For M infinitely large, the exact solution to the equa-
tions would be obtained. To make it possible to compute the flow, a finite value for M is chosen. At both
the bottom and surface boundary the flow cannot be represented when using these eigenfunctions. At
the surface the boundary condition for the eigenfunctions is homogeneous, as a result these eigen-
functions cannot deal with an non-zero wind shear stress. At the bottom the eigenfunctions are zero
and consequently cannot represent the vertical mixing term unless there is a zero pressure gradient,
which is unlikely. This effect is called the Gibbs phenomenon. To deal with these inconsistencies, two
differently defined eigenfunctions are introduced. The number N indicates the number of differently
defined eigenfunctions added to the series expansion. In this model N equals two.

For d,,, the eigenfunctions for the concentration, a similar method is applied to obtain the eigen-
functions. More details about the derivation of the eigenfunctions can be found in Appendix E, the
model equations including the expansions are also given there.
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Itis computationally expensive to compute the eigenfunctions. However, for the same bottom profile
and eddy viscosity distribution ¢, the eigenfunctions are equivalent regardless the other parameters.
Therefore, the eigenfunctions only have to be computed for the first simulation and can be reused
afterwards for multiple simulations with different parameters.

3.3. Frequency series expansion

The model equations are solved in the frequency domain. Consequently, all time-dependent variables
are expressed as a sum of tidal components. The weight functions U,,, V;, and C,, are depending on
both time and lateral location and are therefore expressed as a sum of K tidal components,

K
Un(E,t) = U (&) + Z UL, (6) cos(kwt) + US, (§) sin(kwt), (3.6)
k=1
V(6 0) = Wi (§) + Z Ve (©) cos(kwt) + Vp (§) sin(kwt), (3.7)
K
Cn(6,8) = CRE) + )| C(6) coslkan) + (i €) sinCat). (3.8)
k=1

with K the number of tidal components. If K = 1 only a semi diurnal M,-component would be included,
when K = 2 the M,-component is also included and so on. In this report K = 2. For K infinitely large
the exact solution is obtained. To limit the number of weight functions that have to be solved, K is
chosen equal to two. Therefore, the time-dependent variables in this report are a sum of My, M, and
M, contributions.

Similar to the weight functions for the flow and concentration, all other time-dependent variables are
also expanded as sum of tidal components:

9 10
a( O Z E© cos(kwt) + ES sin(kot), ag HO 4 Z H® cos(kwt) + HS sin(kwt),
r k=1 r k=1
9p © ©) o 1op _ © ©) o
L Py Z P cos(kot) + B sin(kwt),  —S8 =¥ + z Y cos(kwt) + Y sin(kwt),
k=1 k=1

A, = A© Z A9 cos(kwt) + A sin(kwt), D, =D + Z DE cos(kwt) + DI sin(kwt),
k=1 k=1

K
qg=0Q@ + Z Q(C) cos(kwt) + Q(S) sin(kwt), X=X+ Z X( cos(kwt) + X(S) sin(kwt).

The variable y was not introduced yet but is used for the bottom boundary condition of the equation
governing the suspended sediment concentration. The variable is defined as the bed shear stress

divided by the reference density,
2 2
dug Ifbl
) +(52) -2 (3.9)

ou,
x(r,t) = Ay (~H) J ( o

The cross-channel surface slope g—i is computed simultaneously with the horizontal velocities. To
compute the cross-channel surface slope, condition (2.5) is included in the model equations. The
along-channel surface slope %Z—g is computed in the outer loop of the model, this is further explained

in Section 3.6
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After substituting the series expansions in both the vertical and frequency domain, the unknown
physical variables are expressed as,

M+N
w@ot= ) (UVE+ Z Ug(©) cos(kwt) + U (§) sin(kot) | fu (€, 0), (3.10)
m=1
M+N
w0ty = ) (W@ + Z L) cos(kat) + VA sinkot) | fu(E0). (B.11)
m=1
¢ .
=E@ + Y EY cos(kwt) + E® sin(kwt), (3.12)
ar kZ1
M+N
c(€,0,t) = z c) + Z €9, (&) cos(kat) + €O, (&) sin(kwt) |dp(E,0).  (3.13)
m=1

Consequently, there is a large number of unknown weight functions that have to be computed to solve
Uy, ug, = and c. The weight functions are USy, USe), Uy, Vo, Vi, Vi, E@, B9 B, ¢, ¢

mk> “mk> mk» "mk>
and C(S) ,form=1..(M+ N)and k = 1..K. The weight functions, but also the eigenfunctions, are
dlscretlzed in the horizontal direction. The derivatives in the horizontal direction are expressed with
a central finite difference scheme. As a consequence of this discretization, the value for the weight
functions must be computed for every location ¢;. This is done by using the Galerkin method, which is
explained in the next section.

3.4. Galerkin method

The Galerkin method is used to find the value of the unknown weight functions at every location along
the transect. By applying the Galerkin technique on the model equations, a system with the same
number of equations as unknown variables is obtained, which is solved to find the unknown variables.
The Galerkin method involves multiplying the model equations with a set of basis functions and inte-
grating over the corresponding domain. The basis functions must be linearly independent. For a more
extended explanation of the Galerkin method, see [28].

It was already mentioned that the eigenfunctions of the Sturm-Liouville eigenvalue problem are
orthogonal. Since none of the eigenfunctions is constant zero, they are also linearly independent and
can be used as basis functions for the Galerkin method. The functions 1, cos(kwt) and sin(kwt) are
also linearly independent and can also be used as basis functions.

The momentum and concentration equations are first multiplied with the eigenfunctions f, or d,, for
p = 1..M and then integrated over the vertical domain [0,1]. Next, all equations are multiplied with
test functions 1, cos(kwt) and sin(kwt) and integrated over time from —/w to m/w. This results, at
every location along the transect, in a total of (2K + 1) - (2 - (M + N) + 1) equations for the flow and
(2K + 1) - (M + N) equations for the concentration. This is equal to the number of unknown weight
functions. The equations can be found in Appendix F. For clarity the resulting equations are subdivided
into equations for test function 1, cos(kwt) and sin(kwt).

3.5. Root finding method

After applying the Galerkin technique, a non-linear system of equations is obtained for the flow,
Lx + m(x) = 0. (3.14)

here L is a matrix for the linear part of the system of equations, m is a function for the non-linear part
of the system. The vector x contains the values of the weight functions for every location &;. To find
the correct vector x, the Newton-Raphson method is used. For a more extensive description of this
method, see [31].

The Newton-Raphson method is an iterative method in which consecutive estimates of the root are
obtained from a first order Taylor approximation of the system at the previous estimate. For the first
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order Taylor approximation, the Jacobi matrix has to be computed. The Jacobi matrix consists of the
derivatives of each of the equations in system (3.14) to every unknown variable. The system that is
solved in a Newton-Raphson iteration reads,

Ji(x)A; = —f(x). (3.15)

Here x; indicates the i" guess for the vector x, Jg(x,) is the Jacobi matrix of system (3.14) for the
vector x;, fg(x,) is a vector containing the the non-linear equations evaluated for the vector x;. The ith
correction vector denoted by A;, is defined as, A; = X;,; — X;. The correction vector is used to compute
the next vector x;,; by x;,, = x; + A;. When the elements of the correction vector become smaller
than a chosen accuracy, the iterations stop and the approximate solution is found.

In every iteration, the system in equation (3.15) is solved using an LU-decomposition. This means
the Jacobi matrix is decomposed in a lower (L) and upper (U) triangular matrix, Jg = LU. By first solving
L(UA) = —f for UA and then solving A from this, the solution for equation (3.15) is obtained.

Note that the Jacobi matrix is very sparse because for every location ¢;, the model equations only
contain variables for locations &;_;, & and &;.,. As a result, the Jacobi matrix is a block-tridiagonal
matrix. More information about the structure of the Jacobi matrix J¢ and the vector with unknown
variables x can be found in Appendix G.

For the concentration, a linear system of equations is obtained after applying the Galerkin method.
This is an important difference in comparison with the system of equations for the flow. Due to this
linearity, the concentration equations are easier to solve. The system that needs to be solved reads,

Jec =1, (3.16)

with J the Jacobi matrix for the concentration equations. This matrix does not depend on the unknown

weight functions for the concentration. The vector c is the vector of unknown variables which consists
of ¢, C,(,f)k and C,(,f_)k and f; is the vector for the right hand side of the system of equations. The
elements of f, should be equal to zero except for the elements that are corresponding to the bottom
boundary condition. Those elements are equal to the right hand side of the equations for the bottom
boundary in Appendix F, equations (F.24), (F.27) and (F.30). This system is again solved using an
LU-decomposition. Similar to the Jacobi matrix for the flow, this Jacobi matrix is also very sparse. The

structure of this matrix J. and this vector of unknowns c is also discussed in Appendix G.

3.6. Discharge

As mentioned at the start of this chapter, this section covers the methodology to find the along-channel
surface slope corresponding to the prescribed discharge. Again Newton-Raphson iterations are used.
This process starts with an initial guess for the surface slope. The model equations are solved with this
guess and the flow and corresponding discharge are obtained. Next the deviation from the prescribed
discharge is computed. As long as the deviation is too large, an adjustment for the surface slope is
determined. The process is terminated when the deviation is within the tolerance bounds.

To find a suitable adjustment for the surface slope, the flow and discharge are not only computed
for a guess for the surface slope H but also for a slightly different surface slope H + AH. Now the
derivative of the discharge Q with respect to the surface slope can be computed numerically. For the
M, components this can be expressed as,

Q@ Q@ (H(") + AH) - QW (H(O))
IH® AH '

(3.17)

This is done similarly for the other tidal components. These derivatives can be used to construct a
Jacobi Matrix J. Now a vector h with adjustments for each of the tidal components of the surface slope
can be computed as,

h =J\Aq, (3.18)

with Aq the difference between the prescribed discharge and the discharge computed with the current
guess for the surface slope. After the adjustment is added to the latest guess for the surface slope,
a new flow and discharge can be computed. This process is repeated until the required accuracy is
obtained.
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3.7. Erosion coefficient in morphodynamic equilibrium

In a morphodynamic equilibrium, equation (2.22) should hold. During this project, several approaches
were tried to find a suitable method to obtain an erosion coefficient a(r) for which the morphodynamic
equilibrium condition holds. Of them, using a time integrator was the only method that resulted in a
correct output for a(r). This method is described in this section, the other methods are briefly discussed
in Appendix H.

The time integration method starts with an initial estimate for the erosion coefficient, a;. The con-
centration ¢ is computed as described in the previous sections with this erosion coefficient. Next, the
time evolution of the erosion coefficient % is computed, which is used to find the next guess, a,. With
this new guess, the concentration and time evolution of the erosion coefficient are computed, etcetera.
This process is continued until the desired convergence for a(r) is obtained. The subsequent a;,, is
determined with a; and % as follows,

dai

Ay = Q; + At dt .

(3.19)
The convergence of this process is affected by the choice of At.

As mentioned in Section 2.3.3, the time evolution of the erosion coefficient does not depict the
derivative of a(r) with respect to the physical time but to a pseudo time. This allows to find the ero-
sion coefficient in morphodynamic equilibrium with a time integration method even though the erosion
coefficient is not a time dependent variable.

The time evolution of the erosion coefficient, % depends on the divergence of the tidally averaged
lateral transport (see equation (2.27)). The total tidally averaged depth integrated lateral transport is
given in equation (2.23). Because along-channel uniformity is assumed, the divergence only consists
of the derivative with respect to r. This means the time evolution of the erosion coefficient can be

expressed as,

E = —;E (rTeor) = — or - o (3.20)

For the derivative with respect to r, a finite difference method is used. The transport T;,, is approximated
as the sum of Ty, Ty, and Ty;f, defined in equations (2.24)-(2.26). The integrals that need to be
evaluated to compute the transport are approximated with the composite trapezoidal rule.

The morphodynamic equilibrium condition holds if there is no total tidally averaged lateral transport.
In that case the time evolution of the erosion coefficient is zero over the whole transect and thus the
expression for a does not change anymore once the morphodynamic equilibrium is reached. To check
if the iteration process for a is converging, the relative difference between the new and the previous a
is computed, this is called 6;,

lai+1 — aill2
6= ———. (3.21)
‘ laisallz
When §; is below a chosen value, the process is converged sufficiently and the iteration process is

terminated.



Results

In this chapter the results of several simulations obtained with the model described in Chapter 2 and
3 are shown and discussed. In Section 4.1, results for the flow only are shown, with the aim to obtain
a more thorough understanding of the behaviour of the advective contribution to the lateral flow in
estuaries, providing an answer to the first four research questions posed in Section 1.3. The results
of the simulations including sediment are discussed in Section 4.2 providing an answer to research
questions five and six.

4.1. Results for the flow

In this section the flow for a tide dominated estuary is investigated. The default parameters are char-
acteristic for a tide dominated estuary and are discussed in Section 4.1.1. In this section the flow
characteristics for this reference situation are discussed as well. In subsequent sections, one or more
of the parameters are varied, such that the sensitivity of these parameters can be systematically identi-
fied by comparing the resulting flow with the flow in the reference situation. The last part of this section
contains an idealised simulation of a cross-section in the Ems, for which the results are compared with
measured data.

4.1.1. Reference situation

The reference parameter values are based on the values used in [11] for a tide dominated estuary.
The bottom profile is Gaussian with a width of 3.75 kilometres, and a depth between 5 and 15 metres.
To approximate a straight channel, the radius of curvature is taken very large (108 m) and curvature
terms are not included in the model equations. Moreover, it is assumed the estuary is located in the
Northern Hemisphere, so the Coriolis parameter is positive. The prescribed discharge consists of an
M, and M, component and the density gradients are assumed to be zero in the reference situation. In
Table 4.1 the values for the parameters in the reference situation are tabulated. The results obtained
with these parameter values are shown in Figure 4.1 for the cross-channel flow and in Figure 4.2 for
the along-channel flow.

In Figure 4.1a the residual cross-channel velocity is shown with a positive value indicating that the
water is directed towards the right and a negative velocity means the flow is directed to the left. In
the upper part of the channel the flow is directed towards the right, whereas in the lower part the flow
is directed towards the left. This results in a clock-wise circulation of water. This circulation can be
explained by the Coriolis deflection. The Coriolis effect is caused by the rotation of the earth. It causes
moving objects on earth to be deflected to the right in the Northern hemisphere and to the left in the
Southern hemisphere. Since the water in the upper half of the estuary is moving faster, the water
is deflected more to the right near the surface than near the bottom. Because the depth integrated
cross-channel velocity must be zero at every point along the transect (see equation (2.5)), this results
in a velocity directed to the right at the top of the estuary and a velocity to the left at the bottom of the
estuary.

In Figure 4.1b the amplitude of the M, velocity is shown, whereas the corresponding phase is shown
in Figure 4.1c. The phase indicates the phase difference with respect to the tidal discharge, which is
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Table 4.1: The parameters values used for the reference situation.

Parameter Symbol Value Unit
River discharge Q@ 3000 m3/s
Amplitude of tidal discharge (M,) | Q(© 30000 m3/s
Phase of tidal discharge (M,) ®o 0 rad
Horizontal diffusion coefficient Ap 1 m?/s
Vertical diffusion coefficient A, 0.006 m?/s
Channel width w 3750 m
Maximal water depth Hpax 15 m
Minimal water depth Hopin 5 m
Radius of curvature R 108 m
Gravitational acceleration g 9.81 N/kg
Coriolis parameter f 10~* s71
Reference water density Po 1000 kg/m3
Base tidal frequency w 2m/44714 | s71

defined to have phase 0. This figure shows that the upper half of the cross-section has a different
direction than the lower half of the estuary with the highest amplitudes in the middle of the channel.
This can also be explained by the Coriolis deflection of the M, component of the along-channel flow.
During low tide, when the M, along-channel velocity is downstream, the M, cross-channel velocity has
a clockwise circulation. During high tide, when the M, along-channel velocity is directed upstream, the
M, cross-channel velocity is reversed and has a counter-clockwise circulation.
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Figure 4.1: The cross-channel velocity profiles in m/s for the reference situation. Figure (a) shows the cross-channel M, velocity,
in Figure (b) and (c) the amplitude and phase for the cross-channel M, velocity are displayed.
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In Figure 4.2a the residual along-channel velocity is shown. For the along-channel results a positive
M, velocity indicates flow towards the sea and a negative velocity means the water is flowing upstream.
In Figure 4.2a a a clear maximum is visible in the upper middle of the estuary and the amplitude is
decreasing towards the sides. This can be explained by the no-slip boundary conditions on the bottom
and side walls which force the flow to be zero there. The amplitude for the M, velocity, depicted in
Figure 4.2b, is also highest in the upper middle and decreasing towards the sides. From Figure 4.2c it
follows that the along-channel M, velocity has a phase close to zero over the whole cross-section.
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Figure 4.2: The along-channel velocity profiles in m/s for the reference situation. Figure (a) depicts the along-channel M,, velocity,
in Figure (c) and (d) the amplitude and phase for the cross-channel M, velocity are shown.

The profiles in Figures 4.1 and 4.2 are not symmetric. To link this to the various mechanisms, Fig-
ure 4.3 shows the decomposition of the cross-channel M, flow into flows caused by individual forcings
(see Section 2.2.3), only non-zero contributions are shown. The decomposition confirms that the M,
cross-channel velocity (Figure 4.1a), is mainly determined by the flow caused by Coriolis deflection (Fig-
ure 4.3a), which has an asymmetric pattern with larger velocities right to the middle axis. The advective
contribution (Figure 4.3b), is a factor 20 smaller than the contribution caused by Coriolis deflection and
shows a rather complex spatial pattern. The pattern can be characterised as four circulation cells of
different sizes. The maximal magnitude of the contribution caused by horizontal diffusion (Figure 4.3c)
lies between the magnitude of Coriolis deflection and advection. However, this contribution is small in
a large part of the cross-section, only near the surface and bottom boundary are areas with a non-zero
velocity visible.

It is not easy to understand the profile for the contribution of advection shown in Figure 4.3b. The
forcing for advection consists of the sum of two multiplications of a velocity with the derivative of a
velocity. Due to the multiplication of two time dependent variables, not only the M, components but
also the M, components of the flow affect the advection profile because a tidally averaged product of
M,-M, signals is not zero.

In the upcoming sections, the sensitivity to different parameter values on the full flow and the flow
caused by advection are discussed in detail. Because the research questions of this thesis concern
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the residual flow, in the upcoming sections only the M, results of the experiments are shown.
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Figure 4.3: The decomposition of total residual cross-channel flow in m/s for the reference situation. The non-zero contributions
are resulting from Coriolis deflection (a), advection (b) and horizontal diffusion (c).

4.1.2. Varying channel width

The bathymetry strongly affects the cross-sectional flow profiles. Regarding the influence of bathymetry
on the along-channel velocity profiles, [34] concluded that the magnitude of the along-channel advec-
tive forcing scales with the local bottom slope and water depth. A flatter bottom results in a smaller
contribution of advection whereas for steeper bottom profiles advection has a large contribution to the
total flow. To investigate the influence of bathymetry on the cross-channel advective contribution to the
cross-channel flow, experiments are done with different channel widths and therefore different lateral
bottom slopes.

The choice of profiles is inspired by [23], who made a division in narrow, medium and wide channels,
by introducing dimensionless number a defined as the ration between the maximum depth and the width
of the estuary. When «a is less than 0.002 the estuary is classified as wide/shallow. When «a is more
than 0.015 the estuary is classified as narrow/deep. In between these two values for a, the estuary is
defined as medium. The value for a is 0.004 in the reference situation, which means this is a medium
channel. To compare this with a small and wide channel, experiments are done for a channel width of
375 and 37500 metres. This leads to 0.04 and 0.0004 as values for a. The same values for a are used
in [23] to compare the flows in a small, medium and narrow estuary.

To see the effect of advection more clearly, the model is run in two different ways for each channel
width. Once the model is run without including the contribution of advection in the model equations and
once the model is run with advection included in the model equations. In both simulations the contribu-
tions caused by discharge, Coriolis deflection and horizontal diffusion are included in the computations.
Afterwards the contribution of advection is computed for both results. The method where advection is
not incorporated in the model equations but still computed afterwards, is similar to the method used in
[12]. Including the contribution of advection in the model equations and computing the magnitude of
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this contribution afterwards is similar to the approach in [34].

In Figure 4.4 the profiles for the cross-channel My velocity are shown when advection is not included
in the model equations. The cross-channel velocity profiles resulting from excluding advection from the
model equations are symmetric. This is remarkable because Coriolis deflection, which is included in
these computations, generally breaks the symmetry of the cross-channel flow. An explanation for the
symmetry of the flow profiles in this simulation is that the along-channel flow is symmetric for a symmet-
ric bottom profile when only the contributions of discharge and diffusion are included. Consequently,
when Coriolis deflection is included this also leads to a symmetric contribution because the deflection
of a symmetric flow is symmetric. As a result, both the along-channel and cross-channel flows are
symmetric.

The width of the channel does not affect the characteristics of the flow in these simulations, each of
the profiles shows one clockwise circulation cell. The magnitude differs for the varying channel widths
because the same discharge is used for each of the channels. As a result the velocity is high in the
narrow channel and lowers as the channel gets wider.
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Figure 4.4: The results for the cross-channel flow in m/s when advection is not included in the model equations for a wide (a),
medium (b) and narrow (c) estuary.

Figure 4.5 shows the cross-channel velocity when advection is included in the model equations. The
flow for a wide channel (Figure 4.5a) is similar to the flow in a wide channel computed without including
advection (Figure 4.4a). The velocity profile is symmetric and has one clockwise circulation cell, the
magnitude of the flow is also similar for both results. In the medium channel (Figure 4.5b), the velocity
is slightly asymmetric, the velocity is higher on the right of the middle axis. The flow profile can still be
characterised as one clockwise circulation cell but differs from the profile computed without advection
(Figure 4.4b) which was symmetric. The flow in the narrow channel (Figure 4.5¢c) is clearly different
than the profile in the previous simulation (Figure 4.4c). The profile now consists of two circulation cells
instead of one. There is a large clockwise circulation cell and a small counter-clockwise circulation cell
on the left of the channel.

When comparing Figure 4.4 and Figure 4.5, there is hardly any difference visible between the ve-
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locity profiles for the wide channel (Figures 4.4a and 4.5a). For the narrow channel (Figures 4.4c and
4.5c), the profiles have not much in common anymore. This means the advective contribution hardly
affects the flow in the wide channel whereas it has a large effect on the flow in the narrow channel.
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Figure 4.5: The results for the cross-channel flow in m/s when advection is included in the model equations for a wide (a), medium
(b) and narrow (c) estuary.

Figure 4.6 shows the computed advective contribution to the flow when advection was not included
in the model equations. Figure 4.7 shows the advective contribution to the flow when advection was
included in the model equations. Based on the previous results, the profiles for the wide channel
should be almost equivalent for both methods and the profiles for the narrow channel should show a
lot of difference.

Exactly the expected behaviour can be observed in the figures. For the wide channel (Figures 4.6a
and 4.7a) a strong resemblance is visible between the two results. For the narrow channel (Figures
4.6¢c and 4.7c), the difference between the two patterns is very large. Both figures for the narrow
estuary show two circulation cells but the direction of the circulations is exactly opposite. Moreover, the
magnitude of the velocity is a factor ten larger in Figure 4.6¢ than in Figure 4.7c. As a consequence,
the magnitude for the advective contribution in Figure 4.6¢ is also larger than the magnitude of the
total cross-channel flow. For the medium channel (Figures 4.6b and 4.7b) the difference between the
two profiles is smaller than for the narrow channel. The magnitude of the contributions is similar but in
Figure 4.6b two small circulation cells are present near the bottom whereas these are absent in Figure
4.7c.



4 1. Results for the flow

23

Advection: Cross-channel velocity (M)

E 5

=

g

T -10

-15 =
0 5 10 15 20 25 30
cross-channel distance [km] (radius at centre: 1e+05)
(@)

Advection: Cross-channel velocity (M)

depth [m]

0 05 1 15 2 25 3
cross-channel distance [km] (radius at centre: 1e+05)

Advection: Cross-channel velocity (M)

E -5

F=1

g

S .10

-15 =
0 0.05 01 0.15 0.2 0.25 0.3
cross-channel distance [km] (radius at centre: 1e+05)
(c)

x107
1.5

05

-0.5

Figure 4.6: The results for the computed contribution of advection to the cross-channel flow in m/s when advection is not included

in the model equations for a wide (a), medium (b) and narrow (c) estuary.
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Figure 4.7: The results for the contribution of advection to the cross-channel flow in m/s when advection is included in the model
equations for a wide (a), medium (b) and narrow (c) estuary.

The advection profiles for the wide and narrow channel, Figures 4.7a and 4.7c¢ look much alike,
even though the significance for the flow profile is very different. Both consist of two circulations with
the water flowing downward in the middle and upward on the sides. To see if these contributions are
build up in the same way, the advection profile is decomposed into two flow profiles related to different
components of the forcing. The cross-channel advection is caused by two forcing terms, —uraa“—r’ and
-uz"’al;. Figure 4.8 shows the decomposition into the flow caused by each of these forcings for a wide
channel, the forcings itself are also visualised in this figure. Figure 4.9 shows these results for a narrow
channel.

When comparing Figures 4.8 and 4.9, one can see that the pattern of the forcings is similar for the
wide and narrow channel. For both cases, the profiles for the forcing —ur% (Figures 4.9b and 4.8b)
consist of four circulation cells and the profiles for the forcing —uzau—; (Figures 4.9d and 4.8d) consist of

two circulation cells. However, the patterns are not exactly equivaalent because the distribution of the
areas with a similar directions varies for the different channels. For the wide channel the two bottom
areas are very thin. For the narrow channel these areas are also thinner compared to others but much
thicker than those for the wide channel. The magnitudes of the different components is also distributed
differently.

As a consequence of the different forcings, the corresponding flows are also different. For the wide
channel four circulation cells are clearly visible for the flow (Figures 4.8a and 4.8c), for the narrow
channel the flow profile consists of two cells (Figures 4.9a and 4.9c). Remarkably, in both channels the
total contribution of advection results in two circulation cells (Figures 4.7a and 4.7c). It appears that the
patterns containing four circulation cells merge and partly cancel such that a profile with two circulation
cells is obtained.
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Figure 4.8: The results for a wide channel when advection is included in the model equations. The cross-channel advective flow
is decomposed into a flow caused by —uraairr (a) and a flow caused by —uz% (c). The forces causing these flows are shown
underneath the corresponding flow ((b) and (d)). The unit of the flow is m/s, the unit for the forces is m/s?.
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Figure 4.9: The results for a narrow channel when advection is included in the model equations. The cross-channel advective

flow is decomposed into a flow caused by —u, aaur, (a) and a flow caused by —u, a;zr (c). The forces causing these flows are

shown underneath the corresponding flow ((b) and (d)). The unit of the flow is m/s, the unit for the forces is m/s2.

The difference between the contribution of advection for the cross-channel flow in a wide, medium
and narrow channel showed that advection can often not be assumed negligible. The channel width,
and thus also the bottom slope, is a parameter affecting the magnitude of the advective forcing. This
is consistent with the findings in [34] for along-channel flow. More research with for example more
complicated bottom profiles should be conducted to investigate if other aspects of the bathymetry are
also affecting the significance of advection for the total flow dynamics.

Based on these results it is recommended to only neglect advection when dealing with a gradual
bottom profile. Moreover, when the contribution of advection is not included in the model equations,
it is advisable to compute the contribution of advection afterwards to check if this simplification was
indeed allowed. If the advective contribution computed afterwards is small compared to the other
contributions, it was valid to neglect advection. However, if the contribution of advection computed
afterwards is not small compared to the other contributions, the results might be inaccurate. In that
case it is recommended to include advection in the computations.
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4.1.3. Varying channel curvature

In the reference situation presented in Section 4.1.1, a straight channel is simulated. To investigate
the influence of curvature on the flow profile the radius of curvature is decreased, leading to a more
acutely curved estuary. Simulations are performed for various radii of curvature. Apart from the radius
of curvature R, all other parameters are equivalent to the reference situation (see Table 4.1). The radii
of curvature that are chosen here are, 100 km, 10 km, 1 km and -10 km. When the radius of curvature
is positive, the inner bend is on the left when looking in the direction of the sea. To find the inner bend
on the right when looking seaward, the the radius of curvature should be chosen negative.

The results for the different radii can be found in figures 4.10 - 4.13. In each figure the total
cross-channel flow is depicted in panel (a) at the top and the profiles associated with the flows caused
by different contributions are shown in panels (b)-(e) below. The panels show the the flow caused by
Coriolis deflection, advection, horizontal diffusion and curvature.

For a radius of 100 km the cross-channel flow profile (Figure 4.10a) mainly results from the Coriolis
deflection (Figure 4.10b). Comparing the flow pattern to the reference situation (Figure 4.1a), not much
difference is visible, only the area where the velocity is nonzero, is spread out slightly more to the left
of the channel. This can be explained by the contribution of curvature. The flow caused by curvature
(Figure 4.10e) consists of one clockwise circulation cell similar to the Coriolis deflection but the area
with a non-zero velocity is spread out more evenly compared to the flow caused by Coriolis deflection
which is mostly located right to the middle axis. The contributions caused by advection and horizontal
diffusion (Figures 4.10c and 4.10d) are similar to the reference situation. The flow caused by advection
is approximately a factor 10 smaller than the other contributions and the non-zero flow caused by
horizontal diffusion is only located near the bottom and surface boundary. Therefore, advection and
horizontal diffusion do not have a large effect on the cross-channel flow.

When considering a radius of 10 km (Figure 4.11), the contribution due to the curvature is the largest
contribution to the cross-channel flow. Compared to the simulations for a radius of 100 km, the contri-
bution caused by curvature is increased by approximately a factor 10 whereas the contribution caused
by Coriolis deflection has almost the same magnitude. Consequently, the flow profile is mainly deter-
mined by the curvature (Figure 4.11e) but Coriolis deflection (Figure 4.11b) also significantly affects the
flow profile (Figure 4.11a). Note that for the Coriolis deflection another circulation cell has appeared
left to the middle axis. The magnitude of the velocity there is much smaller, so this does not affect the
total flow significantly. Since the contributions for Coriolis deflection and curvature both mainly result
in a clockwise circulation, the two processes amplify each other. As a consequence the characteristics
of the flow profiles for R = 100 km (Figure 4.10a) and R = 10 km (Figure 4.11a) are very similar. How-
ever, the magnitude of the velocity has increased approximately a factor three for the smaller radius
of curvature, this is due to the increased magnitude of the contribution caused by curvature. Similarly,
the profiles for advection and horizontal diffusion for a radius of 10 km (Figures 4.11c and 4.11d) also
have the same characteristics as these contributions had for a radius of curvature of 100 km but their
magnitude is increased approximately a factor three.

As expected, the contribution of curvature for a radius of 1 km is larger than for the previous radii
of curvature. The contribution caused by curvature (Figure 4.12¢), is approximately a factor five larger
than for the radius of 10 km. As a consequence the total flow (Figure 4.12a) is mainly determined by
curvature. For the radii of 10 km and 100 km the profiles for the contribution of curvature are almost
symmetric but for the radius of 1 km the circulation is clearly located more on the left side of the estuary.
This also affects the other contributions which all have an altered profile. The contribution caused by
Coriolis deflection (Figure 4.12b) now clearly consists of two circulation cells with a counter-clockwise
circulation on the left and a clockwise circulation on the right side of the channel. The magnitude of the
velocity is approximately halved for this contribution whereas the other contributions have all increased
in magnitude. The magnitude of the advective contribution (Figure 4.12c) is increased by approximately
factor ten and the profile is also changed. For a radius of 100 and 10 km the profile consisted of four
circulation cells, for a radius of 1 km there are again four circulation cells but the rotation of the cells on
the left is reversed. The contribution caused by horizontal diffusion (Figure 4.12d) is now higher on the
left side of the channel, previously the contribution on the left and right side were of equal magnitude.
The maximum velocity is increased by approximately a factor six.

For the radius of -10 km the circulation cell in the contribution caused by curvature (Figure 4.13e)
is reversed, now the curvature causes a counter-clockwise circulation with approximately the same
magnitude as the contribution of curvature for the radius of 10 km. Since the Coriolis deflection (Figure
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4.13b) is characterised as one clockwise circulation cell, the contributions of curvature and Coriolis
deflection now counteract each other. The magnitude of the contribution caused by the Coriolis deflec-
tion is much smaller than the contribution caused by curvature, therefore the total flow (Figure 4.13a)
is characterised by a counter clockwise circulation. Due to the opposite circulation of the flow, the
horizontal diffusion (see Figure 4.13d) is also opposite compared to the contribution for a positive ra-
dius of curvature. The contribution caused by advection (Figure 4.13c) consists of five circulation cells,
one small cell near the bottom and four large cells which have the same direction and approximately
the same distribution as the advective contribution for a radius 100 and 10 km. The the advective
contribution is also of the same order of magnitude as the contribution for a radius of 10 km.

These experiments show that curvature strongly affects the total cross-channel flow. If the channel
is bending to the left, when looking seaward, the Coriolis deflection and curvature both contribute to a
clockwise circulation, consistent with the results in [12] and [34]. If the channel is bending to the right,
the curvature yields a counter-clockwise circulation and hence the Coriolis deflection and curvature
counteract. It depends on the radius of curvature which process is dominant.

The contribution of advection is only slightly affected by the channel curvature in these simulations.
The magnitude increased as the radius of curvature decreased but this did not result in a significant
contribution of advection to the flow. In case of a very small radius of curvature some circulation cells
reversed in the contribution caused by advection.
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Figure 4.10: Results for the cross-channel flow in m/s for a radius of curvature of 100 km showing the total residual flow (a) and
the decomposition of the flow into the contributions for Coriolis deflection (b), advection (c), horizontal diffusion (d) and curvature

().



30 4. Results
Cross-channel velocity (M)
0.03
0.02
E
£ 0.01
=8
3 0
-0.01
-0.02
0 0.5 1 1.5 2 25 3 35
cross-channel distance [km] (radius at centre:  11.9) -0.03
(@)
Coriolis deflection: Cross-channel velocity (M,) x10°
6
4
2
0
-2
-4
0 05 4 15 2 25 3 35 %
cross-channel distance [km] (radius at centre: 11.9)
(b)
Advection: Cross-channel velocity (M) %10
0 . 1
= — \ 15
1
05
0
0.5
. -1
0 0.5 1 15 2 25 3 35
cross-channel distance [km] (radius at centre:  11.9) -1.5
(©)
Horizontal diffusion: Cross-channel velocity (M“)
‘ 0.01
= 5
E 0.005
=
T
3 10 0
-0.005
-15 = =
0 05 1 15 2 25 3 35 001
cross-channel distance [km] (radius at centre:  11.9)
Curvature: Cross-channel velocity (M)
0.03
0.02
0.01
0
-0.01
-0.02
0 0.5 | 15 2 25 3 35
cross-channel distance [km] (radius at centre: 11.9) -0.03

(e)
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Figure 4.12: Results for the cross-channel flow in m/s for a radius of curvature of 1 km showing the total residual flow (a) and
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4.1.4. Varying cross-channel density gradient

In the reference situation, density gradients are neglected. It is well known that density gradients can
result in intricate flow patterns consisting of one or multiple circulations depending on the distribution
of the density gradient [12], [15]. To systematically study the effect of a cross-channel density gradient
on the cross-channel advective contribution of the flow, simulations with various density gradients are
performed. Keeping all other parameters as in the reference situation (see Table 4.1).

The cross-channel density gradient consists of different tidal components. For this experiment only
the My and M, components of the density gradient are considered by choosing one amplitude for the
M, contribution and varying the amplitude of the M, contribution and the phase of the M, contribution.
In each of the following simulations the density gradient is spatially uniform. For the first experiments,
the M, component of the lateral density gradient is chosen to be —10~* kg/m#, the phase of the M,
component is set to  and the M, amplitude is varied between 1072, 1073 and 10~* kg/m*. In the second
set of experiments, the M, component is again —10~* kg/m*, the amplitude of the M, component equals
10~2 kg/m*, and the phase is given by —1/2m, 0 or 1/2r. The results of the first three simulations, where
the amplitude of the M, component is varied, are shown in Figures 4.14-4.16. The results for the other
three experiments, with a varying M, phase, are shown in Appendix I.

When comparing the flow shown in Figure 4.14a with the reference situation (Figure 4.1a) it is im-
mediately clear that due to the presence of a lateral density gradient the circulation of the cross-channel
flow changed from a clockwise to a counter-clockwise rotation. The contribution caused by the density
gradient (Figure 4.14e) also shows a counter-clockwise circulation and it has the highest magnitude of
all contributions. This is as expected because for a negative density gradient the water on the left of
the estuary has a higher density than on the right of the channel. Heavy water flows underneath lighter
water and thus there is a counter-clockwise circulation.

The contribution caused by the Coriolis deflection was the dominant contribution for the reference
situation. In this simulation the contribution caused by Coriolis deflection (Figure 4.14b) still contains
one clockwise circulation cell with a similar magnitude as the reference situation but its magnitude is
smaller than the contribution caused by the density gradient. The advective contribution (Figure 4.14c)
can be characterised as five circulation cells with a magnitude slightly smaller than the magnitude of
the advective contribution in the reference situation. Due to the reversed direction of the flow, the
contribution caused by diffusion (Figure 4.14d) is also reversed compared to the reference situation
but the magnitude is similar. The contribution of diffusion on the left side of the channel is slightly larger
than on the right side.

For the M, amplitude equal to 1073, the flow is still counter-clockwise (Figure 4.15a) due to the
contribution of the density gradient (Figure 4.15e) which has not changed. The tidally averaged flow
caused by the density gradient has not changed compared to the previous simulation because only the
amplitude of the M, component of the density gradient has changed. However, the other contributions
have changed in characteristics and magnitude due to the higher M, amplitude of the density gradient.
The contribution caused by to Coriolis deflection (Figure 4.15b) is now largest on the left of the estuary
whereas this was largest on the right in the reference situation (Figure 4.3a). The magnitude of this
contribution has slightly increased compared to the previous simulation. The advective contribution
(Figure 4.15¢) can now be characterised as four circulation cells and the magnitude of this contribution
has almost doubled compared to the result for the M, amplitude equal to 10~*. The contribution caused
by horizontal diffusion (Figure 4.15d) has a similar magnitude as for the previous simulation but is now
slightly larger on the right of the channel.

The flow for the highest M, density gradient (Figure 4.16a) consists of four circulation cells because
the advective contribution (Figure 4.16c) is now dominant. The characteristics for the advective con-
tribution are similar as for the previous simulation but the magnitude has increased by more than a
factor 20, whereas the magnitude for the contribution caused by the density gradient (Figure 4.16e)
has not changed. The contribution caused by Coriolis deflection (Figure 4.16b) now consists of two
circulation cells and has a similar magnitude as the result for the M, amplitude equal to 10~3. The con-
tribution caused by horizontal diffusion (Figure 4.16d) has largely changed compared to the previous
simulation. The magnitude of the contribution is increased almost a factor 10 and the profile can now
be characterised as six circulation cells next to each other.

Changing the phase of the M, density gradient does not seem to affect the flow profile a lot. Figure
4.16 and the figures in Appendix | all have a similar total flow consisting of 4 circulations. Only the
contribution caused by Coriolis deflection is affected by the phase difference. When comparing the



34 4. Results

contribution of Coriolis deflection for phase 0 and r (Figures 4.16b and 1.2b), both have two circulation
cells but their direction is reversed. For phase —0.57 (Figure I.1b) there is only one clockwise circulation
cell and for phase 0.5 (Figure 1.3b) the contribution caused by Coriolis deflection is similar to the
contribution for phase m (Figure 4.16b) but the left circulation is larger in size. The magnitude for phase
—0.57 and 0.57 is also approximately halved compared to the contributions for phase 0 and =.

From these experiments it can be concluded that the density gradient can have a large effect on the
residual flow profile, depending on the magnitude. Not only the M, component of the density gradient
affects the advective contribution and the residual flow, also the amplitude of the M, component of
the density gradient can affect flow caused by advection and the residual flow. The phase of the M,
component seems to have little effect on the advective contribution to the flow and the total residual
flow but only affects the contribution caused by the Coriolis deflection.
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Figure 4.14: The results for the cross-channel flow in m/s for an M, density gradient of 10~ and an M, density gradient with
amplitude 10™* and phase 7. The panels show the total residual flow (a) and the decomposition of the flow into the contributions

for Coriolis deflection (b), advection (c), horizontal diffusion (d) and the density gradient (e).
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Figure 4.15: The results for the cross-channel flow in m/s for an M, density gradient of 10™* and an M, density gradient with
amplitude 10~2 and phase 7. The panels show the total residual flow (a) and the decomposition of the flow into the contributions
for Coriolis deflection (b), advection (c), horizontal diffusion (d) and the density gradient (e).
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Figure 4.16: The results for the cross-channel flow in m/s for an M, density gradient of 10~ and an M, density gradient with
amplitude 10~2 and phase 7. The panels show the total residual flow (a) and the decomposition of the flow into the contributions

for Coriolis deflection (b), advection (c), horizontal diffusion (d) and the density gradient (e).
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4.1.5. Simulation Ems
In the previous sections the flow is simulated for a theoretical estuary and some of the parameter
values were varied to systematically investigate the effects of those parameters. In this section the
measurements for the residual cross-channel velocity in [24] are compared to model results. The
measurements were performed in the Ems estuary approximately at the mouth of the Knockster Tief
on August 28 in 2018. By simulating the situation at that moment and location, the results of the model
can be compared with the measurements in [24]

Itis important to choose the correct parameter values to obtain model results similar to the measured
results. Most of these values are found in [24]. The amplitude for the tidal discharge is computed from
the measurements in [6]. The parameters used for these simulations are given in Table 4.2.

Table 4.2: The parameters values used for the simulation of the Ems.

Parameter Symbol | Value | Unit
River discharge Q@ 22 m3/s
Amplitude of tidal discharge (M,) | Q© 18000 | m3/s
Phase of tidal discharge (M,) ®o 0 rad
Channel width w 3000 m
Maximal water depth Hpax 11 m
Minimal water depth Hpin 1 m
Radius of curvature R —6000 | m

The bottom profile of the actual estuary is quite complicated and only a smoothed bathymetry based
on the observations is used in the simulations. A remarkable characteristic of the bathymetry is that the
deepest point of the estuary is not situated in the middle of the estuary but on the left side when looking
seaward. As a consequence, the bottom is very steep at the left side of the channel and more flat
on the other side. To simulate this characteristic of the bathymetry, the deepest point of the Gaussian
bottom profile is moved to 0.5km. To check if this affects the results, the simulations are also performed
for a symmetric Gaussian bottom profile.

The simulations are performed without a density gradient, as the observed density gradient was
close to zero most of the time and not identified as a large cause for the lateral circulations [24]. Wind
is not included in the model, since the measurements were performed at a day with low wind speeds
this should not affect the results a lot. The same eddy viscosity coefficients and shape function ¢ are
used as in the reference situation.

The results for the simulations for the symmetric and asymmetric bottom profile, are shown in Fig-
ures 4.18 and 4.19, respectively. Note that the outer bend is on the left and the inner bend on the right
corresponding to the negative radius of curvature. From these figures it follows that the cross-channel
flow is mainly determined by the contribution caused by curvature. This was also identified as the main
cause of lateral circulations in [24].

The profiles for the curvature (Figures 4.18e and 4.19e) do not vary much between the two different
bottom profiles, in both simulations the curvature causes a counter-clockwise rotation. For the sym-
metric bottom profile (Figure 4.18¢), the circulation cell is located in the middle of the channel and for
the asymmetric bottom profile (Figure 4.19e), the circulation is located more to the left. Because the
contribution caused by curvature is dominant, the total flow (Figures 4.18a and 4.19a) is also similar
for the two bathymetries and consists of one counter-clockwise rotation.

When comparing the contributions caused by other mechanisms, it is visible that the bottom profile
strongly influences those. The contribution caused by Coriolis deflection for the symmetric bottom
(Figure 4.18b) can be characterised as three circulation cells. There is one clockwise circulation cell
which is large in size and magnitude in the middle of the channel, a smaller counter-clockwise cell
on the left and a very small cell on the right. The contribution caused by Coriolis deflection for the
asymmetric bottom profile (Figure 4.19b) is similar except that between the cell in the centre and on
the left two extra circulation cells have arisen.

The contribution due to advection for the symmetric bottom profile (Figure 4.18c) consists of five
circulation cells and takes its maximum values in the centre of the estuary. For the asymmetric bottom
profile (Figure 4.19c), still five circulation cells are present but they are shifted towards the left of the
channel. The magnitude of the advective contribution to the cross-channel velocity is approximately
doubled for the asymmetric bottom profile compared to the symmetric bottom profile. This confirms
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the theory that a steeper bottom slope results in a higher magnitude for the cross-channel advective
contribution.

The contribution caused by horizontal diffusion is symmetric for the symmetric bottom profile (Figure
4.18d). For the asymmetric bottom profile (Figure 4.19d) the contribution on the left is larger than on
the right of the channel.

In [24] there were three measurement locations along the transect where the cross-channel velocity
was measured. These locations would lie between 0.4 and 0.6 km in the simulated estuary. At the
measurement locations an up-slope velocity was measured near the bottom and a down-slope velocity
was measured higher in the water column. Only one of the measurement locations could measure until
the water surface, the others did not provide measurement data for the upper part of the water column.
At the location where the the whole water column was measured, the direction of the velocity was
down-slope again near the surface. The magnitude of the cross-channel velocity was mostly between
-0.03 and 0.03 m/s. The results for the measurements are depicted in Figure 4.17, which is reprinted
from [24]. The right panel indicated as B shows the cross-channel velocity and is used to compare the
model results with.
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Figure 4.17: The results of the three measurement locations along the transect. It shows the along-channel residual velocity
(panel A) and the cross-channel residual velocity (panel B). Reprinted from [24].

The measurements thus suggest there is a velocity to the right at the bottom of the water column,
to the left in the middle of the water column and to the right again at the top, assuming the data from
the single measurement location also holds for the other locations. When looking at Figure 4.19a, the
magnitude of the velocity corresponds to the measurements. Moreover, a velocity to the right is visible
at the bottom and higher in the water column a velocity to the left is observed. However, close to the
surface, the velocity is still directed towards the right and a velocity to the left is not present near the
surface in the simulations.

A possible explanation for the difference between the measurements and the simulations is the
different description of the free surface. In the measurement data the velocities were computed using
the method of [16]. This takes into account the variations in thickness of the water column over time.
The column is thus divided into a number of sigma layers whose thickness increases or decreases
depending on the surface variations. In the model the rigid lid approximation is used, which means the
surface level is assumed constant and the layers do not have a varying thickness. The results in [16]
show that a time dependent water depth can lead to differences in the velocity when averaged over
time.

Of course there many more differences between the simulation and the actual situation such as
the bottom profile, density gradient and wind. These differences could also cause a deviation between
the measurements and the simulations. To be certain that the difference between the measured and
computed velocities is caused by the rigid lid assumption, more research is required.
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Figure 4.18: The results for the cross-channel flow in m/s for the simulation of the Ems with a bottom profile with its deepest
point in the middle, at 1.5 km. The panels show the total residual flow (a) and the decomposition of the flow into the contributions
for Coriolis deflection (b), advection (c), horizontal diffusion (d) and curvature (e).
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Figure 4.19: The results for the cross-channel flow in m/s for the simulation of the Ems with a bottom profile with its deepest point
towards the left, at 0.5 km. The panels show the total residual flow (a) and the decomposition of the flow into the contributions
for Coriolis deflection (b), advection (c), horizontal diffusion (d) and curvature (e).
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4.2. Results for the suspended sediment

The main goal of this thesis is to implement a sediment extension to the model. In Chapter 2 and 3
the equations used to model the sediment dynamics and the solution methods were discussed. In this
section the results obtained with the implemented sediment module are discussed. First, the results are
given using a prescribed erosion coefficient. Next, the results are discussed with the erosion coefficient
obtained in morphodynamic equilibrium.

For the computation of sediment it is required to assign values to some sediment specific param-
eters. For the simulations in this section, the values in Table 4.3 are used, unless stated otherwise.
For the situations that are simulated, most parameters for the flow are chosen equal to those in the
reference situation (see Table 4.1). Regardless the bottom profile, all channels have a width of 3.75
km and are assumed to be straight. The magnitude of the diffusivity and viscosity constants is equal to
the those in the reference situation, but the shape function ¢ is now chosen to be constant over depth.

Parameter Symbol Value Unit
Horizontal diffusivity coefficient Dy, 1 m?/s
Vertical diffusivity coefficient D, 0.006 m?/s
Sediment fall velocity Wy 3x107* | m/s
Density of sediment Ps 2650 | kg/m3
Grain diameter Dy 2x107° m
Reference value for a(r) a, 4x107° -

Table 4.3: The values for the parameters for sediment.

In this chapter only the results for the tidally averaged suspended sediment concentration are pro-
vided because these are the most intuitive to understand. However, the model also produces the M,
and M, tidal components of the suspended sediment concentration.

4.2.1. Prescribed erosion coefficient

To check if the model behaves as expected, first a situation with a known solution is simulated. The
most simple situation to simulate is that of a cross-section with a flat bottom profile and no cross-channel
flow. This requires the flow to be computed without the effect of Coriolis deflection, curvature, advection
and a density gradient. Hence only diffusion and discharge affect the flow. As a consequence, the flow
in the cross-channel direction is zero and in the along-channel direction the flow profile of Figure 4.20 is
obtained. This result is used in the model to compute the suspended sediment distribution. In this case
there is no advection of sediment and diffusion is assumed negligible, then the concentration equation
(2.12), can be solved analytically and the solution reads,

c= f:}:) exp (—g—z(z+H)>, (4.1)
for every r, with
— WsPs 4 2)
f) 09’ D ITpla(r). (4.
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Figure 4.20: The result for the along-channel flow in m/s for a rectangular bottom profile when only discharge is included.
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The flow profile creates a bed shear stress which is constant in the middle of the channel and
quickly goes to zero near the boundaries. With a constant erosion coefficient equal to a,, the function
describing the bottom boundary condition, f(r) in equation (4.1), will have the same shape as |7,|.
In Figure 4.21 the value of f(r) is plotted against the channel width. Since the computed suspended
sediment concentration approximates the analytical solution, this shape should also be visible in the
suspended sediment distribution.

Figure 4.22, shows the M, component of the suspended sediment concentration. One can recog-
nise the dependency of f on r in the sediment profile. Moreover, at different points along the transect
the value for c over the depth was compared with the analytical solution and these were approximately
equivalent.
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Figure 4.21: The function f(r) plotted against the channel width for the rectangular bottom profile and constant erosion coeffi-
cient.
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Figure 4.22: The result for the M, component of the suspended sediment concentration in kg/m? for the rectangular bottom
profile and constant erosion coefficient.

To test a slightly more complicated situation, in the next experiments a(r) is defined to linearly
increase from 0.5a, to 1.5a,, with a, the reference value for the erosion coefficient. With the same
flow, this results in a different dependency of f on the radial coordinate, see Figure 4.23. The function
f(r) is now linearly increasing in most part of the channel. As a consequence, the concentration also
increases over the width of the channel. In Figure 4.24 the M, component of the suspended sediment
concentration is depicted. Indeed the concentration is low on the left side of the channel and gets
higher when looking more to the right side of the channel.
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Figure 4.23: The function f(r) plotted against the channel width for the rectangular bottom profile and linearly increasing erosion
coefficient.
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Figure 4.24: The result for the M, component of the suspended sediment concentration in kg/m3 for the rectangular bottom
profile and linearly increasing erosion coefficient.

To further test the sediment module, other bottom profiles are used. A different bottom profile causes
a different along-channel flow and therefore a different shape of f(r). For a varying bottom profile, the
analytical solution given in equation (4.1), is not a good approximation anymore because H is now also
a function of r.

The model is tested for both a linearly shaped bottom profile and a Gaussian profile. The same
linearly increasing erosion coefficient is used as in the previous experiment. Since the bottom boundary
condition strongly affects the suspended sediment distribution, the function f (r) dictates the suspended
sediment concentration to a large extend. The shape of f(r) is depicted in Figure 4.25 for the linear
bottom profile and in Figure 4.27 for the Gaussian bottom profile. The M, component of the suspended
sediment concentration is shown in Figure 4.26 for the linear bottom profile and in Figure 4.28 for the
Gaussian bottom profile.

For the linearly increasing bottom profile, the function f(r) (Figure 4.25) has a similar shape as
for the flat bottom profile (Figure 4.23) but with a steeper slope. This is visible in the profile for ¢
(Figure 4.26) as well because the maximum magnitude of the suspended sediment concentration is
almost doubled compared with the simulation for the flat bottom (Figure 4.24). For the Gaussian bottom
profile, f(r) is not constantly sloping anymore in most of the cross-section (Figure 4.27) but has a

more complex dependency on the radial coordinate. This behaviour is also visible in the profile for the
concentration (Figure 4.28).
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Figure 4.25: The function f(r) plotted against the channel width for the linearly decreasing bottom profile and the linearly
increasing erosion coefficient.
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Figure 4.26: The result for the M, component of the suspended sediment concentration in kg/m3 for the linearly decreasing
bottom profile and linearly increasing erosion coefficient.
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Figure 4.27: The function f(r) plotted against the channel width for the Gaussian decreasing bottom profile and the linearly
increasing erosion coefficient.
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Figure 4.28: The result for the M, component of the suspended sediment concentration in kg/m? for the Gaussian bottom profile
and linearly increasing erosion coefficient.
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Last, the sediment module was tried for a Gaussian bottom profile including a cross-channel flow.
In the previous simulations the suspended sediment concentration was only affected by diffusive trans-
port, now advective transport also contributes to the distribution of sediment. The flow for this simulation
is determined by Coriolis deflection, diffusion and discharge, the other mechanisms are not included in
the computation of the flow. As a result the cross-channel flow has a clockwise circulation. The expec-
tation is that the cross-channel flow affects the distribution of sediment. The different flow profile also
affects the bed shear stress and this results in a different shape for f (). A constant erosion coefficient
is used, to clearly see the effect of the cross-channel flow on the suspended sediment concentration.

Figure 4.29 shows the function f(r) plotted against the channel width for this situation and Fig-
ure 4.30 shows the corresponding suspended sediment distribution. Even though the function f(r) is
symmetric, the suspended sediment concentration is not symmetrically distributed. On the left of the
channel the concentration is higher than on the right of the channel. This difference is caused by the
cross-channel flow which moved the water close to the bed with a high suspended sediment concentra-
tion to the left and the water near the surface, which has a a lower suspended sediment concentration,
towards the right of the channel.
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Figure 4.29: The result for the M, component of the suspended sediment concentration in kg/m? for the rectangular bottom
profile, constant erosion coefficient and a flow affected by Coriolis deflection.
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Figure 4.30: The function f(r) plotted against the channel width for the Gaussian decreasing bottom profile, the constant erosion
coefficient and a flow affected by Coriolis deflection.
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4.2.2. Computed erosion coefficient

In morphodynamic equilibrium the spatial distribution of the erosion coefficient cannot be chosen freely
but a specific distribution is required (see Section 3.7). In this section these distributions in morpho-
dynamic equilibrium are shown for situations with diffusive transport only. Again the model was first
applied to a simple situation with a known solution. For a cross-section with a flat bottom and only
an along-channel flow (i.e. no cross-channel flow), the lateral sediment transport only has a diffusive
contribution. The analytical solution for ¢ (see equation (4.1)), can then be used to obtain

0
Tiot = Dn a];(:) exp (—g—z(z + H)) dz = ag(:) [% (exp (—&H> - 1)] (4.3)

Ws -H s D,

The total transport must be zero in morphodynamic equilibrium. Since the term in the square brackets
is not equal to zero, it can be concluded that the derivative of f(r) with respect to r must be zero.
Consequently the expression for f(r) must be constant and a(r) can be solved up to a multiplication
constant C1, as

Pog'Ds

WsPs ITb | .

The value of C1 depends on the reference value for the erosion coefficient a.,.

To run the model, an initial solution for a(r) must be assigned. Here a constant value equal to the
reference value a, is chosen as initial guess. The other parameters are again equal to the values in
Table 4.3. In Figure 4.32, the erosion coefficient obtained after 500 iterations with time step At = 10 s is
plotted. In the same figure the analytical solution is also indicated. To investigate the convergence of the
computation, §; is plotted on a semi-log scale in Figure 4.33. The suspended sediment concentration
corresponding to the computed value for a(r) is shown in Figure 4.31.

In Figure 4.32, the markers for the analytical solution of the erosion coefficient are located on the
curve for the computed solution. This shows the model is able to accurately approximate the erosion
coefficient in morphodynamic equilibrium.

Because the transport is only determined by diffusion, the depth integrated derivative of ¢ with
respect to r must be zero. As a consequence the derivative of ¢ with respect to r must be constant. At
the boundaries this derivative must be zero, therefore the derivative of ¢ with respect to r must be zero
over the whole transect. This is visible in Figure 4.31: in the lateral direction the concentration at any
height is constant.

a(r)=0C; (4.4)
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Figure 4.31: The result for the M, component of the suspended sediment concentration in kg/m? in morphodynamic equilibrium
for a rectangular bottom profile.
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Figure 4.33: The convergence of the computation of the erosion coefficient for a rectangular bottom profile, showing &; plotted

against the number of iterations.

Next, the erosion coefficients in morphodynamic equilibrium for slightly more complicated bottom
profiles are computed. The linearly decreasing bottom profile and the Gaussian bottom profile, de-
scribed in Section 4.2.1, are used again. For these bathymetries a different erosion coefficient is ex-
pected but the corresponding concentration should still be constant in the horizontal direction.

Again 500 iterations are performed with a step size At = 10 s and a constant erosion coefficient as
initial guess. Figures 4.34 - 4.39 show the My component of the suspended sediment concentration,
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the computed erosion coefficient and the convergence for the two bathymetries.

For the linearly decreasing bottom, the erosion coefficient in Figure 4.35 differs slightly from the
coefficient for the flat bottom in Figure 4.32. For the flat bottom profile a(r) is symmetric and straight in
the middle of the channel, for the linear bottom profile a(r) is not symmetric. On the left of the channel
a(r) is higher than on the right but the maximum value at the boundary is lower than the maximum
value at the right boundary. Figure 4.34 shows that this erosion coefficient indeed results in a constant
concentration over a line of constant depth.

Figure 4.38 shows the erosion coefficient in morphodynamic equilibrium when considering a Gaus-
sian bottom profile. The erosion coefficient is symmetric with a local maximum in the middle of the
estuary and minima approximately 750 metres from both of the side walls. Figure 4.37 shows the cor-
responding suspended sediment concentration, again the concentration is constant in the horizontal
direction.

Figures 4.36 and 4.39 show the convergence for the linear and Gaussian bottom profile, respec-
tively. It is remarkable that for these bottom profiles the convergence is slightly faster than the conver-
gence for the rectangular bottom profile. A possible explanation for this is that the diffusive transport is
larger for a more varying bottom profile and this leads to faster convergence.
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Figure 4.34: The result for the M, component of the suspended sediment concentration in kg/m? in morphodynamic equilibrium
for a linearly decreasing bottom profile.
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Figure 4.35: The erosion coefficient in morphodynamic equilibrium for a linearly decreasing bottom profile plotted against the
channel width.
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Figure 4.36: The convergence of the computation of the erosion coefficient for a linearly decreasing bottom profile, showing §;
plotted against the number of iterations.
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Figure 4.37: The result for the M, component of the suspended sediment concentration in kg/m? in morphodynamic equilibrium
for a Gaussian bottom profile.
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Figure 4.38: The erosion coefficient in morphodynamic equilibrium for a Gaussian bottom profile plotted against the channel
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Conclusions and recommendations

This chapter consists of two parts. In Section 5.1 the conclusions of this project are summarised by
systematically answering the research questions posed in Section 1.3. In Section 5.2 some suggestions
for further research are provided.

5.1. Conclusions

The first research question concerns the effect of the bottom slope on the advective contribution to
the residual cross-channel flow. The results in Section 4.1.2 show that the channel width, and thus
the bottom slope, strongly affects the magnitude of the advective forcing. For a steep bottom slope, in
this case the slope corresponding to a narrow channel with a Gaussian bottom profile, the contribution
caused by advection is large. For a gradual bottom profile, in this case corresponding to a wide channel
with a Gaussian bottom profile, advection can be assumed negligible. The characteristic flow patterns
resulting from the advective contribution are not significantly affected by the bottom slope. This is also
observed in the results in Section 4.1.5 where a specific cross-section of the Ems is simulated. In the
cross-section with an asymmetric bottom profile, the contribution caused by advection is large above
the steep part of the bottom and small above the area where the bottom changes are gradual. The
number of circulation cells did not change between simulations with the symmetric and asymmetric
bottom profile.

To answer the second research question, the effect of curvature on the advective contribution to
the flow is studied. The results for these simulations are presented in Section 4.1.3. The results show
that curvature strongly affects the total cross-channel flow, depending on the magnitude of the radius of
curvature. A smaller radius of curvature results in a stronger contribution caused by curvature. When
looking seaward, a positive radius of curvature results in a clockwise circulation and a negative radius of
curvature leads to a counter-clockwise circulation. The contribution of advection is only slightly affected
by the channel curvature in these simulations with the magnitude increasing as the radius of curvature
decreased. However, the contribution due to advection did not become the dominant process because
the contribution resulting from curvature increased as well, such that the latter contribution dominated
the former one. For a very small radius of 1 km, some circulation cells in the contribution caused by
advection are reversed compared to the results for larger radii of curvature.

Section 4.1.4 contains the results to answer the third question regarding the effect of a lateral density
gradient on the cross-channel flow caused by advection. The results show that the density gradient can
have a large effect on the residual flow profile, depending on the magnitude of this gradient. Especially
the amplitude of the M, tidal component of the density gradient affects the flow caused by advection.
For an increasing amplitude of the M, component of the density gradient the contribution caused by
advection increased in magnitude and the characteristics of the profile changed. For a large enough
amplitude the advective contribution becomes the dominant process and determines the lateral tidally
averaged flow. Once the advective contribution has a significant effect on the lateral flow, this also
affects the other contributions to the flow. The phase of the M, component has little effect on the
residual flow and the advective contribution to the flow in the experiments performed. The phase
seems to mainly affect the contribution caused by the Coriolis deflection.
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The fourth question that was raised concerned the ability of the model to reproduce measurement
data of a cross-section of the Ems. In Section 4.1.5 the results for the simulation of a cross-section of
the Ems are presented. The cross-channel flow computed by the model had the same magnitude as
the measured flow. Moreover, the direction of the flow near the bottom and in the middle of the water
column are similar. However, the direction in the upper part of the water column is to the right in the
measurements but to the left in the simulations. A possible explanation for the difference between the
measurements and simulation is the different description of the free surface. In the measurements the
time-varying thickness of the water column is taken into account whereas the model uses the rigid lid
assumption, this could lead to a discrepancy between the measurements and model results. There
are also other differences between the simulation and the actual situation, such as bathymetric details,
presence of density gradients and effect of the wind. Potentially, these differences contribute as well
to the deviation between the measurements and model results.

The last two research questions cover the developed sediment module. The functioning for a pre-
scribed density gradient is investigated in Section 4.2.1. Based on these results the sediment module
seems to works as expected for a prescribed erosion coefficient. For the simplest situation the analyt-
ical solution is approximated. For more complicated situations, such as a varying bottom profile and a
non-zero cross-channel velocity, the results agree with physical intuition.

The ability of the sediment module to compute the erosion coefficient in morphodynamic equilibrium
for only diffusive sediment transport is investigated in Section 4.2.2. Those results show that the model
seems to work properly. The analytical solution is approximated for the simplest situation and for more
complicated bathymetries the results also match the expectations.

5.2. Recommendations

The effect of several parameters on the cross-channel residual flow and advective contribution to the
flow is investigated. Recommended further research on this topic would be to study the effect of other
parameters and to include other processes in the model. Interesting extensions could be for example
to include wind shear stress or to investigate the effect of a time-dependent vertical viscosity coefficient.

The results for the simulation of a cross-section in the Ems showed that the model is not able to
exactly reproduce measurements. It is recommended to investigate what the cause of the difference
between measurement data and model results is. Moreover, it would be interesting to examine if
measurements in other estuaries can be reproduced by the model.

It is concluded that the module for sediment works as expected for a prescribed erosion coefficient
and for computing the erosion coefficient in morphodynamic equilibrium for diffusive transport only. A
comment on this conclusion is that only a limited number of simulations is executed for the sediment
module during this project. To support the conclusions more strongly, it is recommended to perform
more experiments with the sediment module to see if it also works for different situations that were
not simulated yet. The model is for example not yet tested with spatially varying vertical viscosity and
diffusivity coefficients or for more complicated bottom profiles.

The current model can compute the erosion coefficient in morphodynamic equilibrium for situations
with diffusive sediment transport only. The next step would be to develop a model that is also able to
handle situations with both advective and diffusive transport of sediment. Experiments were performed
with the current model for situations including advective transport of sediment, so including a flow with
a non-zero cross-channel velocity. Unfortunately, the model did not converge for the cases that were
tested up to now. Further research is necessary to find out why the model did not converge for these
situations and how the model can be altered to obtain a solution for situations with advective transport.
A model which also works for advective sediment transport could be obtained by extending the current
model and thus by using the time integration method. However, it is also possible to further investigate
the other methods that were tested for the sediment model, described in Appendix H. Possibly, once
the methods described in Section H.1 and H.3 work, they can also handle advective transport.

Another reason to develop the methods described in Appendix H is because the current sediment
module is computationally expensive. The computation time depends on the desired convergence and
thus the number of iterations but is much larger than the time required for a more direct solution method
with the same accuracy. The methods in Appendix H are expected to be faster than the current method,
therefore it is recommended to investigate these methods further to find out if those can be changed
such that they compute the correct erosion coefficient. Those improvements could lead to a faster
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model without reducing the accuracy.

Once the model is able to compute the erosion coefficient in morphodynamic equilibrium for a sit-
uation with both advective and diffusive transport of suspended sediment, it would be interesting to
investigate if the model can reproduce measurement data of suspended sediment concentrations in
actual estuaries. This way it can be verified if the model only works for theoretical situations due to
simplifications or if the model can be used to simulate the sediment distribution of actual estuaries. With
the current sediment module, this verification is not possible because the model cannot compute the
erosion coefficient in morphodynamic equilibrium when there is advective transport of sediment. In real
life it is unlikely to have an estuary without a cross-channel flow and thus without advective transport.






Derivation of the shallow water
equations

In this appendix the shallow water equations are derived from the Navier-Stokes equations and the
continuity equation. The content of this chapter is largely following the approach taken in Chapter 2 of
[30].

A.1. Continuity and Navier-Stokes equations
The continuity equation describes the conservation of mass and is expressed as

dp dpu Odpv Jdpw

ot T ox "oy T oz 0 (A1)

When a fluid is incompressible, this means the density does not change due to variations in the pressure
[1]. Thisis not equivalent to having a constant density, the density can still vary due to changes in salinity
or temperature. Assuming water to be an incompressible fluid, the density can be assumed to depend
only on the temperature T and salinity S,

dp 0pdlT  dpdS

dt _oT dt T asdt (A-2)

Heat and salinity each have their own balances, more information about the equations for heat and
salinity can be found in sections 4.3 and 4.4 in [9]. Typically, the diffusion can be assumed negligible
compared to advection, as explained in [1]. When disregarding diffusion and assuming there are no
sources or sinks, the rate of change of the density can be expressed as

dp 0p dp dp dp 0pdT dpdS

at ot Yax tVay TWoz T ordar Tasar

0. (A.3)
Using this equation, the conservation of mass, equation (A.1), can be expressed as
du N v 4 ow _ 0 A4
ox dy 9z (A4)

The Navier-Stokes equations describe the conservation of momentum. The conservation of mo-
mentum in Cartesian coordinates can be stated as,

dpu dpu® dpuv dpuw 0p  0Tyx O0Txy 0Ty,

— - _ — — = A.
at  ax ' oy a2z Pt T ox "oy ez V (A-5)
dpv dpuv  dpv? dpvw 0 at at ot
p P 4 P U4 Op _Otxy OTyy Olyz _ 0, (A.6)

ot dx dy + 0z +py ay 0x ay 0z
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dpw dpuw dpvw dpw? Op 0Ty, 0Ty, 01,
ot T Tox "oy Toz YoM o "oy oz
Here u, v and w are the velocities in the x, y and z direction, z is positive upward, t is the time, p is
the pressure, p is the density, g is the gravitation constant and y the Coriolis parameter. The viscous

stresses are defined by 7;; and are defined as

=0. (A7)

Tij _ aui 611,]

' ox; T (A.8)

The Navier-Stokes equations can be simplified by observing that realistic temperature and salinity
variations lead only to small variations in the density. These small variations have little effect on most
terms in the Navier-Stokes equations, their effect is only of importance in the gravitational term. There-
fore, the density is assumed to be constant in all terms except the gravitational term, this is called the
Boussinesq approximation. In [25] the conditions for this approximation are examined. As a conse-
quence of the Boussinesq approximation, equations (A.5)-(A.7) read,

ou du? Ouv puw 10p 1 (014 0Ty 0Ty

E-I_ ox * oy + 0z _y”+ga_a ox + oy + 0z =0, (A-9)
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A.2. Reynolds averaging

Flow in an estuary is turbulent, this means it consists of stochastic motions. Usually, one is having
interest in large scale flow and not the turbulent fluctuations. To isolate the large scale features, each
variable can be decomposed into a turbulence averaged contribution (indicated by an overbar) and a
fluctuating part (indicated by an inverted comma), here illustrated for the velocity component wu,

u=u+u' (A.12)

It is important to realise the average of the fluctuating part is 0 and therefore the mean of a product is
not the product of the means,

w=uv+uw +vu +uv =uv+u'v. (A.13)
Substituting the decomposition in the Navier-Stokes equations results in,
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and, similarly for the continuity equation,
du+u odv+v dw+w
urw TV WITW o, (A17)
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Next, these equations are averaged over the turbulent time scale. Using that the average of the fluc-
tuating part is 0 and the result of equation (A.13), one finds

ou ouu ou'u' duv ou'v' duw du'w _ 19dp 1 (am 0Ty, 07Ty,
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These equations have the same form as the Navier-Stokes equations except that there are some
extra terms of the form 6u{u}/axk. When multiplied with the density, these terms are called Reynold
stresses and represent the exchange of momentum between fluid elements in a turbulent motion. Com-
bining them with the viscous stresses, results in

U W\ ——
Tij = pPo |V + — _uiuj . (A22)

an 6xl-

From now on the overbar will be discarded. However, it is important to realise the variables still repre-
sent the turbulence averaged quantities. At this moment the following equations have been obtained
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A.3. Shallow water assumption

Now the shallow water assumption is used. This means the vertical scales are assumed to be much
smaller than the horizontal scales. For example the water depth must be much smaller than the char-
acteristic width of the river or estuary, but also the amplitude of waves must be much smaller than their
wavelength.

For x and y, the typical length scale is L, for z the typical length scale is H and due to the shallow
water approximation L > H. Moreover, for the horizontal velocities, the typical scale is U and for the
vertical velocity the scale is W. Considering the continuity equation (A.4), the derivatives with respect
to x and y scale as U /L whereas the derivative with respectto zas W /H. The two U/L terms will usually
not cancel each other, which means the last term must also be of the order U/L. As a consequence, the
vertical velocity w must be of the order UH /L and thus the vertical velocity is smaller than the horizontal
velocity by the same factor as the ratio of the length scales.

Now consider the vertical momentum equation (A.25). All terms in this equation can be estimated
except the pressure gradient, the advective terms can be scaled as U?H/L?, the stress terms are of
a scale U/L? or U/H?. This means all terms are small compared to the gravitational acceleration and
thus only the pressure gradient can balance the gravitational acceleration. Equation (A.25) can then
be simplified to the hydrostatic pressure distribution,

dp

0, =PI (A.27)
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Note that p is here the actual density that depends on the salinity and temperature. To find p, equation
(A.27) is integrated from the free surface. The z-coordinate is defined as pointing upward, with z = 0
at the average free surface and z = —H at the bottom. The deviation from the free surface is indicated
by ¢. Integrating from the free surface then gives,

¢
p=yg f pdz + pa, (A.28)
z
with p, the atmospheric pressure. The derivative of the pressure with respect to x is,

ap a (¢ OPa ¢ ap Pa
a—x—ga—xfz pdz + o —gpa+gzadz+a—x, (A.29)

in the second equality Leibniz rule is used. The derivative with respect to y is similar.

Often the rigid lid approximation is used, this means variations in the surface level are assumed to
be small. Therefore, surface displacements are ignored but the pressure gradient due to the variations
is not neglected. For the derivative of the pressure, this results in,

ap % ap Pa

A.4. Parametrization of the turbulent terms

Last, the terms containing the stresses 7;; have to be rewritten since these expressions still contain
turbulent fluctuations. Parametrizations of these turbulent terms result in

1 (0Tyy, 0Ty 0Ty, d du d du d ou

p0<6x + oy Tz ) ox Ahax +6y Ahay * oz A”az ’ (A.31)
for the u-momentum equation. Here A;, is the horizontal eddy viscosity coefficient and A, the vertical
eddy viscosity coefficient. A similar expression is found for the v-momentum equation. There are sev-
eral turbulence models available to derive A, and 4,,.. In [3] more information about different turbulence

models can be found. Generally, more complicated turbulence models result in more sophisticated ex-
pressions for the turbulence but also make it harder to solve the equations.

A.5. Shallow water equations
Collecting all terms, the three dimensional shallow water equations are obtained
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It is important to realise multiple assumptions have been made in the derivation of these equations
and not every assumption holds at all times. For example close to the boundaries, the relevant hor-
izontal length scale is no longer L but the distance to the boundary. This means the shallow water
assumption will not hold close to the boundaries and these equations are not valid there.



Derivation of a condition for the lateral
water flux

In Section 2.2.2, equation (2.5) is introduced. This is the condition that requires the cross-channel
transport of water to be zero at every point along the transect. In this appendix the derivation of this
condition is discussed.

First, the continuity equation (2.3) is integrated over depth,

0
u, Ou, OJu, _
J‘_H<r+ar+az>d2—0. (B.1)

Using Leibniz integral rule, this integral is equal to

1 (° a (° ah
= f_h u,dz + th u,dz — ur(—h)a +u,(0) —u,(—h) =0. (B.2)

According to the boundary conditions, u,(0), u,(—h) and u,.(—h) must be 0, this gives

1 (° a (°
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and thus
0 I
[ updz=1, (B.4)
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with I a constant. Because this should also hold at the side walls, where u, equals zero, I must be
zero and equation (2.5) is obtained.
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Derivation of the morphodynamic
equilibrium condition

In this appendix the step by step derivation of the morphodynamic equilibrium condition is given. The
derivation is largely following the same approach as used in [11].
First the sediment mass balance equation (2.12) is rearranged into,

6C+16rurc+6(uz—ws)c D 0 dc 10 [ dc _o C.1
ot  r Oor 0z Yoz ¢az near\Tor )T (€1
Next, this equation is averaged over a tidal period,
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Subsequently, the equation is integrated over depth,
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Grouping the derivatives with respect to r and z and using Leibniz integral rule gives,
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At the surface, equation (2.15) must hold and u, must be zero. At the bottom, u,. and u, must be zero.
This results in,

=0. (C.5)
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Now the balance between erosion and deposition at the bed, equation (2.21), is used. Substituting the
definitions for erosion and deposition, equations (2.16) and (2.20), and using n, = Z—’: and n, = 1,
results at z = —H in,

(D)= (E)=0 &
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This means equation (C.5) reduces to,

16f0 AL c7
<o _H(rurc) w5, dz =0. (C.7)
Because r # 0, it follows that
0 d{(c)
r| (u.c)— DhW dz =1, (C.8)

with I a constant. Due to the boundary condition (2.13), the integral must be zero at the side walls.
Consequently, the constant I must be equal to zero. This finally leads to the morphodynamic equilibrium
condition,
0 d{c)
J (u,c)—D,——dz =0, (C.9)
—H ar

for every r. When this condition holds, there is a morphodynamic equilibrium.



Coordinate transformation

In the first section of Chapter 3 is mentioned that a coordinate transformation is applied to solve the
flow and concentration equations. The details of the transformation are given in this appendix.

Equations (2.1), (2.2), (2.3) and (2.12) are defined in the (r, 8, z) coordinate system in the physical
domain. The cylindrical coordinate system (r,8,z) is mapped onto a system (¢, 6,0), in which the
coordinates ¢ and ¢ are defined such that the concerned cross-section of the channel is represented
by a rectangle in the computational domain. An example of a physical domain and the corresponding
computational domain is visualised in Figure D.1.

The coordinate o is defined as,

=241 (D.1)
o= 5 , .
such that o is 0 at the bottom and 1 at the surface. Moreover,
o0& o0&
a =1 and & = 0. (D2)

When a line is parallel to the é-axis in the computational domain, this relates in the physical domain to
a curve with constant relative height above the bottom.

physical domain computational domain

>
»
-
>

(0,0)

» ¢

(0,0 1

Figure D.1: On the left is an example of a physical domain in the (r,z) coordinate system. On the right is the corresponding
computational domain which has a (¢, o) coordinate system.

The transformation results in the expressions,
do

1
2z (D-3)
%0
ﬁ = 0, (D4)
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D. Coordinate transformation

do _z dh _ 1dh D.5
PR Vi e G Y et (D-5)
0% __zd’h oz (dh\®_ Ldh _(1dh\’ o6
oz~ e Vip\ar) TN e " nw) ) (D-6)
Which can be used for the following operations
9 9 0900 o
ar  9& ' ar do’ (D-7)
9% 0% [(dc\ 8% _dc 9% 9% 8-  9%0 9
o _ 9 (90} O 00 0% (00 0700 (D.8)
arz ~ 9g2 " \or ) 902 " “9r 900 " 9r2 3¢ ' 9r% do
9 900 oo
dz 0z do’ (D-9)
92 (90)\" a% 540
9z2  \dz) do? (B.10)
Using the above expressions, equations (2.1), (2.2), (2.5) and (2.12) are transformed to
ou, N ou, N do ou, 1 0u, uz g Yap 714
ot " "\9¢ Tarac )T " has YT T T ), ar 90 T 9%r 011
4 10 ( ou, a 1/0 6ur+666ur +806 aur+606ur '
"12 90 \? 30 ny\ae\"\ 3¢ T or a0 aroo \'\9¢ " ar as )))’
Jug dug 0o dug 1 dug Ugly g Y1ap , 10¢
at +”T(af +¢h-aa> Y ge TV T T T Ty ) T a0 970" 012)
2 1 0 dug +A 1/0 6u9+606u9 +606 au9+ao—au9 ’
"1z 95 \? a5 ry\ae\"\ 3¢ T or as arao\' \a¢ T ar as )))’
1
J- u,.do =0, (D.13)
0
Bc+urc ac+aaac T+ )166_ D 1 0 dc
at ot Y aroe) T ") 55, = e (Pas
(D.14)

Dl 0 dc 0o Oc
-0z (7 (5 + 550))

do 0 ac+aaac
arae \' \a¢ " aras)))



Eigenfunction expansion in the vertical
domain

This appendix explains the series expansion in the vertical direction used to compute u,., ug and c. The
technique applied in this model is based on [5], where a special case of the Sturm-Liouville eigenvalue
problem is used to simplify the vertical mixing term in the momentum balance. First, the eigenfunctions
for the horizontal velocities are discussed in Section E.1. Next, the eigenfunctions for the concentration
are discussed in Section E.2.

E.1. Eigenfunction expansion for horizontal velocities
With a series expansion in the vertical direction, the horizontal velocities can be expressed as,

M+N

6@, = ) Un(EOfn(€,0), E.1)
m=1
M+N

Up(£,0,8) = ) V(& Ofn(€,0). E2)
m=1

The value for M can be chosen depending on the desired number eigenfunctions f,,,. More eigenfunc-
tions results in a higher accuracy but also leads to more computational time and required storage space.
The eigenfunctions represent a problem with homogeneous boundary conditions at the surface and bot-
tom boundary. To solve a situation with a non-zero wind shear stress, which is an in-homogeneous
boundary condition, a different defined eigenfunction f;,,, is introduced. At the bottom boundary, the
vertical mixing term cannot be represented with the eigenfunctions form = 1... (M + 1). Therefore, the
eigenfunction fy,,, is introduced. Later in this section, these additional eigenfunctions are explained
more thoroughly. The number of differently defined eigenfunctions is indicated by N, in this case N
equals two.

The eigenfunctions, f,,(¢,0) are, for m = 1... M, derived from the Sturm-Liouville eigenvalue prob-

lem,
9 0fm _
5 (qb(f, “)%> + Anfonw(§,0) = 0 (E3)
with 5
fm(§,0) = %(E, 1) =0. (E.4)

The 4,, are eigenvalues and w(¢, o) is a weight function. The weight function w can be chosen arbitrary
but must be continuous and on [0,1]. The boundary conditions for the Sturm-Liouville eigenvalue
problem correspond to a no-slip condition at the bottom and a zero wind shear stress at the surface.
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68 E. Eigenfunction expansion in the vertical domain

Because this Sturm-Liouville eigenvalue problem is used, filling in the vertical diffusion term of the
momentum balance leads to,

A. 0 9 M+N af 6f M+N
v Uy m )
"2 30 <¢> 60) 7 60 Z Unp o | = 72 Z mao( )— Z UpAmfmw.  (E.5)

This result is much simpler than the original mixing term. For ugy a similar result is obtained.

The solution of the Sturm-Liouville eigenvalue problem depends on the shape function of the eddy
viscosity ¢. Often the eigenvalues cannot be computed analytically but the computational effort can be
decreased by a good choice for w(¢, 0). T.J. Zitman figured out a definition for w(¢, o) that is especially
suitable for this model. He advised to define the weight function as,

¢y (6)? Lo B
Ve =560 C”@:(o ¢>(5,a')d"'> | (£6)

To show why this is a suitable choice for the weight function, a coordinate transformation is applied from
(¢,0) to (¥,n). This coordinate system is defined such that n is 0 at the bottom and 1 at the surface

and o o o
%=0, ¥=6_r=1' (E.7)
After applying this transformation, equation (E.3) reads,
0 (,0n0fm _
The transformation is defined such that,
an
¢% = C77’ (Eg)
with
1o -1
C"I ( @ dO') , (E10)
which leads to,
7 1
= ——do’. E.11
1= 555 E11)
Using this and the choice for w, leads to
0fim
aﬂ( an >+Amfm—0 (E.12)
which results in
fn(&,0) o sin (n,/am). (E.13)

with

1
Am = m—z .

This means the eigenfunctions must be proportional to a sine in the (¢, ) domain as well,

g 1
fm(&,0) « sin (cn\/ﬂfo P D) da’). (E.14)

Clearly, the choice for w simplified the computation of the eigenvalues. Therefore, this choice for the
weight function is used in the model.

At both the bottom and surface boundary, the flow cannot be represented by the eigenfunctions
derived for m = 1 ... M. To deal with this, two more eigenfunctions are introduced, which are differently
defined. At the surface, the boundary condition (2.4) cannot be met for a non-zero wind shear stress



E.1. Eigenfunction expansion for horizontal velocities 69

since the derivative of f;,, with respect to ¢ equals zero at the surface. To solve this, fi;,; is introduced
which is derived from,

f
<¢(s 0) = |+ A fusaw(§0) = 0 (E.15)
with
fu+1(,0) = fu+1(§, 1) = 0. (E.16)
This leads to,
7 1
£,0) « sin(m =sin<c nj —,da’>. E.A7
As a consequence, the weights corresponding to f,,,1 are determined by the wind shear stress,
_ h Twr _ h Tw,0
AUy = e po AV = ey Po (E.18)

At the bottom, there is a different inconsistency. Since the eigenfunctions are zero at the bottom,
the vertical mixing, equation (E.5), cannot be represented there. Because the velocities are zero at the
bottom, the momentum equation could then only hold for a zero pressure gradient, which is unlikely.
This issue only occurs at exactly ¢ = 0 and not slightly above.

This effect is called the Gibbs phenomena and to avoid this problem another eigenfunction, fy,,,
is added. This eigenfunction follows from,

0
<¢(€ o) fM”) ~w, (E.19)
with
f
fus2(§,0) = =22 (6,1) = (E.20)
This results in,
fura(6o o T - f : ( —c,,f ) (E21)
¢(f 0) ¢(€ a')
By evaluating the momentum equations for ¢ = 0, the expressions for Uy, and 1},,, can be obtained,
h? (gh (°ap a 10 [ ou, 1
UM+2——A—V<EJ‘1 Eda-l_ga_flh;E(r or )) W(f,o)’ (E22)
h? (gh (°1 ap 19¢ 19 ([ duy 1
Wz =~ (EL 7909919755 ~ My oy (rW» w(E,0)° (E.23)

Using the continuity equation (2.3), u, can be eliminated from the momentum equations because it
can be expressed as,

zZ
9
u, = — f Y 2 4 (E.24)

-n T or

Applying the coordinate transformation to (£, 8, 0) and substituting the series expansion in the expres-
sion for u, results in,

do' =

_ hf Uy aur do’ du,
h 6r do’
M+N (E.25)

_h,,;( ffm afm z;azfn: : ffmdo>




70 E. Eigenfunction expansion in the vertical domain

After applying the coordinate transformation explained in Appendix D, inserting the series expan-
sions, substituting equation (E.25) for u, and rearranging some of the terms, equations (2.1), (2.2) and
(2.5) become,

M+N M+N M+N af a af
(o2
m=1 m=1 n=
M+N M+N af f af P 6f
U
-3 U ’"( s L fnda) o (E.26)
m=1 n=1 m=1
| M N g (7 0p oc L My of
’ R — _Jm —
T Z VinfmVnfu + %J(; ar do’ + gar Ay 2 Z m00¢ ApL(Up, fn) = 0,
m=1 n=1 m=1
M+N M+N M+N
DIETRS o WRACYSRTIE T
at mim 08§  or Moo
m=1 n=
M+NM N af f af a , af M+N
m n n 0 OJp
- ( f aT aO' f fnda)'i'yzUnfn
m=1 n=
M+N M+N M+N
1 10¢ 1 0fm
7 Z Unfm nfn+_f ;%_Avhz m_¢ _AhL(Vm:fm)=O:
m=1 n=1 m=1
(E.27)
1 M+N
f Z U, f do = 0. (E.28)
0 m=1

The operator L(*, ) is used to slightly simplify the equations. L(x, x) is defined as,

) _1M+N 5 9% 9% do 0% do 0 9% dx do 0x E 29
<*'*>—;mzzl(a_f(r(a_f”*(a_f+a%)))*a%<r<a_s*+*<a?+a_r%)))> (29

The model equations are combined with the boundary conditions to describe the flow in the cross-section.
The boundary conditions are, at the surface,

A _— = E.

2Ums1 + ey Po 0, (E.30)
h Twe

A ——— =0, E.31

S AT (E31)

and at the bottom,

4y, q g 9 A
2 M+2+mfo ar ”+W(g,0)5 w(¢,0)

LUm, fm) = (E.32)

16p g 16{ Ap
72 Vusz o 0)[ 720 wE T8 wE0)

L(Um, fin) = (E.33)

In addition, at the side walls, the velocities must be equal to 0.
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E.2. Eigenfunction expansion for sediment concentration

For the sediment concentration, a similar eigenfunction expansion is used as for the flow. The concen-

tration is written as
M+N

€00 = ) Cn(EDdn(E o), (E:34)
m=1

The eigenfunctions d,, are different than the eigenfunctions for the flow since different boundary con-
ditions are used for the Sturm-Liouville eigenvalue problem. For m = 1 ... M, the eigenfunctions d,, are
derived from the following Sturm-Liouville eigenvalue problem,

<¢(€ )= + W (8, 0)) (E.35)
with the boundary conditions,
ad od
_m =_" =0. (E.36)
do | _ do | __
o=0 o=1

The same coordinate transformation to (v, n) and definition for w are used as in the previous section.
This leads to,

g 1
dy < cos(n(é, 0)\/m) = cos <cn\/ﬁf0 P D) da’), (E.37)
with
Viim = (m — D). (E.38)

Comparable with the flow, this eigenfunction expansion also leads to inconsistencies at both the surface
and bottom boundary because the boundary conditions for the concentration are not homogeneous.
To solve this, again two eigenfunctions are added. These are chosen to be the same eigenfunctions
as used for the flow, so dy 41 = fu+1 @and dyyo = farez-

Filling in the eigenfunction expansion for the surface boundary condition (2.15), results in,

M+N

19d,(¢,1)
e (ws dm(§,1) + Dy (&, 1)—’"—2) =0. (E.39)
m=1
Since
(™, form=1..M €1 0, form=1..M
dm(£,1) =40, form=M+1; ¢, 1) ma ={ —-mc,, form=M+1, (E.40)
> form=M+2 0 form=M+2
this boundary condition is equivalent to
,7 1
Z( DGy = =Dy o1 + 5WsCirez = 0. (E.41)

For the bottom boundary condition (2.19), substituting ¢ by the eigenfunction expansion gives,

M+N
DAEDG D Cnget = Etalx (E42)

m=M+1

It is only necessary to sum over (M + 1) till (M + N) because for m = 1 ... M, the derivative of d,, with
respect to o is equal to zero at ¢ = 0. For m = (M + 1) and m = (M + 2) the following holds,

0dn(£,0) ¢
do P00

1 = Gpm+1(1 —m)). (E.43)



72 E. Eigenfunction expansion in the vertical domain

Therefore, the boundary condition can be rewritten as,

M+N

c
“TDy D G~ S -m) = 7

m=M+1

sps

a(r))( (E.44)

After applying the coordinate transformation outlined in Appendix D and filling in the series expan-
sion, the equation for the sediment concentration (2.12), becomes,

M+N M+N M+N M+N M+N

2w g e g g (Gr e (G SR ))

(E.45)

M+N M+N
uland_m_WEZCad_m_DiZCid)ad_m — DpL(Cppyd) =0
“h ™ do Sh ™ do Vh2 Mmoo do meem ’

m=1 m=1 m=1

with L(*, x) as defined in equation (E.29). This is combined with the equations for boundary conditions to
describe the distribution of sediment. For the surface and bottom boundary conditions, equations (E.41)
and (E.44) are used. For the side walls, equation (2.14) must be transformed to the (¢, o) coordinate
system and the series expansions should be substituted. Since the concentration is described with the
same d,, at &, as at &, and at ; as at &;,_4, it must hold that the derivative of d,,, with respect to r
equals zero at the side walls. This results in,

dc aC,, ad,, 9o
% . mzl <—a 4y + G 5) ~o, (E.46)

at the side walls.



Model Equations

In Chapter 2 the model equations were introduced and in Chapter 3 is explained how they can be
solved. In this appendix the model equations resulting after applying the coordinate transformation,
eigenfunction expansions and Galerkin method. To make this slightly more structured and compact,
some coefficients are used in the notation and implementation of these equations. In the first section
the model equations for the flow are given, the second section contains the equations for the sediment
concentration and in the third section the equations for the side walls are described. The last section
contains the definitions of the coefficients ®, ¥ and T which are used in the model equations.

F.1. Model equations for flow

Momentum Equation, cross-channel, test function 1

M+N M+N K
(0) (0) © (© (s) (s) (arx)
- ZE mzl nz {ZU G- Un” () + kZl (Um_k (€i-1) Unje G + Ui (§i—1) Upg (fi)) }cpm,np
M+N M+N K
Z {zu$3> U )+ ) (U GO U (0 + U (D U 60) }cbﬁs,?p
m=1 n= k=1
M+N M+N K
* TR mZ Z {ZUr(r?) i) U (60 + Z (U Gas) UL €D + U Gian) USH (60) }cbﬁ,i‘;"ﬁ
M+N M+N
_ EL (0) (0) (C) (C) (S) (S) ] (azx)
oz ), Z {zum €U (i) + 2 GO UE) E) + U, GO U ) }q)m,n,p
M+N M+N K
+ = { U ) U (&) Z (vsk GO UL @) + US) (G0 U (8) }q>£:f,?.p
@ m=1n k=1 ' ‘
N M+N
FE D D (R U G 3 (U5 60 0 )+ U G0 UL G Jotzzy
m=1 n=1 k=1

73



74 F. Model Equations

M+N

Z v ) 045

M+N M+N
- 2; D { W ()W (&) + Z D €V € +US) €D TS (fi))}qaﬁ,i,’f{;

n=1
+ g;P(O)GDSS,Z) + QZE(O) ) op"

M+N K (F1 )
Z {ZU“’) €A + > (U @ A + U, (60 40) }cb("“")
=1

M+N

21 1 i 2
_ § y© (dex) (lCd) (0) i) _ (lCd)
Ah W { (fl 1) < ZAf + Afz (D ) (fl) ( m,p AEZ CD >

m=1
1
0 difx d
( )(€1+1) <—2 ECD( Lf ) CI)(lC )>}

=0 forp=1..M

Wind, cross-channel, test function 1

27r v© 2w h Ty,

— U (A + = Z (U2 GOA + Ui @0AY) + T o =0 (F2)

Gibbs Effect, cross-channel, test function 1

1 0 2t g
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w(0)
(F.3)
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Momentum Equation, along-channel, test function 1
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M+N

Z U ) 04
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Gibbs Effect, along-channel, test function 1
1 c c S S 2
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Rigid lid effect, test function 1
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= z UR el (F7)

Momentum Equation, cross-channel, test function cos(qwt)

M+N
S qrufy ol
m=1

M+N

waw
- Z {(u,(,?) (§i-1) Uig (60 + Uiy (G2 URY (60)

=1

S

K K
+ 3 (U G U DT + U 6 US) () T,Esf?)} G

k=1j=1



76 F. Model Equations

+
ela
=
+
=
<
+
=2

{(U@ (&) USS) (&) + USTa () US (8)

2

k=1j

N
A

3
i
A
S
i
o)

Mx

(VS GO U GO TESD + UG () US) (fl)T,E“"f;))} LGN

I
oy

<
+
=
<
+
=

(UR e US 6D + U e U (6))

i

k=1j

+
SEIE
a

=y

'

—

3
i
Y
S
i
Y

Ma

UL, G U GO T + USD, Gean) US) (GO TESD) }q»ﬁsz’;z

1l
S

<
+
=
<
+
=

(VR G UG G + USH G UR (&)

I
SEE
2l

=y
Y
—

3
i
Y
S
i
A

+
=
=

(U, € U G TED + U, (€0 US) (6 TEED) }¢$,?ix,2

&
1l

1j

1l
ey

N
+
=
<
+
=

+
gelA
=

=y

Yy

—

(UR € USS &) + Uy GO UV (6)

3
I
-
S
i
e

+
=
gl

(ke @O UL GO T + Ui GO US) (&)T,Esff,))} LG

=
Il

1j

1l
[y

<
+
=
<
+
=

(Uﬁ)(&)U#Z(§+1)+lﬂ52(&)U3n(5+iﬂ

+
SHIE!
3

[S=Y

Ny

—~

3
i
o
S
i
o

K K
(U O US) G TES) + U GO US) G T,ES,S;))} o2

k=1j=

-

M+N

— ]/_ Z V(C) (El) q)(lCd)

-5 {(Vrﬁ(’) EDT ) + VS EIWD )

K
+Z (W2 EO VR GO TEED + Vioh GBS (&)T,ES,S;))} o5
k=17

K

=1
21 21

+g—PODRY + g—E© (&) o

M+N

-— Z { (v € AP + Uy €) A©) +

»

( (C) ) (&) A(C) (cce) + Ur(;)k &) A(S)T(SSC))}Q)%;X)
k=17

qu k.j.q
1

M+N

2r i 1 i 2 i
_ § (C) (dlf x) q)(lcd) (C) (dlf ) _ q)(wd)
Ah { (fl 1) ( ZAf + AEZ m,p ) (fl) ( Afz m,p >

m=1
1 .
d d
(C) (Elﬂ)(ZAf ( lfx) + AZZ qD%fp))}

=0 forp=1..M
(F.8)



F.1. Model equations for flow 77

Wind, cross-channel, test function cos(qwt)

K K
0 s
= (U1 EDAL + U1 604D+ = 3" (U1 EDALTESD + UL GAPTSE) = 0 (F9)

Gibbs Effect, cross-channel, test function cos(qwt)

K K
w1 0
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(F.10)

Momentum Equation, along-channel, test function cos(qwt)
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Wind, along-channel, test function cos(qwt)
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Rigid lid effect, test function cos(qwt)
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Momentum Equation, cross-channel, test function sin(qwt)
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Wind, cross-channel, test function sin(qwt)
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Gibbs Effect, cross-channel, test function sin(qwt)
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Momentum Equation, along-channel, test function sin(qwt)

M+N
Z qT[VTSlCL)[cD(lCd)
m=1

M+N M+N
- DI {(Vr%") (En) USS) (6 + U5) (E) U (6)
m=1 n=1

K K
+ 2 (U9 G US) GO T + Uk G U) GO TS } G

k.j.q
k=1j=1



F.1. Model equations for flow 81

M+N M+N

$Io D Z{ (v (50 U 0 + Vi (G0 U 60)

m=1 n=
K

IIMN

49U @ TSR + W @ U €0 TS Joliny

T 1 M+N M+N
0 s s 0

) {( T () US) (60 + U} ) U (60)

K K

Z Z VD G US) GO TED +VE) G US) GO TS }‘1’5773

- 1 M+N M+N
(0) (5) (5) (0)

— ;ﬁ L. L {( (fl) U (fl 1) +V (51) (fi—l))

+
M=
%R

(e GO US) GO T + Vi GO US) G- T }@%‘fﬁ’?

&
Il

g
~.
1l

g

S
+
=
S
+
=

+
SEIE]
3

=y

Ay

—

(W 0 US) (&) + Vi &) UR (&)

OX(

=17

3
I
e
3
I
A

Mx

ik (60 Un) GO TG0+ Ve (€0 U (&)T,E??)} Pl

=
-y

Il
fuy

S
+
=
S
+
=

(Vrglo) D) Ur(it)z (Gis) + VTT(IS.‘)I &) Uy (fi“))

O

+
ela
3

[u=y

Sy

—

3
I
-
3
I
-

Mw

(El) U(S) (El+1) IECJS;) + V(S])c (EZ) U(C) (§1+1) T}ES]C;))} gﬁlxg

k=1]=1
M+N
e Z U (50 @85
M+N M+N
_r © £ 11 (2. () (0)
‘“mﬂnzl{ (W @ U @0 + W GO U ()

K K
£ (W2 GO USLEO TS + VS () U (EJT,ES,CZ))} o)

k=1j=1

2n 2
+g YO + g—HE (&) op”

M+N K K
7'[ .
- = Z { (0) ) A(S) +V (S) ) (&) A(O) + Z Z (C) ) (&) A(S)TIEC]S;) + V(S (fl)A(C)TIESJC;))}q)%%x)
m=1 k=1j=1
M+N

2 1 2 i
_ 7S (dlfx) (lCd) (S) (dlf) (icd)
A { Gi- 1)( a5 ) (fl)( Afz%,p)

m=1
1
di f d
(S) Giv1) <Zf : ( A +— CD(LC )>}

=0 forp=1..M
(F.18)



82 F. Model Equations

Wind, along-channel, test function sin(qwt)
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Gibbs Effect, along-channel, test function sin(qwt)
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Rigid lid effect, test function sin(qwt)
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F.2. Model equations for sediment
Concentration Equation, test function 1
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Surface Boundary Condition, test function 1
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Concentration Equation, test function cos(qwt)
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Surface Boundary Condition, test function cos(qwt
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Concentration Equation, test function sin(qwt)
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Surface Boundary Condition, test function sin(qwt)

Z( 1€ — ZweClag

c K (F.29)
Tic 0
S GG AR WAL A L )R
Bottom Boundary Condition, test function sin(qwt)
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F.3. Model equations at the side walls

The equations in the previous section are valid for the locations &,-¢,_;. At the side walls, locations &;
and ¢, , different model equations must hold to meet the boundary conditions.

For the flow, it was imposed that u,. and ug must be 0 at the side walls. Therefore all variables U,,
and V,, must be 0 at the first and last point along the transect. Furthermore, E is assumed to be 0 at
these boundaries.

For the concentration, the derivative of ¢ to r must be 0 at the side walls. Expressing C,, as a sum
of tidal components and applying the Galerkin method to equation (E.46) leads to the equations that
hold at the side walls. For &; this results in the following equations for test function 1, cos(kwt) and
sin(kwt),

M+N

Z e () ( Mwﬁé‘? w(””d>)+ 20 (€2 ¥np =0, (F31)
M+N
Z Ci (€1) ( AELP,S;‘?+LP“’"”>+ 3z Cma (62 ¥ =0, (F.32)
M+N
Z %, ) ( S + q,(bnd)) 2 OS99 = 0 (F33)
forp=1..M. Moreover,form=M+1landm=M + 2,
CW (€) — ) (&) =0, (F.34)
oy (81) = Csoh (8) = 0, (F.35)
Con (81) = Ci (€) = 0, (F.36)

must hold.
Similarly, at &, the model equations are for test function 1, cos(kwt) and sin(kwt),

M+N
Z c (E)( A ¥ + ‘P“’”‘”) a0 €)Y =0, (F.37)
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C ) - W (6,-1) =0, (F.40)
Chon () — Choy (6,-4) = 0, (F.41)
Cin () — Coy (6,-1) = 0. (F.42)
F.4. Coefficients
Coefficients @
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Coefficients T
T(ccc) (U /@ .
g = cos kwt cos jwt cos qwt dt
T[ -T/w
T(ccs) _ w /e . :
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T -T/w
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T -T/w
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plsco) _ @ A k - d F.73
Kid = 7 sin kwt cos jwt cos qwt dt (F.73)
-T/w
I jwt sin qotd F.74
kid = sin kwt cosjwt sin qwt dt (F.74)
-T/w
risse) _ @ . kot sin j d F.75
kid = 7 sin kwt sin jwt cos qwt dt (F.75)
-T/w
(sss) _ w /@ . . . .
T =— sin kwt sin jwt sin qwt dt (F.76)
k.j,a p
-T/w
indices CCC C€CS CSsC  CSS cc SS
k,j,g=0 2 0 0 0 0 0
k=0and (j=+q;j,q #0) 1 0 0 11 0 0
j=0and (k =+tq;k,q #0) 1 0 0 0 0 0
gq=0and (j = tk; k,j # 0) 1 0 0 0 0 0
kjq#0andk+j+gq=0 1/2 0 0 -1/2 0 0
kjq#0andk+j—q=0 1/2 0 0 1/2 0 0
k,jjg#0andk—j+gq=0 1/2 O 0 1/2 0 0
k,jyq#0andk—j—q=0 1/2 0 o -1/2 O 0

Table F.1: A table with the values of each coeffficient T for varying k, j and q.






Structure of Jacobi matrix

In Chapter 3 is explained that the Jacobi matrix of the model equations is required to solve the system of
equations. Since there is a large number of model equations and unknown variables for each location
along the transect, it is necessary to have a clear ordering in this matrix. This appendix explains how
the Jacobi matrix is set up.

The ordering of the Jacobi matrix starts by the order of the model equations. The model equations
are primary ordered by location, so first £;, then &, and so on until ¢,. Next, the equations are ordered
by test function, so first the equations for test function 1, then cos(wt), next sin(wt), after that cos(2wt)
and last sin(2wt). If K were larger than two, this would continue in the same way for higher values of
K. Finally, for one location and test function, the equations for the flow are arranged as

* Momentum equation, cross-channel form =1..M
* Wind equation, cross-channel
» Gibbs effect equation, cross-channel
* Momentum equation, along-channel, form =1..M
» Wind equation, along-channel
» Gibbs effect equation, along-channel
* Rigid lid equation
and for the concentration as
» Concentration equation, form =1..M
+ Surface boundary equation
» Bottom boundary equation

For the vector of unknowns a similar ordering is used. So at first the unknowns for ¢;, then &, and
so on till ¢;. Next, the unknowns are ordered by the tidal component, first the variables for M,,, then the
M, cosine variables followed by the M, sine variables, next the M, cosine variables and finally the M,,
sine variables. If more tidal components were included, these would follow afterwards in the same way.
Within the same location and tidal component, the vector of unknowns for the flow first contains the
cross-channel variable U,,, form =1 ...M + N, then the along-channel variables V,,, form =1..M + N
and last the variable E. For the concentration, after ordering by location and tidal component, the
variables C,,, are simply ordered by ascending m from 1 till M + N.

As a result of this ordering, the Jacobi matrix has a clear structure. It contains L x L blocks with
(2K4+1)(2(M+N)+1)) X ((2K+1) (2(M+N)+1)) elements for the flow or ((2K+1) (M4N)) X ((2K+1)(M+N))
elements for the concentration. The block (i, j) contains the derivatives of the model equations for ¢;
with respect to the variables for location ¢;. As can be seen in Appendix F, the model equations only
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contain variables for &;_,, & and &;,,. This is due to the use of the finite difference approximation in the
radial direction. Consequently, for every i, only the blocks (i,i—1), (i,i) and (i,i+1) contain nonzero
elements. As a result, the Jacobi matrix can be characterised as a block-tridiagonal matrix.

Within one block another clear structure is visible. Each block contains (2K+1) X (2K+1) sub-blocks
with each (2(M+N)+1) X (2(M+N)+1) elements for the flow or (M +N) x (M+N) elements for the
concentration. Each sub-block contains the derivatives of the model equations for one of the test
functions with respect to the variables for one of the tidal components.

In Section F.3 of Appendix F is explained that different model equations are used at the side walls to
meet the boundary conditions there. The Jacobi matrix is also different for these locations. Instead of
three, only two blocks are used there. The blocks that would contain derivatives for variables outside
the domain, so (1,0) and (L, L + 1), do not exist.

For the flow, all variables must be equal to zero at the boundaries. As a result, the blocks (1,1) and
(L, L) are identity matrices and the blocks (1,2) and (L, L — 1) contain only zeros. For the concentra-
tion, the model equations contain variables for the location at the boundary and the location next to it.
Therefore, the blocks (1, 1), (1,2), (L,L — 1) and (L, L) all contain nonzero elements.



Other methods to compute the erosion
coefficient

In chapters 2 and 3 it is explained how the erosion coefficient corresponding to the morphodynamic
equilibrium is computed using a time integration method. During this project, some other methods to
compute the erosion coefficient were tried. This appendix briefly discusses the methods that were tried
and the problems encountered with these methods.

H.1. Differential equation methods
The first approach is inspired by the method used in [11]. Since a perturbation method is used there,
it is easier to find the erosion coefficient, because in that case it is not necessary to use an iterative
process. In the approach described in this section, iterations are required to find a solution for the
erosion coefficient.

The suspended sediment concentration for the erosion coefficient a(r), can be expressed as

c=a(r)t+¢, (H.1)

with ¢ the suspended sediment concentration for a(r) = 1. Substituting this into the morphodynamic
equilibrium condition, equation (2.22), results in a differential equation for a(r),

()

L(r)——+L(Ma(@)+13(r) =0, (H.2)
with o
I (r) =f —D,(¢)dz, (H.3)
-H
0 a
L) = | wey-0,%52 s ()
I3(1) —f (u,.¢y — D, Md (H.5)

By solving this differential equation, a distribution for the erosion coefficient a(r) is found.

The iteration process to find a(r) corresponding to the morphodynamic equilibrium starts with com-
puting ¢ and choosing an initial estimate for a(r). The initial estimate is used to compute the concen-
tration c. Next, ¢ is computed as ¢ = ¢ — a(r)é. This is used to solve the differential equation (H.2) to
find a new expression for a(r). Now a new ¢ and ¢ are computed, and so on. In this process ¢ should
become smaller and once ¢ is below a chosen tolerance value, the solution is obtained.

To find the erosion coefficient corresponding to the the differential equation (H.2), the analytical
solution of this equation is used. The analytical solution of the differential equation (H.2) is,

oty =exp(- [ £ar)|- | exp( (Zar) 2 )ar+al, (H6)
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with C; an integration constant. This constant depends on the condition in equation (2.28). The
anti-derivatives in this solution and integrals defining I, I, and I; are solved numerically. This is done
using the composite trapezoidal rule.

A slightly different approach is to discard the ¢ and to compute ¢ by dividing the concentration
obtained for an erosion coefficient by this erosion coefficient. The process starts with an initial estimate
for a(r) and computing the corresponding concentration. This is used to compute ¢ and then the
differential equation is solved to find a new value for a(r), etcetera.

In this method I3 equals zero. This results in the analytical solution

a(r) = C; exp <—f %dr). (H.7)

The anti-derivative in the solution and integrals for I; and I, are again solved numerically by using the
composite trapezoidal rule.

It is possible to circumvent the numerical approximation of anti-derivatives by transforming the dif-
ferential equation to a matrix equation. To obtain a matrix equation I,, I, and a(r) are discretized. The
discretization is similar as the discretization for the model equations in the horizontal direction. This
means there are L uniformly distributed grid points used. The derivative of a(r) with respect to r is
expressed by a central finite difference approximation. This results in the system,

1 1 0 0 o J[aepn] [o]
-1 1
Ell(rz) () Eh(rz) 0 0 a(ry) 0

-1 1
0 () L(3) T (3) 0 a(r3) _ 0 . (H.8)
-1 1
0 0 EII(TL—l) I(1-1) Eh(’l-l) a(r,-1) 0
.B
1 1 1 1 1 e | [F]

The first row states that a(r) must be equal in the first and second grid point. The last row is used to
let the solution for a(r) meet the condition (2.28). Different boundary conditions can be imposed by
changing these lines. A benefit of this method is that there are no anti-derivatives with respect to r
which have to be evaluated numerically. The integrals that define I; and I, are again computed using
the composite trapezoidal rule.

Unfortunately, with the three approaches described above, the correct distribution for the erosion
coefficient was not obtained. Even when the analytical solution is used as an initial estimate for a(r),
a correction for a(r) is computed. Consequently, the model then iterates away from this solution. This
shows that the analytical solution will never be obtained using this approach. An explanation for this
behaviour could be that the method is not accurate enough. To investigate this further more accurate
numerical approximations could be used and the number of grid points could be increased.

In the middle of the estuary the solution was generally good but closer to the boundaries there was
a deviation from the equilibrium and the transport was unequal to zero. In [11] the boundary layer is
not solved which could explain why these kind of problems were not encountered there.

H.2. Simple method

As long as only diffusive transport is taken into account, it is also possible to use that

RIGI H.9
I_HW z=0, (H.9)

must hold in a morphodynamic equilibrium. Using Leibniz integral rule, this is equivalent to,

a (° OH
Ef_H(c)dz— (c(—H))W = 0. (H.10)
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As a result,
jo (c)dz — ](c(—H))a—Hdr (H.11)
—H or ’ )

must be constant in a morphodynamic equilibrium. Consequently, the new value for the erosion coef-
ficient is found iteratively by dividing the old value for a(r) by the expression in (H.11) and then scaling
this.

Choosing the analytical solution as initial estimate for a(r) resulted in an equilibrium when using
this method. However, when starting with a different initial estimate for a(r) the process converges
very slow. It might be possible to increase the convergence. However, since this method only works
for diffusive transport it is not the most suitable choice for further development.

H.3. Spline method

In this entirely different approach, splines are used. For i = 1,2, ... L the concentration is computed for
a(r;) =1 and a(r;) = 0 with i # j. Next, a linear combination of the computed concentrations is found
for which the total concentration results in the tide averaged lateral transport being equal to 0. This
linear combination is the distribution of a(r) for a morphodynamic equilibrium, after scaling this results
in the correct erosion coefficient.

The solution obtained with this method indeed resulted in a tidally averaged lateral transport equal
to zero. However, the corresponding distribution of a(r) is quickly oscillating and also contained neg-
ative values for a number of grid points. Since the total transport was zero, this is mathematically a
correct solution for the problem but not a physically feasible one because the erosion coefficient cannot
take negative values. Moreover, the occurrence of large differences in the erosion coefficient between
neighbouring points is also unlikely. A more smooth solution for the erosion coefficient is expected.

If this method would be altered in such a way that only physically feasible solutions can be obtained,
it would be a relatively quick solution. The concentration has to be computed L times at the start of the
method but after this the erosion coefficient is obtained directly.






Results for density gradient with varying
phase

This section contains the results for some of the experiments discussed in Section 4.1.4. It concerns
the decomposition of the flow corresponding to the simulations for the varying phase of the M, tidal
component of the density gradient. In these simulations the M, amplitude of the density gradient is
equal to -10~* kg/m* and the M, amplitude of the density gradient is equal to 102 kg/m*. Figure 1.1
shows the results for the M, phase equal to -0.57, Figure 1.2 shows the results for the M, phase equal
to 0 and Figure 1.3 shows the results for the M, phase equal to 0.57.
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Figure 1.1: The results for the cross-channel flow in m/s for an M, density gradient of 10™* and an M, density gradient with
amplitude 10~2 and phase —0.57. The panels show the total residual flow (a) and the decomposition of the flow into the
contributions for Coriolis deflection (b), advection (c), horizontal diffusion (d) and the density gradient (e).
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Figure 1.2: The results for the cross-channel flow in m/s for an M, density gradient of 10* and an M, density gradient with
amplitude 1072 and phase 0. The panels show the total residual flow (a) and the decomposition of the flow into the contributions

for Coriolis deflection (b), advection (c), horizontal diffusion (d) and the density gradient (e).
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Figure 1.3: The results for the cross-channel flow in m/s for an M, density gradient of 10~* and an M, density gradient with am-
plitude 10~2 and phase 0.57. The panels show the total residual flow (a) and the decomposition of the flow into the contributions
for Coriolis deflection (b), advection (c), horizontal diffusion (d) and the density gradient (e).
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