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ABSTRACT
Sprint planning is essential for the successful execution of agile

software projects. While various prioritization criteria influence

the selection of user stories for sprint planning, their relative impor-

tance remains largely unexplored, especially across different project

contexts. In this paper, we investigate how prioritization criteria

vary across project settings and propose a model for generating

sprint plans that are tailored to the context of individual teams.

Through a survey conducted at ING, we identify urgency, sprint

goal alignment, and business value as the top prioritization criteria,

influenced by project factors such as resource availability and client

type. These results highlight the need for contextual support in

sprint planning. To address this need, we develop an optimization

model that generates sprint plans aligned with the specific goals

and performance of a team. By integrating teams’ planning objec-

tives and sprint history, the model adapts to unique team contexts,

estimating prioritization criteria and identifying patterns in plan-

ning behavior. We apply our approach to real-world data from 4,841

sprints at ING, demonstrating significant improvements in team

alignment and sprint plan effectiveness. Our model boosts team

performance by generating plans that deliver more business value,

align more closely with sprint goals, and better mitigate delay risks.

Overall, our results show that the efficiency and outcomes of sprint

planning practices can be significantly improved through the use

of context-aware optimization methods.

CCS CONCEPTS
• Software and its engineering → Software development pro-
cess management;
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1 INTRODUCTION
Effective planning is crucial for the successful execution of software

development projects [14]. Central to the planning is the ability to

prioritize and select software features that deliver the most value

to customers while mitigating delays. Over the past two decades,

agile methodologies have become increasingly popular for man-

aging software projects [15, 34]. Agile uses an iterative approach,

enabling teams to manage changing priorities, rapidly deliver busi-

ness value, and inherently reduce risks. However, effective planning

remains challenging in agile settings. Previous research indicates

that nearly half of agile projects exceed their timelines by 25% [66]

and deliver 56% less business value than anticipated [6], highlight-

ing the need for improved planning strategies.

In agile settings, software is developed incrementally through

short iterations known as sprints [10]. Each sprint involves complet-

ing a subset of requirements, expressed as user stories [16]. Before
a sprint begins, the team performs sprint planning to define the

sprint goal and select user stories from the backlog. Various fac-

tors, referred to as prioritization criteria, such as business value

and urgency, are used to prioritize and select user stories for sprint

planning [18, 30, 49, 64]. Although business value is typically con-

sidered the main prioritization criterion in agile methods, previous

research [51, 54] suggests that this may not always reflect actual

practice. Sprint plans are developed by teams based on their cumu-

lative knowledge and biases, making them specific to the context of

each team. The relative impact of the prioritization criteria remains

largely unexplored, especially across different project contexts.
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Figure 1: Overall study design: We collect survey data (shown in
yellow) to obtain teams’ weightings of prioritization criteria and
their planning objectives. We collect historical backlog data (shown
in gray) and usemachine learning techniques (visualized in green) to
estimate prioritization criteria. We develop an optimization model,
integrating teams’ planning objectives and behavior, to generate
sprint plans tailored to each team’s specific context.
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The sprint planning process is complex and time-consuming,

particularly for large projects where backlogs can grow to hundreds

of user stories [52]. Agile teams would benefit from automated sup-

port that estimates prioritization criteria and generates sprint plans

tailored to their specific context. Existingmodels [7, 29, 37] generate

sprint plans based on team estimates of prioritization criteria, aim-

ing to maximize business value. Some studies [3, 50] have extended

these models to consider additional objectives, such as maximiz-

ing sprint goal alignment and capacity usage. However, existing

approaches rely on team estimates of prioritization criteria and do

not account for contextual influences. Recent studies (e.g., [13, 44])

suggest that machine learning techniques can improve software

project management by providing contextual support and insights

from project data. This has the potential to enhance the efficiency

and outcomes of sprint planning.

The goal of this paper is to develop a model for generating

sprint plans that align with the specific goals and performance of

individual teams. To achieve this, we conducted a case study at

ING, a large Dutch internationally operating bank, following the

study design outlined in Figure 1. We start by investigating how

prioritization criteria affect the selection of user stories for sprint

planning. We conduct a survey with 52 teams to assess how they

weigh the importance of these criteria and how this is influenced

by project characteristics. Next, we collect historical backlog data

from 4,841 sprints and use machine learning techniques to estimate

prioritization criteria. We then develop an optimization model that

integrates teams’ planning objectives and sprint history to generate

sprint plans tailored to each team’s specific context. The model

learns from past team performance to identify and incorporate

planning behavior patterns. We evaluate our model through both

quantitative and qualitative analyses. For the quantitative analysis,

we use the historical backlog data to assess themodel’s effectiveness

and alignment with team planning. We compare the performance

of our model to the state-of-the-art in automated sprint planning

methods. For the qualitative analysis, we interview teams to gather

insights into their perceptions of the model’s usability.

Our survey results show that urgency, sprint goal alignment, and

business value are the most important prioritization criteria, with

their influence depending on project characteristics, such as project

resources, priority, client type, and security level. The quantitative

evaluation of our model demonstrates significant improvements in

team alignment and sprint plan effectiveness. On average, themodel

achieves an 88% overlap in selected stories with the team’s actual

sprint plans, and a 74% semantic relatedness between differing

stories. Our model outperforms the state-of-the-art and improves

team performance by generating sprint plans that deliver 29% more

business value, exhibit 14% stronger alignment with sprint goals,

and reduce delay risk by 42%. In the qualitative evaluation, the

majority of teams found our approach to be consistent with their

goals and valuable as interactive support.

The main contributions of this paper are:

• A set of prioritization criteria ordered by their importance for

sprint planning (Section 3.3).

• A context-aware optimization approach to generate sprint

plans that align with team goals and performance (Section 4).

• An empirical evaluation of the approach and comparison to the

state-of-the-art, demonstrating significant improvements in

team alignment and sprint plan effectiveness (Section 5.3–5.4).

• A qualitative analysis of the approach with software teams

identifying areas for future research (Section 5.5).

2 BACKGROUND AND RELATEDWORK
2.1 Sprint Planning
In agile software projects, sprints typically span 2–4 weeks [10].

During this period, teams design, implement, test, and deliver a

product increment, such as a working milestone. Each sprint re-

quires the completion of a set of user stories, which are brief de-

scriptions of features written from the perspective of the end user.

Teams maintain a prioritized list of pending user stories, known as

the product backlog [59]. The product owner organizes the backlog

by sorting user stories according to their urgency, ensuring that

the most urgent stories are prioritized at the top. The urgency of a

story is determined based on immediate customer needs and project

deadlines. Each user story includes a title, a textual description clar-

ifying the task, and several standard fields detailing the story’s type,

business value, and dependencies.

Before each sprint, teams hold a sprint planning meeting, divided

into two parts. In the first part, the product owner and development

team establish the sprint goal and discuss user stories in the backlog.

The sprint goal is a concise statement that describes the primary

focus of the sprint, such as implementing a new feature. In the

second part of the meeting, the team breaks down user stories into

specific tasks and estimates the effort required for each user story.

Teams rely on expert judgement [65] to estimate effort, often using

story points as the unit of measure. Story points reflect the relative

effort, complexity, and risks associated with a user story [17]. The

team then selects user stories to implement in the upcoming sprint

based on prioritization criteria (described in Section 3.1). These

criteria consider the potential value of the user stories and the risks

associated with their execution. Additionally, the selection process

accounts for development constraints, such as dependencies and the

team’s delivery capacity. Teams measure their capacity for future

sprints by monitoring their velocity, which represents the average

number of story points completed in previous sprints [17].

2.2 Agile development at ING
We conduct our research in the context of ING, a large Dutch in-

ternationally operating bank with more than 15,000 developers. In

recent years, ING has reinvented its organisational structure, mov-

ing from traditional functional departments to a fully agile setup

inspired by Spotify’s ‘Squads, Tribes and Chapters’ model [41]. We

conducted our case study at ING TECH, the IT department respon-

sible for the bank’s main applications used by millions of customers.

This department has significant variety in terms of products and

application domains. The teams develop banking applications for

customers, as well as cloud software and software tools for internal

use. All teams follow Scrum [10] as agile methodology and work in

sprints of one to four weeks. Each team consists of 5 to 9 members,

including a product owner. To estimate the effort required for user

stories, teams use planning poker [32] to assign story points.
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2.3 Related Work
Research on automated sprint planning (e.g., [7, 29, 37]) treats the

process as an optimization problem. Previous studies have used

methods such as mathematical programming [7, 29, 37] and genetic

algorithms [3, 50] to select the optimal set of user stories for a sprint.

These approaches aim tomaximize business value over the selection

of user stories, relying on team estimates of prioritization criteria

and using a weighted sum of these criteria as the objective function.

Golfarelli et al. [29] developed an extensive objective function that

incorporates criticality risk and affinity as factors influencing the

business value of user stories. Their work represents the state-

of-the-art benchmark, which we use for our model evaluation in

Section 5. Al-Zubaidi et al. [3] and Ozcelikkan et al. [50] extended

their focus to multi-objective optimization, incorporating additional

objectives such as maximizing sprint goal alignment and capacity

usage. While most efforts address planning for individual sprints,

recent studies (e.g., [30, 50]) have developed optimization models

for multi-sprint plans that allow for re-planning during execution.

Despite these advancements, existing approaches have two main

limitations: 1. They use generic objective functions that are not

tailored to individual team contexts. 2. They are not fully automated,

as they rely on team estimates of prioritization criteria. Our study

addresses these gaps by providing automated, contextual support

for generating sprint plans. Ourmodel incorporates teams’ planning

objectives and sprint history to create plans aligned with team goals

and performance. We use machine learning techniques to estimate

prioritization criteria, thereby relieving teams from the task of

manual estimation. To evaluate the performance of our model, we

use extensive real-world data from our case company.

3 PRIORITIZATION CRITERIA SURVEY
We start by identifying prioritization criteria (i.e., factors that in-

fluence the prioritization and selection of user stories for sprint

planning) through literature analysis and observations at the case

company. We aim to address the following research questions:

• RQ1.1 Factor weights: How do teams weigh the importance

of prioritization criteria for sprint planning?

• RQ1.2 Weight variations: How do project characteristics

affect the weightings of prioritization criteria?

To answer these questions, we conduct a surveywith 52 teams (Sec-

tion 3.2), through which we assess the factor weights and how they

vary across different project settings (Section 3.3).

3.1 Deriving Factors from Literature and ING
From our literature analysis and observations at the case company,

we identified six prioritization criteria. These criteria specifically

affect the order in which user stories are prioritized and selected

for planning, excluding development constraints such as dependen-

cies and team capacity. We derived five of these criteria from the

literature, while “strategic alignment" emerged from discussions

with teams at ING. Below, we explain these criteria in detail, with

each factor name underlined:

• Business value refers to the potential impact of a user story on

achieving business goals and satisfying customer needs [16, 53].

This factor is often considered the primary criterion in agile

methods [33, 42]. However, this assumption has been debated

in previous research [51, 54], suggesting that it may not always

reflect actual practice and requires further research.

• Urgency measures the time sensitivity of a user story, deter-

mined by its relevance to critical customer needs or alignment

with project deadlines [1, 2].

• Sprint goal alignment evaluates how well user stories con-

tribute to achieving the overall objective of the sprint [3, 25].

• Affinity measures the degree of similarity or relatedness be-

tween user stories within a project [7, 30]. High-affinity user

stories share common themes or objectives, while low-affinity

stories have less overlap in functionality or purpose. Deliv-

ering affine stories together in the same sprint can enhance

the utility of the software functionality [29]. For example, a

“data extraction" story may have limited value on its own but

becomes more valuable when delivered with a “data loading"

story. Although affine stories complement each other, they are

not interdependent and can be implemented separately.

• Delay risk indicates the likelihood of a user story experiencing

delays, influenced by factors such as complexity, uncertainty,

and impact on existing functionality [44, 49, 64]. User stories

with high delay risk threaten deadlines, potentially leading to

incomplete work and postponed feature delivery to customers.

• Based on discussions with teams at ING, we introduce strategic

alignment as a new factor. This criterion evaluates how well

user stories align with the organization’s long-term strategic

goals. During sprint planning meetings at ING, we observed

that teams prioritized stories aligning with the company’s

strategic goals to improve product viability and promote soft-

ware reuse.

3.2 Survey Setup
3.2.1 Survey design. We developed an online survey to be com-

pleted collaboratively by software teams. The survey consisted of

a mix of closed and open-ended questions; the final survey instru-

ment is provided in the supplemental material [43]. To provide

context, the survey’s start page contained a brief outline of our

study’s purpose. The survey was divided into two main sections:

the first section included multiple-choice questions to gather demo-

graphic data on the size, years of existence, geographic distribution,

and application domains of the participating teams [38]. Addition-

ally, teams were asked to provide their identification number from

ServiceNow1
, the backlog management tool used at ING. This al-

lowed us to link survey responses with project data to determine

project settings.

In the second section, teams were asked to rank the prioritization

criteria based on their importance for sprint planning in their cur-

rent project. Teams were encouraged to discuss and determine the

importance of the criteria collaboratively during a group meeting

or at the start of a sprint planning session. They used a drag-and-

drop format to rank the criteria, which were presented in random

order to reduce ordering bias [62]. After ranking, teams were asked

to collectively weigh the importance of each factor using a slider

scale, with values ranging from 0 (not important) to 1 (highest

1
https://www.servicenow.com/
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importance). We designed the slider scale to be intuitive and easy

for teams to adjust their weights. To ensure relative weighting, the

total score across all prioritization criteria was limited to 1. At the

end of this section, we included an open-ended question allow-

ing respondents to suggest additional factors. We received nine

responses, which we reviewed manually and found to be either

rephrasings or sub-cases of existing prioritization criteria.

3.2.2 Survey validation. We piloted the survey with five randomly

selected teams from ING TECH to refine the questions [39]. The pi-

lot version featured an additional open-ended question for feedback

on the survey content. All five teams provided feedback, highlight-

ing the need for slider scales to assign factor weights and revealing

ambiguity in the factor names. Based on their input, we provided

definitions for the prioritization criteria in the final survey.

3.2.3 Survey execution. Our target population consisted of all 301

software teams within ING TECH. We accessed a mailing list con-

taining 115 product owners representing these teams. For the final

survey, we excluded the five teams and their respective product

owners involved in the pilot run. In June 2023, we distributed the

survey to the remaining 112 product owners and their 296 teams.We

sent personal invitation emails to the product owners, explaining

the survey’s purpose and requesting them to complete the survey

with their teams. Participants had a total of three weeks to respond.

We received responses from 52 teams, resulting in a response rate

of 17%. We sent reminders halfway through the second week to

follow up on non-responders.

3.2.4 Survey demographics. The survey gathered demographic in-

formation about the teams. The majority of teams (92%) reported

to consist of five to eight members. Team existence ranged from

one year (18%) to over five years (21%), with a median of three

years. Additionally, 86% of teams indicated having had the same

product owner over the past year, and 32% reported being globally

distributed, conducting sprint planning meetings online. The teams

worked in diverse application domains: web (27%), mobile (18%),

desktop (11%), cloud-based (21%), and AI/data science (23%).

3.2.5 Survey data analysis. To investigate how teams perceive the

importance of prioritization criteria (RQ1.1), we visualize the dis-

tributions of rank order responses and use descriptive statistics

to compare factor weights. To assess whether factor weights are

affected by project characteristics (RQ1.2), we investigate the im-

pact of two main attributes: project size and project type. Previous

research suggests that these attributes can affect requirements en-

gineering approaches in agile projects [9, 54]. For project size, we

measure resource availability in terms of the number of people

assigned to the project, the time duration, and the budget allocated.

For project type, we assess the priority assigned to the project,

whether the client is internal or external to the case company, and

whether the project requires resource-intensive security testing.

These characteristics are used at ING to classify projects by size and

type for planning and resource allocation. An overview of the ex-

tracted project characteristics and their descriptions is provided in

Table 2. Using team ID numbers from the survey responses, we link

the respondents’ factor weightings to their corresponding projects

in the backlog management data. We extract the project character-

istics directly from the primitive attributes of the project in the data.

We then conduct a correlation analysis to determine how these

project characteristics affect the assigned factor weights. Since our

data is not normally distributed, we use Spearman’s rank correla-

tion [61] and apply Holm’s correction [35] to adjust for multiple

comparisons.

3.3 Survey Results
3.3.1 (RQ1.1) Factor Weights. Table 1 presents the distributions

of rank order responses and factor weights assigned by respon-

dents. The “Rank" column indicates the order of factors by their

weighted average rank scores, ranging from rank 1 (most impor-

tant) to rank 6 (least important). Urgency ranked first, sprint goal

alignment second, and business value third, with weighted average

rank scores of 2.72 or lower. Over 67% of teams ranked urgency and

sprint goal alignment as the most or second most important factors,

with median weight scores of 0.26 or higher. Less than half (48%) of

the teams ranked business value as one of the top two factors, yet

it received a high median weight score of 0.21. Affinity and delay

risk were perceived as being less important, with weighted average

rank scores of 4.33 or higher, and notably lower median weight

scores of 0.12 or less. Strategic alignment was ranked as the least

or second least important factor by 82% of teams. Further analysis

shows consistent rankings for sprint goal alignment and strategic

alignment, with standard deviations lower than 1.05. There was

greater variability in the rankings for other factors, with standard

deviations ranging from 1.15 to 1.23.

Urgency, sprint goal alignment, and business value are the top

most important prioritization criteria. Each is perceived to con-

tribute more than 20% to determining the priority of a story.

Table 1: Overview of the prioritization criteria and their perceived
importance for sprint planning. Teams ranked the factors by im-
portance and assigned weights using values from 0 (not important)
to 1 (highest importance). Rank distribution shows the distributions
of rank order responses, with rank 1 being the most important rank
and rank 6 the least important. WA represents the weighted average
of factor ranks.Median weight and 95% CI indicate the median and
95% confidence interval of the weights assigned to the factors. The
overall Rank is determined by the order of the weighted averages.

Factor

Rank distribution

1 2 3 4 5 6 WA

Median

weight 95% CI Rank

Urgency 1.92 0.33 [0.18, 0.45] #1

Sprint goal alignment 2.09 0.26 [0.14, 0.41] #2

Business value 2.72 0.21 [0.11, 0.38] #3

Affinity 4.33 0.12 [0.04, 0.19] #4

Delay risk 4.51 0.10 [0.04, 0.16] #5

Strategic alignment 5.25 0.07 [0.02, 0.11] #6
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Table 2: Results of the correlation analysis between project characteristics and the weights assigned to the prioritization criteria in survey
responses. The prioritization criteria are abbreviated as follows: urgency (UR), sprint goal alignment (SG), business value (BV), affinity (AF),
delay risk (DR), and strategic alignment (SR). Spearman’s correlation [61] coefficients are used to show relationship strengths, depicted by colors
indicating weak , moderate or strong relationships. Statistical significance is indicated with * at the 0.05 level after Holm correction [35].

Project
attribute

Project
characteristic

Description of how we measured the characteristic Type
Spearman’s correlation coefficients

UR SG BV AF DR SA

Project size
nr-people Total number of people working on the project Continuous 0.41* 0.53* 0.46* −0.11 −0.18 0.29*

time Planned project duration in days Continuous −0.30* 0.27* 0.38* −0.14 −0.49* 0.41*

budget Total estimated monetary project costs Continuous 0.25 0.52* 0.58* 0.16 −0.32* 0.36*

Project type
priority Assigned priority class: 1. low prio, 2. moderate prio, 3. high prio Categorical 0.58* 0.43* 0.49* 0.18* 0.54* −0.25*
client-type Whether the project’s client is external to ING Binary 0.45* 0.37 0.67* 0.42* 0.51* −0.39*
security-level Whether the project requires resource-intensive security testing Binary −0.54* −0.44* −0.42* 0.61* 0.45* −0.38*

3.3.2 (RQ1.2) Weight Variations. Table 2 presents the results of

the correlation analysis between project characteristics and the

weights assigned to the prioritization criteria by survey respondents.

Significant correlations indicate variations in factor importance

across different project settings. Teams working on projects with

abundant resources assign significantly higher weights to sprint

goal alignment, business value, and strategic alignment. They show

less concern for affinity and delay risk, likely because they have

sufficient resources to mitigate the consequences of fragmented

and late deliveries. Teams working on high-priority projects, with

external clients, or on security-critical systems prioritize delay risk

and affinity more, while assigning less weight to strategic align-

ment. Specifically, high-priority projects and external client projects

prioritize the customer-focused criteria, urgency and business value,

whereas security-critical projects place more emphasis on affinity,

possibly for end-to-end testing.

The importance of prioritization criteria varies significantly

based on project characteristics, such as resources, priority,

client type, and security level. This variation demonstrates the
need for contextual support in sprint planning practices.

4 MODELING STORY PRIORITIZATION AND
SPRINT PLAN OPTIMIZATION

The variations in factor weights across teams highlight the need

for contextual support in sprint planning. To address this need, we

aim to develop a model that generates sprint plans tailored to the

specific context of each team. We use survey responses and sprint

history data to model each team’s planning objectives and past per-

formance. First, we collect historical backlog data (Section 4.1) and

apply machine learning techniques to estimate the prioritization

criteria for user stories (Section 4.2). To capture planning behavior,

we develop a machine learning model that learns from a team’s

sprint history to predict the likelihood of the team selecting a par-

ticular story for their upcoming sprint (Section 4.3). We derive team

planning objectives from the prioritization criteria and their corre-

sponding weights provided in the survey responses (Section 4.4).

Combining these elements, we build an optimization model based

on linear programming (Section 4.5). As illustrated in Figure 1,

the optimization is guided by an objective function composed of

two components: the team’s planning objective, which reflects

their goals, and a selection likelihood estimate, which reflects their

planning behavior. By optimizing this objective while adhering to

development constraints, our model selects the optimal set of user

stories tailored to the team’s context for the upcoming sprint.

4.1 Backlog Data Collection
4.1.1 Backlog data. To develop and evaluate our model, we require

a dataset containing historical records of each team’s backlog and

sprints. For each sprint, this dataset should include the identification
number, start date, end date, team velocity, the textual sprint goal
field, and the set of user stories selected for that sprint. Similarly,

user stories should include their identification number, urgency,
business value, story points, dependencies, and the textual title and
description fields. Since story contents might change before a sprint

begins, we capture the information recorded on the day of sprint

planning. This ensures consistency with the data available to the

team during planning. For each team, we extract snapshots of their

backlog on the days of sprint planning, linking team ID numbers

with user stories to obtain the list of stories available. If a story is

associated with a sprint ID number, it indicates that the story has

been planned; if not, it remains unplanned in the backlog.

At ING, we extracted log data from the backlog management

tool ServiceNow. This dataset contains records from 4,841 sprints

and 128,526 user stories from the 52 respondent teams, covering

the period from January 1, 2019 to January 1, 2023.

4.1.2 Data pre-processing. We took several steps to eliminate noise

and address missing values in the data. First, we filtered out sprints

with a status other than ‘Completed’, focusing on fully executed

sprints. We then removed sprints that underwent significant con-

tent alterations during development, as these instances are likely

unstable. After cleaning the data, the final dataset reduced to 4,812

sprints from 52 teams.

4.2 Estimating Prioritization Criteria
To model story prioritization, we need to measure or estimate the

prioritization criteria for past user stories. We do this as follows:

• Business value.We extract business value directly from the primi-

tive attributes of the stories in the dataset. This value is represented

by a numerical score between 1 and 10, assigned by the product

owner, indicating its perceived value to the customer. A higher

score denotes greater business value.

• Urgency: Urgency is derived from the position of the story in the

backlog, with higher positions indicating greater urgency.
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• Sprint goal alignment: To measure sprint goal alignment, we

assess the textual similarity between the content of each user story

and sprint goal statement. For each user story, we concatenate the

title and description into a single text document. For the sprint

goal statement, we use the text as a separate document. We then

pre-process these documents by converting the text to lowercase

and removing punctuation and stop words. Using the Doc2Vec

technique [45], we generate fixed-length vector representations

for both the user stories and the sprint goal documents. To quan-

tify the alignment, we calculate the cosine similarity between the

embeddings of the user stories and the sprint goals.

• Affinity: To measure the relatedness between user stories, we use

a procedure similar to the one used for assessing sprint goal align-

ment. Instead of calculating the similarity between the embeddings

of user stories and sprint goals, we compute the cosine similarity

between the Doc2Vec-generated embeddings of the user stories

themselves. The resulting matrix of cosine similarity scores pro-

vides insights into the affinity among the stories in the backlog. To

calculate the affinity score for a sprint, we sum the cosine similarity

scores for all unique pairs of user stories selected for the sprint and

normalize this sum by the number of pairs. For each pair of stories

on the backlog, we multiply their similarity score by the product of

their selection variables.

• Delay risk: To estimate delay risk, we follow a procedure outlined

by Kula et al. [44] for predicting delay likelihood in user stories.

Their method achieved an average F1 score of 76–84% across a

large industrial dataset. We extract the 13 most significant predictor

variables, identified as having an importance value higher than 0.05

in the study of Kula et al., and augment these with the Doc2Vec-

generated story embeddings as an additional input feature. Since

Kula et al. utilized the same backlog management tool, we were

able to directly extract these variables from ING’s data using the

same methodology. A detailed overview of the extracted variables is

provided in the supplemental material [43]. We focus exclusively on

user stories marked as ‘Completed’ in the backlog data, classifying

a story as ‘delayed’ if it was postponed for one or more sprints. To

simulate a realistic planning scenario, we extract predictor variables

as they were recorded on the day of sprint planning for the sprint

to which the story was originally assigned.

For model building, we compare and evaluate four different classi-

fiers that have been shown to be effective in risk prediction: Random

Forests [8], AdaBoost [26], Multi-layer Perceptron [57] and Naive

Bayes [12, 23]. A summary of the evaluation results can be found in

the supplemental material [43]. A comparison shows that Random

Forests outperforms the other classifiers. Therefore, we employ

Random Forests and build predictive models tailored to each team,

trained and tested on individual teams’ backlogs. We sort the user

stories chronologically by their start dates, and use a 70-30 split for

training and evaluation. The initial 70% of the stories are allocated

to the training set, and the remaining 30% to the test set. This ap-

proach ensures that the model learns from historical data preceding

the stories it is tested on.

• Strategic alignment: We were unable to measure or find proxies

for strategic alignment. ING does not collect quantitative data on

this factor nor has a standardized method for strategy reporting.

4.3 Predicting Story Selection Likelihood
We develop a method to learn story selection based on team plan-

ning behavior. Specifically, we build models that learn from a team’s

sprint history to predict the likelihood of the team selecting a partic-

ular story for the upcoming sprint. These models identify the types

of stories, or combinations of prioritization criteria, that teams

select for their sprints under given constraints. We use binary clas-
sification and build team-specific models, training and testing them

with historical backlog data from a specific team. For each sprint,

we extract a historical snapshot of the backlog as recorded on the

day of sprint planning, with the corresponding stories serving as

input instances for the model. The number of user stories used for

training each team-specific model ranges from 1,287 to 2,050. Input

features include the team velocity set for the sprint, the estimated

prioritization criteria for the stories, and the number of outgoing

dependencies for each story on the backlog. Stories are labeled based
on whether they were selected for the respective sprint.

We evaluated four machine learning algorithms suitable for clas-

sification tasks in software project management: Random Forests [8,

13], Multi-Layer Perceptron [4, 57], Least Median Square [4], and

Naive Bayes [12, 23]. The results of our evaluation can be found

in the supplemental material [43]. A comparison of the predictive

performance demonstrated that Random Forests outperforms the

other classifiers, with an average improvement of 6–18% in preci-

sion, 10–24% in recall, and 7–20% in F1 score. Therefore, we chose

Random Forests for our experimental setup.

To simulate a real planning scenario, where decisions rely on

insights from previous sprints, we sort the sprints chronologically

by their start dates. For training and evaluation, we use a 70-30

split: the initial 70% of sprints are allocated to the training set, and

the remaining 30% are used for the test set.

4.4 Obtaining Team Planning Objectives
We derive team planning objectives from the weights assigned to

the prioritization criteria in the survey. To account for the absence

of strategic alignment, we re-scale the weights of the remaining

factors. We then convert the factors and their adjusted weights into

a weighted sum, which represents the team’s planning objective.

This objective reflects the factors in the proportion that teams aim

to optimize when selecting user stories for the upcoming sprint,

with higher weights indicating greater importance. For example,

team 𝑡48 provided the following weightings: 0.30 for urgency, 0.20

for sprint goal alignment, 0.20 for business value, 0.15 for delay

risk, 0.10 for affinity, and 0.05 for strategic alignment. We re-scale

and convert these weights into the following planning objective,

which is to be optimized over a backlog of 𝑁 user stories:

Objective t48 = max

𝑁∑︁
𝑖=1

0.31 · urgency𝑖 + 0.21 · business value𝑖

+ 0.21 · sprint goal alignment𝑖 + 0.11 · affinity𝑖

− 0.16 · delay risk𝑖

All factors, except delay risk, contribute positively to the value

of user stories and should be maximized in the selection process for

sprint planning. In contrast, delay risk should be minimized, which

is why it is assigned a negative coefficient.
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4.5 Optimization Model Development
We formalize sprint plan optimization using the 0-1 knapsack prob-

lem, where sprints are treated as knapsacks and user stories as

items. The capacity of each sprint is defined by the team’s velocity,

and each story’s weight is measured in story points. The objective

is to select a subset of user stories that maximizes both the team’s

planning objective and the estimated story selection likelihood.

This subset must adhere to constraints related to the team’s ve-

locity and story dependencies. We propose a linear programming

model [19, 24] with the following variables:

• 𝑢𝑖 = 1 if user story 𝑖 is selected for the upcoming sprint, 𝑢𝑖 = 0

otherwise;

• 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 (𝑖) is the probability that story 𝑖 will be selected by

the team for the upcoming sprint, as predicted by our model

using historical sprint data;

• 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 is the team’s capacity, i.e. the number of story points

a team can deliver in a sprint;

• 𝑠𝑡𝑜𝑟𝑦 𝑝𝑜𝑖𝑛𝑡𝑠𝑖 is the number of story points assigned to story 𝑖;

• 𝐷𝑖 is the set of user stories that story 𝑖 depends on and that

have not been completed yet;

The goal is to maximize the following objective function 𝑧 by

optimizing the assignment of the 𝑢𝑖 variables over a backlog of

𝑁 stories:

z = max

𝑁∑︁
𝑖=1

team planning objective + likelihood(i) (1)

subject to constraints:

𝑁∑︁
𝑖=1

story points𝑖 · 𝑢𝑖 ≤ velocity (2)∑︁
𝑗∈𝐷𝑖

𝑢 𝑗 ≥ 𝑢𝑖 · |𝐷𝑖 | (3)

The objective function 𝑧 in Equation 1 aims to maximize the team

planning objective and the selection likelihood estimate across the

user stories on the backlog. Equation 2 constrains the total sum of

story points for the selection of stories to not exceed the team’s

velocity. The ≥ symbol in Equation 3 ensures that all prerequisite

stories for a given story are either completed beforehand or planned

for the same sprint, thereby guaranteeing a logical sequence of story

completion. We used the Gurobi solver in the Python library PuLP
to solve the linear programming problem.

5 MODEL EVALUATION
Our evaluation aimed to answer the following research questions:

• RQ2. Model alignment with team planning: Does the pro-
posed approach generate sprint plans that align with teams’ ac-
tual sprint plans? To evaluate how well the sprint plans gen-

erated by our model align with team planning, we compare

the overlap in selected stories between our model-generated

sprint plans and those created by the teams against a state-of-

the-art (SoTA) baseline. We also assess the impact of different

components of our objective function by analyzing the model’s

performance using only the team planning objective, only the

selection likelihood estimate, and the combined objective.

• RQ3. Model effectiveness: How effective are the sprint plans
generated by our model compared to teams’ actual sprint plans
in terms of value delivery and risk mitigation? We evaluate the

effectiveness of our model-generated sprint plans against those

created by the teams. This assessment involves aggregating

the prioritization criteria across the user stories within each

sprint plan to measure their overall effectiveness.

• RQ4. Model usability: How do teams perceive the performance
and usability of our model? We apply the model to the current

state of the backlogs and conduct interviews with teams to

gather feedback and identify areas for improvement.

We address model alignment and effectiveness through a com-

parison with team’s actual sprint plans and a SoTA baseline [29, 30],

and model usability through a qualitative evaluation at ING.

5.1 SoTA Baseline
We implement our optimization model using the single-sprint ver-

sion of the objective function proposed by Golfarelli et al. [29, 30]

to represent the SoTA baseline. This objective function aims to

maximize the cumulative business value of the user stories selected

for the sprint. The function is generic and does not account for

team-specific contexts. A description of the objective function and

our implementation can be found in the supplemental material [43].

The optimization model developed by Golfarelli et al. [29, 30] relies

on team estimates for all prioritization criteria. However, obtaining

retrospective team estimates for historical stories at ING was not

feasible. Therefore, we use our procedure described in Section 4.2 to

estimate the prioritization criteria, including delay risk as a proxy

for the “uncertainty risk" factor defined by Golfarelli et al. [29, 30].

5.2 Experimental Setup
We perform experiments using the test set that comprises 30% of

the teams’ past sprints (described in Section 4.3), incorporating our

predictions of delay risk and selection likelihood for the user stories.

To address RQ2, we compare the sprint plans generated by our

model with those created by the teams in two ways. First, we assess

the overlap of selected user stories using the Jaccard Similarity
coefficient. This coefficient measures the proportion of user stories

common to both our model’s selection and the teams’ selection,

relative to the total number of unique user stories across both sets.

A Jaccard Similarity value close to 1 indicates high similarity, while

a value closer to 0 indicates lower similarity or greater dissimilarity.

Second, we assess the semantic relatedness among user stories

that differ between the model’s selection and the team’s selection.

We compute cosine similarity scores for the Doc2Vec-generated

embeddings [45] of these differing stories to measure semantic

relatedness.

For RQ3, we evaluate the overall effectiveness of sprint plans

by aggregating the prioritization criteria across the user stories in

each sprint plan. To ensure comparability of urgency scores across

different product backlogs, we normalize the urgency ranks by the

total number of stories in each backlog, thus obtaining a relative

urgency score. For performance comparison, we use the Wilcoxon

Signed Rank Test [5] to determine the significance of the evaluation

results. We measure the effect size using Vargha and Delaney’s 𝐴12
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Figure 2: Comparison of story overlap (measured by Jaccard simi-
larity; light blue) and semantic relatedness among differing stories
(measured by cosine similarity; dark blue) between the teams’ actual
sprint plans and those generated by ourmodel and the SoTA baseline.
Results are shown for our model using the team planning objective
(planning obj.) alone, the selection likelihood estimate alone, the
combined approach, and the SoTA objective [29, 30].

statistic [5], a non-parametric measure commonly used in software

project management [58].

5.3 (RQ2) Model Alignment
Figure 2 presents the evaluation results, comparing the story over-

lap (Jaccard similarity scores) and semantic relatedness among dif-

fering stories (cosine similarity scores) between the teams’ actual

sprint plans and those generated by our model and the SoTA base-

line. On average, our model, using the combined objective function,

achieves a high Jaccard similarity of 0.88 and a cosine similarity

of 0.74. It significantly improves the models using either one of the

individual objective components, with improvements of 15%–27%

in Jaccard similarity and improvements of 13%–24% in cosine simi-

larity. Statistical tests confirm significant improvements (𝑝 < 0.001)

with medium to large effect sizes, ranging from 0.64 to 0.81. The

model using the SoTA objective achieves the lowest scores, with

an average Jaccard similarity of 0.56 and a cosine similarity of 0.48.

All three versions of our model outperform the SoTA with large

effect sizes greater than 0.81.

The proposed approach, integrating teams’ planning objectives

and behavior, is effective in generating sprint plans that are

aligned with teams’ actual sprint plans.

5.4 (RQ3) Model Effectiveness
Figure 3 shows the distributions of aggregated prioritization cri-

teria across sprint plans generated by our model and those cre-

ated by teams. The model-generated plans demonstrate notable

improvements in effectiveness compared to the teams’ plans, with

higher cumulative business value, stronger sprint goal alignment,

and more effective delay risk mitigation. On average, the model

increases business value by 29%, improves sprint goal alignment

by 14%, and reduces delay risk by 42%. Statistical tests confirm

the significance of these improvements (𝑝 < 0.001), with medium

to large effect sizes ranging from 0.66 to 0.87. Additionally, our

model achieves an average improvement of 5% in affinity, which is

significant (𝑝 < 0.01) but with a small effect size (𝐴12 = 0.57). The

differences in normalized urgency rank scores are not significant.

Our model drives improvements in team performance by gener-

ating sprint plans that deliver more business value, align more

closely with sprint goals, and better mitigate delay risks.

5.5 (RQ4) Model Usability
5.5.1 Interview Methodology. The main goal of our qualitative

analysis was to assess how teams perceive the performance and

usability of our model. We conducted semi-structured interviews

with 10 teams at ING to gather feedback and identify areas for

improvement. We opted for a semi-structured format due to its

flexibility in discussing prepared questions and exploring emergent

topics [36]. Table 3 provides an overview of our interview questions.

We primarily asked open-ended questions to encourage in-depth

discussion without bias, as well as a focused question to examine

the teams’ willingness to use the model in practice. The study de-

sign was approved by the ethical review board of ING.We randomly

selected and invited 10 teams from the pool of survey respondents

to participate. We sent email invitations to the product owners of

these teams, outlining the study’s purpose and the required commit-

ment. All teams accepted the invitation. Demographic details of the

participating teams can be found in the supplemental material [43].

The interviews were conducted face-to-face by the first author

at the start of the teams’ sprint planning meetings. They lasted, on

average, 41 minutes. Each interview began with a brief introduction

to the study and a demonstration of the team’s backlog. We applied

our model to the current state of the backlog and presented the

generated plan for the upcoming sprint in a ServiceNow mock-up.

This sprint plan served as a focal point for group discussion on

model performance and usability.

We recorded and transcribed the interviews for analysis. We

used open coding [21, 60] to analyze the transcripts and summarize

the responses, coding by statement and allowing codes to emerge

throughout the process. We constantly compared and refined the

codes, grouping similar ones into categories.

Table 3: Overview of Interview Questions

• RQ4.1 Model alignment with team planning: How
well does the generated sprint plan align with your team goals

and criteria for selecting stories?

• RQ4.2Model effectiveness:Are there any modifications

you would suggest for the generated sprint plan? If so, what

changes would you propose and why?

• RQ4.3 Model impact: How do you foresee this model

influencing your sprint planning?

• RQ4.4 Model usability: Would you use this model in

practice? If so, how would you integrate it into your sprint

planning process?
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Figure 3: Comparison of aggregated prioritization criteria between team-composed and model-generated sprint plans. The Normalized urgency
score reflects each story’s backlog position divided by the total number of stories, with lower scores indicating greater urgency and more
effective planning. Cumulative business value is the sum of business value scores assigned to stories in a sprint. Average sprint goal alignment
and Average affinity score refer to the cosine similarity scores between the embeddings of user stories and sprint goals, averaged over stories in
the sprint plans. Average delay risk represents the average probability of story delay, with lower values indicating more effective planning.

5.5.2 Interview Results. This section presents the findings from

our interviews. We use a [tX] notation to mark example quotes

from the interviews, where ‘X’ refers to the identification number

of the corresponding team. The codes resulting from our manual

coding process are underlined.

RQ4.1: Model alignment with team planning. Consistent
with our findings for RQ2, which showed a high Jaccard similarity

score of 0.88, a majority of teams (seven out of ten) found that the

model’s story selections aligned with their reasoning and intuition.

Teams described the model as making “appropriate choices" [t04]
and “intuitive selections" [t09] that match their objectives and sprint

priorities. For instance, one team stated: “The proposed sprint plan
primarily includes user stories that provide genuine value to the cus-
tomer and that we would like to pick up in the next sprint." [t04]
Another team noted that the model effectively captures a balanced

value-risk trade-off: “The model picked user stories that are valu-
able or urgent to the customer and ready for implementation. A few
user stories at the top of our backlog still require further refinement
before implementation can begin. The model seems to address that
properly." [t08] However, two teams had reservations regarding the

implementation order of user stories. One team commented: “While
this [sprint] plan is very much in line with what our customers want
right now, it contains several high-priority stories that we would nor-
mally divide across multiple sprints to dedicate sufficient attention to
each." [t10] Another team perceived a lack of long-term perspective

regarding the product’s trajectory:“The model does not differentiate
between customer value and product value. It prioritizes customer
needs but misses out on the bigger picture of where the product should
be going." [t05] One team noted that their changing objectives,

resulting from strategic shifts in their project, were not reflected

in the generated sprint plan: “Due to recent budget shifts, we have
shifted our priority to smaller and low-risk user stories, differing from
what we reported in the survey. The model’s selections reflect our goals
from the past year but do not align with our current situation." [t03]

RQ4.2: Model effectiveness. Consistent with our findings

for RQ3, which showed increased effectiveness in the sprint plans

generated by our model, most teams (six out of ten) indicated they

would make only minor tweaks or refinements to the sprint plan

rather than substantial alterations. Teams’ suggestions regarding

potential modifications revealed several themes. Four teams high-

lighted the need to postpone selected stories due to changes in

team composition. For example, one team explained: “Next sprint
one of our senior members will be absent. While the model adapted
by creating a smaller sprint, it selected two stories that rely on the
expertise of the senior member. Our typical course of action is to post-
pone these stories until the required developer returns." [t05] Three
teams preferred to postpone selected stories that require further

refinement and are not yet ready for implementation. For instance,

one team mentioned: “The proposed plan includes three stories for
which we currently lack a clear approach. We still need to do some
research and break these stories down into smaller tasks to gain a
better understanding of the required solution." [t01] Other mentioned

modifications included adjusting the order of user stories, such as

advancing risky stories to early sprints to avoid late side-effects.

RQ4.3: Model impact. Teams identified three key benefits of in-

tegrating our model into their sprint planning process. Firstly, they

noted that the model could improve productivity by facilitating

quicker decision-making. For example, one team stated: “The model
guides teams to focus their discussions on the inclusion of pre-selected
stories, reducing the need for lengthy, exploratory conversations typi-
cal of creating a sprint from scratch." [t02] Secondly, teams believed

that the model could enhance business alignment in sprint plan-

ning. A team member explained: “The model could help us focus on
customer needs rather than internal interests." [t06] Lastly, teams

suggested that the model could facilitate informed decision-making

by “providing insights into the backlog" [t01] and stimulating discus-

sions on overlooked stories. One team stated: “We discussed stories
that had been lingering in the backlog for a while and were typically
skipped during our meetings." [t04] However, some teams also men-

tioned potential drawbacks of the model, such as overreliance on

the model and reduced communication among team members. One

team explained: “Over time, teams might become dependent on the
model, resulting in decreased communication within the team and
limited exploration of alternative approaches." [t06]

RQ4.4: Model usability. Eight teams expressed their willing-

ness to use the model as part of their sprint planning meetings.

They see the model as a support for human judgement, to be used

in conjunction with existing planning strategies, rather than as a
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replacement. The teams emphasized the importance of maintaining

control over the sprint plan and having the flexibility to adjust it

as needed. They favored an interactive format that allows them

to modify the sprint and team objectives on the go. Some teams

stressed the importance of model explainability, suggesting that

the model would be more useful if it provided explicit rationale

for story selection. For instance, one team explained: “We would
like to understand why the model selects this particular set of user
stories and how it affects the feasibility of the sprint if we decide to
choose other stories." [t07] The two teams that were hesitant to use

the model in practice expressed concerns about overreliance on it,

fearing it could diminish the quality of team discussions.

6 DISCUSSION

6.1 Recommendations for Practitioners
Improving sprint planning. Our model improves the efficiency

and outcomes of sprint planning. We identified a set of key factors

and project context variables that influence story prioritization.

By incorporating these factors into an optimization model, teams

can generate context-aware sprint plans that align with their goals

and performance. Using a combination of team-supplied and data-

derived weights, our model achieves an 88% overlap with team-

selected stories and 74% semantic relatedness with differing choices.

This indicates that the model effectively captures team priorities.

In cases where the model diverges, it often makes better decisions,

improving value-risk balance and project outcomes. Our interview

findings further confirm the model’s effectiveness and alignment

with team planning.

In terms of speed, the time required to generate a sprint plan de-

pends on the number of user stories and dependencies on the back-

log. With precomputed outputs of the trained predictive models,

evaluations on an Intel Core i9 with 32GB RAM at 5.8 GHz showed

that for 71% of teams (with fewer than 100 stories), computation

time ranged from seconds to 2 minutes; for larger backlogs (over

100 stories), computation time ranged from 2 to 6 minutes. This is

a significant improvement compared to sprint planning meetings,

which typically take hours.

Overall, our model streamlines sprint planning, empowering

teams to achieve greater productivity and better project outcomes.

This is further confirmed by the majority of teams expressing will-

ingness to use the model in practice, citing improvements in pro-

ductivity, business alignment, and more informed decision-making.

Interactive support tool.While our model offers substantial

benefits, it is designed to support, rather than replace, human judge-

ment. Our interview results indicate that teams prefer to integrate

the model with their existing planning methods to maintain con-

trol over the process. We recommend an interactive approach that

allows teams to adjust objectives and proposed plans as needed.

An interactive format also enables the consideration of team com-

position, availability, and story readiness by gathering team input

through forms or backlog tool updates. This flexibility ensures that

the model remains aligned with evolving objectives and mitigates

concerns about overreliance. Previous research [4, 22] has explored

interactive methods for incorporating human expertise into release

plan optimization.

Model explainability.Our qualitative evaluation highlights the
importance of providing a rationale for story selection to improve

model usability. Techniques such as Scenario Discovery [28, 46]

and post-optimal analysis (e.g., [31, 40]) can be used to examine

how variations in input parameters or assumptions impact the

outcomes of an optimization model. This analytical process can

help teams uncover patterns among variables and better understand

the model’s story selection. For example, teams may discover that

certain types of stories are prioritized in response to specific project

constraints or that story priorities shift based on project urgency.

Implementation effort. Our model learns from past team per-

formance to estimate delay risk and identify patterns in planning

behavior, making its insights team-specific. To address data scarcity,

especially with new teams [47], we recommend developing a gen-

eralized model trained at the product or department level. This

approach involves training on historical log data from multiple

teams within a product or department, while still allowing indi-

vidual teams to supply factor weights for model customization.

Further analysis at ING shows that product- and department-level

models achieve moderate Jaccard similarities (0.62 to 0.68) and co-

sine similarities (0.59 to 0.63) between proposed and actual sprint

plans. These results suggest that generalized models can provide

a reasonable baseline for new teams until sufficient team-specific

data is available.

6.2 Implications for Researchers
Importance of prioritization criteria. Agile methods typically

emphasize business value as the main prioritization criterion, a

topic that has sparked debate in prior research [51, 54]. Our sur-

vey results reveal a more nuanced perspective. We found that the

priority of a story is determined by a combination of factors, with

urgency, sprint goal alignment, and business value as key drivers.

However, the impact of these factors varies across project settings,

highlighting the need for contextual support in sprint planning.

Future work should examine the influence of project characteris-

tics on prioritization criteria through statistical controls, such as

multiple regression analysis. A deeper understanding could inform

the redesign or reframing of agile prioritization methods to better

align with actual practice.

Strategic alignment and delay risk. In our study, strategic

alignment emerged as a new factor affecting story prioritization.

Although it ranked lower in survey responses, interview findings

emphasize the importance of integrating long-term product strat-

egy into sprint plan generation. While not currently integrated

into our model, measuring strategic alignment holds potential for

future research. One approach could involve reviewing strategy

documents and comparing them with story descriptions to assess

alignment. Additionally, our analysis of delay risk highlights its

significant impact on story selection for sprint planning. While our

current approach estimates delay risk for individual stories, future

work could estimate overall delay risk for the sprint plan by consid-

ering dependencies among stories and propagation effects. Initial

efforts in this direction have been made by Choetkiertikul et al. [11]

using network analysis.

Scenario-based modeling. Interview results suggest that using

complementary techniques, such as scenario-based modeling, could
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improve the model’s alignment with team planning. Teams fre-

quently adjust their prioritization of user stories in response to

events, such as delays or strategic shifts. Future research should

focus on identifying scenarios that impact sprint planning, either

through direct team input or automated extraction from backlog

data. Prior studies by Sutcliffe et al. [63] and Regnell et al. [56] have

explored scenario-based modeling for requirements engineering.

7 THREATS TO VALIDITY
Internal validity.We acknowledge that surveys and interviews

may contain ambiguous questions and introduce biases [48]. To

address this, we used terminology familiar to the case company,

ordered questions sequentially, and randomized the order of prior-

itization criteria [62]. To counter social desirability bias [27], we

informed participants that the responses would be kept confiden-

tial. Our survey may have been subject to non-response bias [20],

especially among teams struggling to meet sprint commitments.

Construct validity. Poor record keeping may have influenced

the data variables we used to measure prioritization criteria and

story delay [55]. Story delay is assessed based on the number of

sprints a story has been part of, yet inaccuracies may occur if teams

close their stories too early or too late. Although ING encourages

teams to deliver on-time, some teams may not take their sprint

commitments seriously, adding stories to sprints without intent

to deliver. We addressed these concerns by collecting data from a

large number of sprints and teams over a four year span.

External validity. The generalizability of findings is an impor-

tant concern for any single-case study. Although we analyzed data

from various teams and products, our findings may not be represen-

tative of software projects in other organizations or open-source

settings. In other settings, teams may have more dynamic setups

and different planning practices. While the high number of teams

and availability of historical data may be more common in large-

scale organizations, we expect our findings on the prioritization

criteria and model impact to be transferable to other settings, re-

gardless of scale. Our approach to generating sprint plans can be

applied as is to backlog data from other agile software organiza-

tions. It is important to note that ING’s strict security regulations

as a financial organization may have influenced the prioritization

criteria rankings. As a result, these rankings may be more relevant

to organizations with similar business- or safety-critical systems.

Further research is required to validate our findings in other settings

and reach more general conclusions.

8 CONCLUSIONS
Sprint planning is crucial for the successful execution of agile soft-

ware projects. While various prioritization criteria influence the

selection of user stories for sprint planning, their relative impor-

tance remains largely unexplored, especially across diverse project

contexts. In this paper, we investigated how prioritization criteria

vary across project settings and proposed a context-aware opti-

mization model to generate sprint plans that align with team goals

and performance. By integrating teams’ planning objectives and

sprint history, the model adapts to team contexts, estimating prior-

itization criteria and identifying patterns in planning behavior. We

applied our approach to real-world data from thousands of sprints

and evaluated our model through both quantitative and qualitative

analyses. The key findings of this study include:

(1) Urgency, sprint goal alignment, and business value emerged

as the most important prioritization criteria. Their influence

varies depending on project characteristics, such as resources,

priority, client type, and security level.

(2) Our model outperforms the state-of-the-art in aligning with

team planning and boosts team performance by generating

sprint plans that deliver more business value, alignmore closely

with sprint goals, and better mitigate delay risks.

(3) The majority of teams found our approach to be consistent

with their goals and valuable as interactive support.

We identified promising areas for future research, including

interactive optimization, scenario-based modeling, and model ex-

plainability. Progress in these areas is crucial to better understand

and support planning practices in agile software development.
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