
The Influence of Limiting Power Production
on the Levelized Cost of Electricity

in Wave Energy

Julie Borms



The Influence of Limiting Power Production
on the Levelized Cost of Electricity in Wave

Energy

Julie Borms
5102022

MSc Civil Engineering TU Delft

Supervised by
Dr. George Lavidas
Vaibhav Raghavan

To be defended on August 19th 2024
Faculty of Civil Engineering and Geosciences



Abstract

With the European Commission’s ambitious goals for reducing greenhouse gas emissions
and increasing renewable energy usage, marine renewables, including wave energy, have
gained attention as a promising source of clean and predictable energy. Despite its po-
tential, wave energy has lagged behind other renewable technologies like wind and solar,
primarily due to higher costs and slower commercialization. This thesis investigates the
impact of power output capping on the levelized cost of electricity (LCOE) of wave en-
ergy converters (WECs), a crucial metric for assessing their commercial viability. The
research uses numerical modeling to calculate the theoretical LCOE/kg, considering both
uncapped and capped power outputs.

Using a cylindrical point absorber WEC, the study employs a boundary element
method (BEM) solver to model hydrodynamic parameters, such as response amplitude
operators and excitation forces. By constructing power matrices, the research analyzes
the effects of two capping strategies on the AEP and capacity factor in both medium and
high energy regions.

Results indicate that capping significantly influences the LCOE, with small variations
observed between medium- and high-energy regions. The study highlights that specifically
PTO damping capping has the most negative economic implication, with similar changes
in LCOE in terms of percentage observed in high-energy regions and medium-energy re-
gions. These findings contribute to the broader goal of advancing the commercialization
of wave energy, supporting the transition towards a more sustainable and climate-neutral
energy future.
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Introduction

Our planet is in desperate need for an energy transition, moving away from fossil fuels
towards more sustainable sources of power. It is estimated that the energy sector accounts
for more than three-quarters of total greenhouse gas emissions globally [1]. In order to
make significant progress, renewable ways of generating energy should be utilized, offering
solutions that are not only sustainable but also effective in reducing our carbon footprint.
The European Commission has set goals to reduce greenhouse gas emissions in 2023 by at
least 55% compared to 1990, while increasing the use of renewable energy to a minimum
of 32%. A more long-term goal includes being the first climate-neutral continent by 2050,
putting even more pressure on the renewable energy industry [2].

Marine renewable energy technologies have emerged as a promising and abundant
source of clean energy, offering reliable and inexhaustible electricity. Marine renewable
energy systems, including wave energy converters (WECs), harness the power of the ocean
to generate electricity. Wave energy is not only sustainable but also reliable due to its
abundant resource availability [3, 4]. Compared to wind energy, it is more concentrated
and continuous, making it a promising contributor to a stable and clean energy supply
[5].

However, despite its potential, the implementation and commercialization of WECs is
currently not comparable to other renewables like wind and solar energy. The wave energy
industry is at a relatively immature stage and although many WECs have been developed,
a dominant technology has not yet come forward [6]. Although wave energy possesses
some significant benefits over wind and solar energy, such as its larger energy density
and better predictability, it seems that wind and solar energy converters experienced
much more progress than WECs [7]. In 2014, it was estimated that wave power research
was about 30 years behind compared to solar or wind energy. This led to an increase
of 50% of papers published on the topic of wave energy [8, 9, 10]. How is it possible
that despite all this research, wave energy is still not as commercialized as its marine
renewable opponents?

To evaluate ‘commercialization’, a useful metric is the Levelized Cost Of Electricity
(LCOE) for wave energy. This includes the combined capital expenditure (CAPEX),
operational expenditure (OPEX) and annual energy production taking into account a
discount factor and project lifespan.
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1.1 Literature Review and Research Gap

Several studies have looked into the different aspects of Wave Energy Converter (WEC)
power production estimates, as well as their Levelized Cost Of Electricity (LCOE).

Baca et al. (2022) examined the current and future trends in the wave energy indus-
try’s LCOE [11]. Their findings indicated that estimates for 2020 LCOE ranged from
$0.35/kWh to $0.85/kWh, with an average of $0.57/kWh. To elaborate on these values,
a recent study by Guo (2023) [12] reviewed the LCOE of various WECs and explored po-
tential cost-reduction strategies. The study found that the LCOE could reach $0.30/kWh
by 2033 under conservative assumptions and under more optimistic scenarios, this reduc-
tion could be achieved by 2029. This optimistic scenario assumes more efficient energy
capture and conversion, accelerated cost reductions and steeper learning curves from pre-
vious projects. However, while the study extensively examined LCOE, it did not delve
into the limitations of power output and their implications on LCOE reduction strategies.

De Andres et al. (2016) performed a case study investigating the optimum size of
WECs for a 20 MW array, comparing smaller converters with lower mass and a smaller
amount of converters with high individual power ratings [13]. A size-rating analysis is
carried out for several European locations in order to research the dependence between site
location and optimal WEC size-rating. Several metrics for a techno-economic assessment
of marine energy converters, including LCOE, are compared in this work. However,
numerical modelling of the power matrices is not included.

Tan et al. (2022) explored a size optimization method to enhance the techno-economic
performance of WECs, while taking into account both buoy sizing and PTO sizing [14].
Their findings suggest that while PTO sizing has a limited effect on buoy size determina-
tion, it can reduce the LCOE by 24% to 31%. Although this research’s objective is not
to delve deeply into details of PTO sizing, the study did offer a theoretical preliminary
model for LCOE estimation, based on percentages rather than exact numbers. This ap-
proach is beneficial for this research as well in order for the outcome to remain as general
as possible.

A study by Rusu and Onea (2012) conducted a comprehensive review of various
technologies used for wave energy extraction [15]. The key takeaways included a com-
prehensive review of WEC technologies, focusing on their mechanisms and operational
principles. However, the study primarily focused on technology descriptions and perfor-
mance evaluations without extensively exploring the economic implications, such as the
LCOE.

Mérigaud et al. (2018) addressed the power production assessment for WECs, high-
lighting the challenges posed by the power matrix [16]. The study focused on overcoming
technical hurdles to enhance power capture efficiency. Control strategies were proposed
to optimize power production, yet the economic implications, especially regarding LCOE,
were not the central focus of their investigation.

Babarit et al. (2012) aimed to estimate the mean annual power absorption of a selec-
tion of eight WECs with different working principles [17]. What is useful in this study
is their approach of relating the power performance to mass and area, such as absorbed
energy per characteristic mass [kWh/kg], per characteristic surface area [MWh/m2] and
per root mean square of Power Take Off (PTO) force [kWh/N ]. Expressing these char-
acteristics per mass offers a more objective comparison between the different WECs.
Unfortunately, the research did not go into the economic evaluation of the considered
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WEC.
Ahamed et al. (2020) provided a comprehensive overview of advancements in WECs

based on PTO systems [18]. The study also discussed the advantages and challenges of the
PTO systems but did not explore their impact on the LCOE for wave energy. Similarly,
Shuang et al (2021) reviewed various working methods of PTO systems in WECs but
lacked an in-depth analysis of their economic impacts on LCOE reduction [19].

Conversely, Guo et al. (2022) investigated the combined impact of power take-off
capping and wave resource descriptions on the performance of WECs [20]. Their findings
highlighted the importance of accurately describing wave resources and optimizing PTO
systems. While offering insights into WEC performance enhancement, this study did
not extensively explore the economic implications of the suggested improvements or their
direct relation to reducing LCOE.

In conclusion, while there have been numerous advancements in the field of wave
energy conversion, there is still a significant research gap in the analysis of the combined
technical and economic aspects of power capping. Although different studies looked
into PTO optimization and PTO force capping, the capping of power matrices based on
their power output has not yet been introduced. In general, the reviewed studies either
focused on technical functionalities or on LCOE, without integrating both aspects and
without performing capping on power matrices, rather than PTO systems. Optimizations
for PTO damping coefficients and certain locations have been performed before, but a
more general approach to how capping influences the LCOE has not yet been discussed.
Therefore, closing this research gap by examining how capping of wave power influences
the LCOE, is crucial for advancing the commercialization of wave energy.



1.2 research objectives 14

1.2 Research Objectives

This thesis aims to explore how capping the power output of WECs influences their
LCOE. It will do so by computing the theoretical LCOE of WECs using numerical mod-
elling. A general approach will be used by considering regular waves and a constant
PTO damping coefficient. This approach avoids performing an optimization for a certain
device or location, providing a more objective comparison between uncapped and capped
power outputs. In order to delve deeper into the influence of power capping in wave
energy, a comparison between a medium-energy region and a high-energy region will be
made to substantiate the conclusion further. The most straightforward form of capping is
putting a maximum to the power output of the WEC. Another type of capping that will
be researched is putting a maximum to the PTO damping coefficient. Another option
would be to limit the frequency range over which the WEC operates. The boundaries of
this frequency range would be very dependent on the wave scatter diagram of a certain
location. Since using this method would be more location-specific, it is less suitable for
this research’s objective to remain impartial regarding location-specific optimizations.

This leads to the following research question:

‘What is the influence of limiting power production on the levelized cost of electricity in
wave energy?’

The following sub-research questions need to be answered:

‘How can numerical modelling be used to compute the theoretical annual energy produc-
tion of WECs? What open-source software is most useful in this case?’

‘How can the power take-off damping coefficient be calculated?’

‘How can a power matrix be constructed from numerically calculated hydrodynamic pa-
rameters, such as excitation force, radiation damping, added mass and response amplitude
operators, based on the WEC characteristics such as hull size, weight, PTO etc.?’

‘How does capping influence the annual energy production of WECs and therefore the
LCOE? Is there a large difference between power output capping and power take-off cap-
ping?’

Additionally, a comparison with a high energy region will be made to answer the
following question:

‘Does capping have a similar influence on the LCOE in medium and high energy regions?’

By exploring these factors, this thesis aims to contribute to the ongoing efforts to
make wave energy a more economically viable source of renewable energy, thereby play-
ing a crucial role in climate change mitigation and the transition towards a sustainable
future.
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1.3 Thesis Structure

Chapter 2 provides the theoretical background information used in this research. In
Chapter 3, the numerical formulation and model set-up are elaborated upon. Chapter
4 shows the results of the numerical simulations, as well as the computed power matrix
and AEP. In this chapter, two methods of capping are introduced. Chapter 5 consists of
an economic model to estimate the LCOE. Chapter 6 draws a conclusion of the research
project.
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1.4 Wave Energy Converters

1.4.1 Types of WEC

Different concepts of WECs have been introduced so far. These can be categorized based
on their operating principles into three main types: overtopping devices, oscillating water
columns and oscillating bodies. Figure 1.1 provides an overview of the three main cate-
gories of WEC based on operating device [21]. In this section, those three main categories
are discussed shortly.

Figure 1.1: Oscillating water columns (a), overtopping devices (b) and oscillating bodies
(c).

Oscillating Water Column

Figure 1.2: Integrated OWC
power plant of Mutriku.

Figure 1.3: Offshore floating OWC
Ocean Energy Buoy.

The oscillating water column (OWC) typically consists of a submerged structure with an
air chamber. Incident waves would then cause fluctuations in air pressure in this cham-
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ber. This reciprocating air is used to generate power. Usually, OWC devices are equipped
with air turbines as power take-off systems that transform this air into mechanical power.
An example of an air turbine is the Wells turbine, which is an axial flow self-rectifying
turbine [22]. OWCs can be either floating or fixed, depending on the distance to shore.
Some fixed OWCs are integrated into hydraulic structures like breakwaters, which of-
fers easier accessibility for maintenance. An example is the Mutriku Wave Power Plant
in Spain, which is integrated into the existing breakwater at the Mutriku harbour, see
Figure 1.2 [23]. This power plant has a rated power of 300 kW. Conversely, offshore
floating OWCs can harness more energy due to higher and more powerful waves in off-
shore environments. For this reason, floating OWCs are often more expensive since they
have to be designed to withstand harsher wave and weather conditions. An example is
the Ocean Energy Buoy, see Figure 1.3 [24]. This floating OWC has been used in differ-
ent test sites, including Hawaii and Ireland. Its rated power is approximately 500 kW [25].

Oscillating Body

Figure 1.4: Point absorber CorPower C4
device.

Figure 1.5: Multi-body oscillating body
Pelamis.

Oscillating bodies are WECs that oscillate in response to wave motions. These oscilla-
tions include translational motions (surge, sway and heave) as well as rotational motions
(roll, pitch and yaw). Oscillating bodies have the ability to capture wave energy coming
from different directions, making them particularly effective in more intense wave envi-
ronments. Different concepts have been introduced, ranging from single-heaving bodies
to complex multi-body configurations. The most straightforward example is the point
absorber. This structure is relatively small compared to the wavelength and is attached
to a mooring system when employed in offshore conditions. This configuration allows the
device to capture wave energy from multiple directions as it moves vertically with the
wave’s motions. A power take-off system is activated through the vertical moments of
the point absorber, which then operates a generator to convert mechanical energy into
electrical energy. An example of a point absorber is the CorPower C4 device with a rated
power of 300 kW [26], see Figure 1.4 [27]. CorPower C4 has been used on various test
sides, including Sweden and Portugal. An example of a complex multi-body configuration
oscillating body is Pelamis, which has, amongst others, been deployed in the European
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Marine Energy Centre (EMEC) in Orkney, Scotland, see Figure 1.5 [28]. Pelamis has a
rated power of 750 kW [25].

Overtopping Device

Overtopping devices harness wave energy by capturing the water from incoming waves
into a reservoir. As the incident waves elevate the water, it is flushed into the reservoir.
The potential energy of the trapped water is then transformed into mechanical energy
using a turbine. This turbine is usually activated by the stored water that is released
out of the reservoir into the ocean. The turbine essentially converts potential energy into
mechanical energy, which is subsequently transformed into electrical energy. An example
of an overtopping device in Denmark is Wave Dragon, see Figure 1.6 [29], which has a
power rating of 20 kW [25].

Figure 1.6: Overtopping Device Wave Dragon.
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1.5 Comparative Analysis of BEM Solvers for Wave-
Structure Interactions

Numerical modeling is a critical tool for studying wave energy converters (WECs). These
models allow researchers to predict WEC behavior under various ocean conditions, es-
timate the forces acting on them, and assess their power output. Among the different
numerical methods, Boundary Element Methods (BEM) are particularly useful for con-
ducting hydrodynamic analyses of WECs. This approach involves solving linear partial
differential equations, as discussed in Sections 2.1 and 2.2.

In this section, three BEM solvers are compared: HAMS, NEMOH and WAMIT.
Their features, advantages and limitations are explored, particularly in the context of
constructing power matrices for point absorber WECs.

Table 1.1 provides a comparison of the main elements between HAMS, NEMOH and
WAMIT.

HAMS NEMOH WAMIT

Type Open-source Open-source Commercial

Theory Potential flow theory,
Laplace equation,

Newman’s
approximation

Potential flow theory,
Laplace equation,

interpolation methods

Potential flow theory,
Laplace equation,

Newman’s
approximation

User docu-
mentation

Limited Moderate Extensive, with
detailed manuals and

test cases

Green’s
function

evaluation

Newman’s
approximation

Table of around
2,000,000 values

Newman’s
approximation

Computation
time

3/4 amount of time
as WAMIT

5 times as much time
as WAMIT

Relatively fast

Multi-body
interaction

No Yes Yes

Disadvantages Fewer documentation Irregular frequencies Commercial use only

Table 1.1: Overview of comparison between HAMS, NEMOH and WAMIT.
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To address the sub-research question ‘How can numerical modelling be used to compute
the theoretical annual energy production of WECs? What open-source software is most
useful in this case?’, this section presents a comparative analysis of three BEM solvers:
HAMS, NEMOH and WAMIT.

Both HAMS and WAMIT employ advanced numerical techniques, such as Newman’s
approximation for solving Green’s function and the strategic use of symmetrical proper-
ties to enhance computational efficiency. Additionally, HAMS leverages OpenMP paral-
lelization techniques, which significantly reduce computational efforts while maintaining
accuracy. This efficiency is particularly beneficial for managing complex scenarios in
WEC analysis.

The open-source nature of HAMS supports academic research. This enhances its
potential for further development in the future. In contrast, WAMIT’s commercial con-
straints may limit accessibility due to licensing costs.

A final comparison shows that HAMS is a balanced option between NEMOH’s chal-
lenges with irregular frequencies and WAMIT’s commercial nature. HAMS delivers ac-
curate hydrodynamic analysis while remaining user-friendly. Given its more recent intro-
duction, HAMS presents an interesting option to further explore its potential. Therefore,
HAMS will be the final choice for providing hydrodynamic coefficients to construct power
matrices in this research.



Theoretical Background

In this chapter, the theoretical background of most boundary element method (BEM)
solvers based on numerical simulations will be presented. The linear potential flow theory
will be discussed in more detail in order to form a deeper understanding of the working
principle of the BEM solver HAMS used in this research.

BEM is preferred over the finite element method or finite difference method because it
efficiently handles domains by only discretizing boundaries on the body’s surface, which
reduces the computational cost. Additionally, BEM provides high accuracy in represent-
ing complex boundary conditions and is particularly effective for linear potential flow
problems [30, 31].

2.1 The Linear Potential Flow Theory

In order to understand a fluid-structure interaction problem, two fundamental sets of
equations in fluid dynamics need to be explained. The first is the continuity equation,
which ensures the conservation of mass. The second consists of the Navier-Stokes equa-
tions, which describe the conservation of momentum.

2.1.1 Conservation of Mass: Continuity

The conservation of mass principle states that the mass of fluid entering a control volume
must equal the mass of fluid leaving the control volume plus any change in mass over
time. This principle states that mass cannot be created or destroyed within the system.
The fluid is assumed to be incompressible, with a constant density. The incompressibility
assumption allows for the conservation of volume. This means that the volume of fluid
entering the control volume must equal the volume of fluid leaving the control volume
since the fluid’s density remains constant. Therefore, for incompressible fluids, both mass
and volume are conserved. This allows writing the continuity equation, see Equation 2.1.

∇⃗ · u⃗ = 0 (2.1)

where u⃗ represents the fluid velocity field.

21
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2.1.2 Conservation of Momentum

Within a fluid domain, flow patterns can be described using the Navier-Stokes equations.
The Navier-Stokes equations are derived from Newton’s second law applied to fluid mo-
tion, expressing the conservation of momentum and making use of the conservation of
mass principle. They describe how the velocity field of a fluid evolves due to various
forces acting on a fluid element, including pressure, viscous and external forces. For an
incompressible fluid, Equation 2.2 describes the conservation of momentum.

∂u⃗

∂t
+ (u⃗ · ∇)u⃗ = −1

ρ
∇p+ ν∇2u⃗+ Fb (2.2)

where ρ is the density, p represents the pressure and ν is the viscosity of the fluid
and Fb represents external body forces. The left-hand side of the equation represents the
inertial forces, including local acceleration ∂u⃗

∂t
and convective acceleration (u⃗ · ∇)u⃗. The

right-hand side includes the pressure gradient force −1
ρ
∇p and viscous forces ν∇2u⃗.

2.1.3 Potential Flow

When introducing the potential flow theory, the flow of fluid particles has to be consid-
ered irrotational and non-viscous. Using these assumptions, a velocity potential can be
introduced, see Equation 2.3.

u⃗ = ∇Φ (2.3)

∂Φ

∂x
= u,

∂Φ

∂y
= v,

∂Φ

∂z
= w (2.4)

When looking at a fluid-structure interaction problem, Φ can be split into three dif-
ferent components:

Φ = ΦR + ΦS + ΦI (2.5)

where:

• ΦR is the radiation potential from the oscillatory motion of the body in still water.

• ΦS is the scattered potential caused by the scattering of waves.

• ΦI is the incident undisturbed wave potential.
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When considering harmonic waves, the solution to this linear problem in the time
domain can be found in Equation 2.6 where Φ̂ is the complex amplitude of the total
velocity potential and ω is the angular frequency.

Φ = Re
{
Φ̂eiωt

}
(2.6)

The first-order motions of the structure in a fluid are assumed to oscillate in a har-
monic motion, resulting in the radiation potential. Because rigid bodies have six degrees
of motion, this radiation potential is the sum of the six modes of motion from a wave-
structure interaction. The radiation potential can then be described by Equation 2.7.

Φ̂R = iω

6∑
j=1

ξjΦ̂j, j = 1, 2, . . . , 6 (2.7)

where ξj is the amplitude of motions, Φ̂j is the potential component from one degree of
freedom. When considering the structure to be stationary, the scattered potential results
from the scattering of the incoming waves on the structure.

To accurately describe the incident wave potential, it is essential to define the coordi-
nate system used, see Figure 2.1 [32]. The incident wave is assumed to propagate at an
angle β relative to the x-axis.

Figure 2.1: Definition of the coordinate system in the three-dimensional space employed
by HAMS.
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The incident undisturbed wave potential can be expressed in different forms depend-
ing on the water depth. The equations employed by the HAMS can be seen in Equations
2.8 and 2.9 for a finite and infinite depth respectively [32].

Φ̂I = −igA

ω

cosh(k(z + h))

cosh(kh)
eik(x cosβ+y sinβ), (2.8)

Φ̂I = −igA

ω
evze−iv(x cosβ+y sinβ), (2.9)

where ω represents the angular frequency, g is the gravitational constant, k represents
the wave number, h is the water depth relative to the fluid’s surface and β is the angle
of wave propagation relative to the x-axis.

For regular waves, the solution to the velocity potentials can be found by solving the
Laplace equation (Equation 2.10) with appropriate boundary conditions. The Laplace
equation results from combining Equations 2.1 and 2.3.

∇2Φ̂ = 0 (2.10)

The following boundary conditions are taken into account:

• Impermeability at the seabed

∂Φ̂

∂z
= 0, at z = −h (2.11)

lim
z→∞

(
∂Φ̂

∂z

)
= 0 (2.12)

• Impermeability on the body’s surface. The velocity of the flow in the direction
normal to the hull must be equal to the velocity of the hull itself in that same
direction.

∂Φ̂

∂n
= v̂n, at Sb (2.13)

• Linearized free surface boundary condition. When a fluid particle is on the
free surface, it will stay there.

g
∂Φ̂

∂z
− ω2Φ̂ = 0, at z = 0 (2.14)

• Radiation wave condition. Relatively far away from the floating body, no dis-
turbances are felt due to the body’s presence. R is the radial distance from the
body.

lim
R→∞

[√
ω2

g
R

(
∂ϕ

∂R
− i

ω2

g
ϕ

)]
= 0 (2.15)
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Combining the velocity potential with the Navier-Stokes equations, results in the
linearized Bernoulli pressure equation (Equation 2.16). In this equation, the first-order
fluctuating pressure induced by the incident waves is represented by the first term. The
second term represents the hydrostatic pressure. A non-linear term −1

2
(∇Φ)2 accounts for

second-order wave drift but is neglected in this case due to the assumption of a relatively
small flow velocity.

p = −ρ
∂Φ

∂t
− ρgz (2.16)

Using the equations and assumptions above, the velocity components and pressure
distribution of the potential flow solutions for gravity waves are shown in Equations 2.17,
2.18 and 2.19.

u(x, z, t) =
∂Φ̂

∂x
= ωζa

cosh k(h+ z)

sinh kh
cos(kx− ωt) (2.17)

w(x, z, t) =
∂Φ̂

∂z
= ωζa

sinh k(h+ z)

sinh kh
sin(kx− ωt) (2.18)

p(x, z, t) = ρgζa
cosh k(h+ z)

cosh kh
cos(kx− ωt)− ρgz (2.19)

where ζa is the amplitude of the free surface elevation with respect to z = 0, as defined
in Equation 2.20.

ζ(x, t) = ζa cos(kx− ωt) (2.20)

2.1.4 Green’s Function

A Green’s function is a solution to differential equations subject to boundary conditions.
Within the context of BEM, it transforms the partial differential equations into an integral
equations over the boundary of the body’s surface using the boundary integral equation
(BIE).

In BEM, there are two main formulations for solving BIEs: the source formulation
and the potential formulation. In the source formulation, the BIE is expressed in terms
of source strengths distributed over the body’s surface. A source is a point on the surface
where fluid flows radially outward, whereas at a sink fluid flows inward. A dipole is a
combination of a source and a sink. The boundary integral equation must be solved for
the unknown source strength or dipole moment. In the potential formulation, the velocity
potential and its normal derivative on the boundary surface are solved for directly. This
approach typically involves fewer unknowns compared to the source formulation but can
be more complex to implement.

HAMS employs the source formulation, utilizing sources and dipoles to calculate the
velocity potentials. This method is particularly effective for problems involving complex
geometries and boundary conditions.

The full boundary integral equation satisfied by the radiation and scattered potentials
on the body boundary takes the form of Equation 2.21 [32].
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2πΦ̂k(x) +

∫∫
SB

Φ̂k(x)
∂G(x, xs)

∂nxs

dSxs =

∫∫
SB

vn,k(x⃗s)G(x, xs)dSxs , (k = 1, 2, . . . , 7),

(2.21)
where x⃗ is the field point, x⃗s denotes the source point, Φ̂ is the complex amplitude of
the velocity potential, G(x⃗, x⃗s) is the Green’s function representing the flow at x⃗ due
to a source at x⃗s, Sb is the wetted surface and vn,k denotes the k-th component of the
body surface boundary condition. Subjects k = 1 to 6 refer to the six components of the
radiated waves and subject k = 7 refers to the scattered waves.

When employing the lower-order panel method, the boundary surfaces are discretized
into plane panels to approximate the exact geometry. The radiation and diffraction ve-
locity potentials are represented by constant functions over each panel as well. Using this
approach, the boundary integral equations (Equation 2.21) are discretized into Equation
2.22 [32].

2πΦ̂k(xi) +

Np∑
j=1

DijΦ̂k(xj) =

Np∑
j=1

SijVn,k(xj), (i = 1, 2, . . . , Np; k = 1, 2, . . . , 7), (2.22)

where Np is the number of panels. The integrations of sources and dipoles over each panel
are represented by Equations 2.23 and 2.24 respectively [32].

Sij =

∫∫
SB,j

G(xi, xs)dSxs (2.23)

Dij =

∫∫
SB,j

∂G(xi, xs)

∂nxs

dSxs (2.24)

where SB,j denotes the j-th panel surface.
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2.2 Equations of Motion

The equations of motion for the fluid-structure interaction problem can be expressed us-
ing Newton’s second law that states that the net force equals mass times acceleration. In
the time-domain, the motion of a rigid body can then be described through Equation 2.25.

Mẍ(t) = Fhs(t) + Fe(t) + Fr(t) + Fpto(t) (2.25)

where M represents the mass of the oscillating body, ẍ is the acceleration, Fhs represents
the hydrostatic force, Fe is the excitation force, Fr represents the radiation force and Fpto

is the PTO force.
Using potential flow theory as explained in Section 2.1, the forces in Equation 2.25

can be written as functions of the velocity potential:

F =

∫
Sb

ρ
∂Φ

∂t
n dSb (2.26)

where ρ is the fluid density, n represents the unit vector normal to the body’s surface
and Sb is the wetted surface area.

As stated before, the motions of the waves and the device are assumed to be har-
monic. Following this assumption, the terms in Equation 2.25 can be expressed in their
spatial and temporal dependencies. The displacement, velocity and acceleration can then
be described as shown in Equations 2.27, 2.28 and 2.29 respectively [33].

x(t) = Re
{
ζ̂(ω)eiωt

}
(2.27)

ẋ(t) = Re
{
iωζ̂(ω)eiωt

}
(2.28)

ẍ(t) = Re
{
−ω2ζ̂(ω)eiωt

}
(2.29)

The next sections will describe each force in the frequency domain separately.
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2.2.1 Hydrostatic Restoring Force

In undisturbed conditions, the hydrostatic force can be derived by integrating the hy-
drostatic pressure over the body’s wetted surface. When the amplitudes of the body’s
motions are small, the linearization of the hydrostatic force provides a reasonably ac-
curate approximation. In this case, the hydrostatic force becomes proportional to the
displacement. The complex amplitude can then be written as shown in Equation 2.30
[33].

F̂hs = −Cζ̂ (2.30)

where C is the hydrostatic coefficient. Since this research looks at a heaving point ab-
sorber, C is equal to ρgSw, where Sw is the cross-sectional area of the body at the
waterline.

2.2.2 Excitation Force

The excitation force consists of two separate forces namely, the Froude-Krylov force FFK

and the scattered force FS [33]. The Froude-Krylov force is derived from the incident
undisturbed wave potential ΦI and the scattered force is a result of the scattering potential
ΦS.

F̂e(ω) = F̂FK(ω) + F̂S(ω) (2.31)

F̂e(ω) = iωρ

(∫
Sb

(
Φ̂I · n

)
dSb +

∫
Sb

(
Φ̂S · n

)
dSb

)
(2.32)

2.2.3 Radiation Force

The radiation force in heave can be obtained by integrating the radiation potential, as
defined in Section 2.1.

Fr = −ω2ρ

∫
Sb

ξ̂Φ̂RndSb (2.33)

In the time-domain, the radiation force can be written as shown in Equation 2.34.

Fr(t) = −A33(ω)ẍ−B33(ω)ẋ (2.34)

where A is the added mass matrix and B is the damping matrix. Combining this with
Equations 2.28 and 2.29, the amplitude of the radiation force in the frequency domain
can be written as shown in Equation 2.35.

F̂r(ω) = ω2A33(ω)ζ̂ − iωB33(ω)ζ̂ (2.35)
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2.2.4 Power Take-Off Force

Typically, the reaction forces acting on a WEC consist the loads from the mooring system
and the loads caused by the PTO equipment. In this research, the loads caused by the
mooring system will be disregarded. Generally, the PTO system’s control strategy in-
troduces complex nonlinear dynamic behaviour. Within the frequency domain, the PTO
reaction force must be linearized in order for the RAOs to be solved. In its linear form,
the PTO force is composed of two contributions: the first one, which is proportional
to velocity, represents a damper and the second one, which is proportional to the dis-
placement of the body, is represented by a spring [33]. In this research, the PTO spring
constant is disregarded.

F̂pto = −iωBptoζ̂ (2.36)

For the construction of power matrices, a constant PTO damping coefficient that is
optimized for a specific frequency will be used. Section 2.3 provides a more in-depth
analysis of the linearization process and the optimization of the PTO damping.
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2.2.5 Equations of Motion in the Time- and Frequency-Domain

Taking into account all forces as described before, the final EOM is shown in Equation
2.37 in the time-domain for heave only.

(M33 + A33)ẍ+B33ẋ+ C33x = Fext (2.37)

where M33 is the mass in heave, A33 is the frequency-dependent added mass in heave, B
is the total damping in heave and C33 is the hydrostatic restoring coefficient in heave.
This equation can be transformed to the frequency domain by using Equations 2.27 to
2.29.

[−ω2(M33 + A33(ω)) + iωB33(ω) + C33]ζ̂ = Fext(ω) (2.38)

Since this research is only looking at heave, the following notation will be used from
now on for simplicity:

[−ω2(m+ma(ω)) + iωb(ω) + ch]ζ̂ = fext(ω) (2.39)

where m is the mass of the system, ma is the frequency-dependent added mass in heave, b
is the frequency-dependent full damping in heave, ch is the hydrostatic restoring coefficient
as described in Section 2.2.1 and fext is the frequency-dependent excitation force in heave.
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2.3 Optimal Power Take-Off Damping

Damping forces significantly affect the motion of offshore structures. Numerical tools,
such as HAMS, can estimate potential damping forces, as discussed in Section 2.2. How-
ever, these models face challenges in fully capturing the impact of viscous damping forces
due to their nonlinear nature. This section explains a method to calculate these viscous
terms.

When looking at the equation of motion in Equation 2.40, b is said to be the full
damping coefficient. This damping coefficient can be further split up into three compo-
nents.

(m+ma)ẍ+ bẋ+ chx = fext (2.40)

b = ba + bpto + bv (2.41)

where ba is the radiation damping heaving hydrodynamic coefficient, bpto is the device-
specific power take-off coefficient and bv is the linearized viscous damping coefficient.
Section 2.3.1 will discuss the radiation and viscous damping. The power take-off damp-
ing coefficient will be further elaborated upon in Section 2.3.2.

2.3.1 Linearized Viscous Damping Coefficient

As can be seen from the general EOM for a floating unit in heave in Equation 2.42, the
viscous damping is a form of nonlinear damping.

(m+ma)ẍ+ baẋ+ b1|ẋ|ẋ+ chx = fext (2.42)

where m is the mass in heave, ma is the added mass in heave, ba is the radiation damping
in heave and b1 is the nonlinear damping coefficient related to the viscous damping.

In order to be able to solve the EOM, the nonlinear viscous term in Equation 2.42
needs to be linearized. Malta et al. (2010) [34] presented different methods to evaluate
the damping coefficients based on free oscillation tests. Their study showed that the
quadratic equation is appropriate to represent the viscous damping forces. In order to
evaluate b1, the linearization of the term |ẋ|ẋ is performed using Lorentz’ Linearization
for a monochromatic wave [35, 36, 37].

|ẋ|ẋ =
8

3π
CDωaẋ (2.43)

where a is the frequency-dependent amplitude of the WEC and CD is Morison’s drag
coefficient. A drag coefficient of 0.30 is chosen for this research, based on the drag
coefficient for CorPower C4 device due to its comparable dimensions and deployment
locations [38, 39].

Equation 2.43 allows writing Equation 2.42 as follows:

(m+ma)ẍ+ (ba +
8b1
3π

CDωa)ẋ+ chx = fext (2.44)
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which is a linearized equation with respect to time. When obtaining the RAOs (see
Section 2.4), an iterative process is needed in order for the amplitudes a to match the
RAOs. This is done by first assuming a value for the amplitude a and then iterating
these assumed values until they match the RAOs. It can be assumed that the nonlinear
damping term may be represented by the Morison equation drag term [40].

b1 =
1

2
ρACD (2.45)

where A is the projected area of the vessel in the direction of the flow.

2.3.2 Power Take-Off Coefficient

The power take-off damping coefficient of a WEC significantly influences the dynamic
response of the converter and the overall energy capture efficiency. An optimally chosen
damping coefficient maximizes energy capture and aligns the system’s natural frequency
with prevalent wave frequencies, enhancing the resonance effect and overall system per-
formance. Hals et al [41] proposed sub-optimal passive control including viscous losses
for the PTO damping coefficient, as can be seen from Equation 2.46:

bPTO(ω) =
√
Ri(ω)2 +Xi(ω)2 (2.46)

where

Ri(ω) = ba(ω) +Rf (2.47)

Xi(ω) = iω(md +ma(ω)) +
( ch
iω

)
(2.48)

Ri and Xi refer to the real and imaginary part of the intrinsic impedance of the heaving
body, with Rf accounting for the viscous losses. The viscous damping has already been
estimated in Section 2.3.1. This allows writing Ri as:

Ri(ω) = ba(ω) + bv(ω) (2.49)

As stated before, a frequency-optimized constant bpto damping coefficient will be se-
lected. This is done to avoid optimizations for each frequency, keeping in mind this
research’s objective to remain impartial regarding optimizations for specific locations or
wave conditions. The final value will be based on the wave occurrence probability matrix.
The WEC has to be able to capture energy at sea states with peak periods relevant to
the location. Additionally, Ma et al. [42] found that using the optimized PTO damping
coefficient at a wave period of 1.5-2.0 times the natural wave period of the undamped
system resulted in a broader effective wave range.
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2.4 Response Amplitude Operators

Finally, the Response Amplitude Operators (RAO’s) can be calculated from the EOM in
heave directly:

[(−m+ma(ω))ω
2 − iω(ba(ω) + bpto + bv(ω)) + ch]ξ̂ = fe(ω) (2.50)

where m and ma are mass and frequency-dependent added mass, ba is the frequency-
dependent radiation damping, bPTO is (constant) PTO damping coefficient and ch is the
hydrostatic restoring coefficient. This expression can be further simplified as:

Cξ = fext with C = −ω2 (m+ma) + iω(ba + bpto + bv) + ch (2.51)

Using this form, the response amplitude operators can be calculated. The displace-
ment in heave is:

x =
[
C−1

]
fe (2.52)

Finally, the non-dimensional response amplitude operator (RAO) is derived:

Zj(ω, β) =
ξj
A

(2.53)

where A is the amplitude of the incoming wave.
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2.5 Energy and Power

The potential flow theory, as described in Section 2.1.3, can be employed to quantify the
amount of potential energy that can be harnessed from sea waves. The total energy per
wave cycle per unit surface area within the water column is given by Equation 2.54.

Etotal = Ekinetic + Epotential =
1

4
ρgζ2a +

1

4
ρgζ2a =

1

2
ρgζ2a =

1

8
ρgH2 (2.54)

where ρ is the water density, g is the acceleration due to gravity, ζa is the wave amplitude,
and H is the wave height.

Using linear wave theory, the wave number k can be derived from the dispersion
relation:

ω2 = gk tanh(kh) (2.55)

where h is the water depth, and ω is the angular wave frequency.
The wave propagation speed c, wavelength L and wave period T are respectively given

by:

c =
ω

k
(2.56)

L =
2π

k
(2.57)

T =
2π

ω
(2.58)

To estimate the power transfer over one wave cycle, the group speed cg is essential:

cg = cn (2.59)

n =
1

2

(
1 +

2kh

sinh(2kh)

)
(2.60)

Using the equations above, the average available power for regular waves is defined in
Equation 2.61.

Pw = Etotalcg (2.61)

In regular waves, the average absorbed power is directly proportional to the incident
wave period and wave height. The absorbed power in regular waves can be calculated
using Equation 2.62.

P =
1

2
(
2π

T
)2bPTO(ζ

H

2
)2 (2.62)

where bpto is the frequency-dependent PTO damping, ζ are the frequency-dependent
RAOs and T and H are the incident wave period and wave height respectively. Equation
2.62 is used to calculate the absorbed power for each sea state in the power matrix.



Methodology and Model Set-Up

In this chapter, the methodology used to conduct this research will be explained. The
pre-processing of the required input for HAMS is elaborated upon as well.

3.1 Methodology

Before being able to run HAMS, a mesh file of the geometry of the WEC is needed. A
cylindrical heaving point absorber will be used in this research. The geometry model
of this cylinder is built using the Rhinoceros modelling software. Rhinoceros allows its
users to define the amount of vertical and horizontal panels used in the cylinder, which
is very useful for the conduction of a convergence study. Once the geometry model is
made, it can be exported into a mesh format suitable for HAMS using BEMRosetta [43].
HAMS is able to determine the mass and hydrostatic restoring matrices. Since this study
is looking at heave only, these calculations can be performed manually without difficulty,
see Section 3.3.

Once the mass and hydrostatic restoring matrices are checked, appropriate settings
must be made in the control file. Table 3.1 shows the settings that have been modified.

Setting Input
Number and range of frequencies 400 frequencies, steps of 0.02

Number of headings 10
Type of wave diffraction solution 1
Removal of irregular frequencies No

Table 3.1: Setting in HAMS’ control file.

Once HAMS has been run, the results can be visualized using the WAMIT format
in BEMRosetta. A convergence study is then performed to ensure the accuracy of the
results.

35
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3.2 Geometry

This research will use a semi-submerged point absorber WEC with a cylindrical shape.
The final characteristics of the WEC can be found in Table 3.2. The mesh file for the
hull was modelled in Rhinoceros, see Figure 3.1.

Figure 3.1: Geometry of cylindrical PA in Rhinoceros.

Figure 3.2: Meshfiles in BEMRosetta.
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Characteristic Value Unit
Radius 5 m

Draft 5 m

Wetted Surface 235 m2

Immersed Volume 392 m3

Table 3.2: Characteristics of the WEC model.

3.3 Body Mass and Restoring Matrices

The body mass matrix is a 6x6 matrix representing the mass and inertia properties across
three translational degrees of freedom (surge, sway and heave) and three rotational (roll,
pitch and yaw) degrees of freedom. The first three diagonal elements therefore represent
the mass [kg] in the three translational degrees of freedom respectibely, combined with
added mass effects. The last three diagonal elements are related to the rotational inertia
[kg.m2] around the x-, y- and z-axis respectively. Off-diagonal terms represent coupled
mass and inertia effects. This can, for example, be how a heave motion might induce
pitch or roll due to the mass distribution or hydrodynamic interactions.

The hydrostatic restoring matrix represents hydrostatic forces and moments, with
the first three diagonal elements indicating the surge, sway and heave hydrostatic forces
in [N/m]. The last three diagonal elements represent the roll, pitch and yaw moment
in [Nm/rad]. Since this research is focused on the response in heave, the hydrostatic
restoring coefficiënt in heave C33 was manually calculated using ρgA where ρ is the fluid
density, g represents the gravitational constant and A is the projected surface in heave,
meaning the surface of the cylinder’s base.
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3.4 Convergence Study

Conducting a convergence study plays a critical role in validating a numerical model
and ensuring the accuracy of simulation results. Incrementally increasing the number
of panels in the hull mesh, means refining the geometrical discretization of the model.
The goal of this convergence study is to show that after a certain amount of panels
used in the hull mesh, the hydrodynamic coefficients stop changing while the amount
of panels still increase. At this point, it can be concluded that increasing the panel
count yields in negligible changes in the coefficients, which indicates that the model has
reached a sufficiently detailed geometry. This level of detail is the point where the model is
accurately capturing the physical responses of the system. It reassures that the numerical
model is reliable and provides precise results.

The evolution of added mass, radiation damping and excitation force was investigated
across multiple iterations using 220, 420, 820, 1220, 1620, 2025 and 2525 panels. The
convergence study revealed that increasing the number of panels beyond 2525 resulted in
negligible changes to the hydrodynamic coefficients. Given the relatively simple shape,
even for a smaller number of panels, the hydrodynamic coefficients exhibited only minor
variations (order of 0.01%). The hydrodynamic coefficients completely stopped changing
after using 2525 panels. Consequently, all results are based on simulations performed
with 2525 panels.

Vertical faces Around faces Converter panels
10 10 120
10 20 220
10 40 420
20 40 820
30 40 1220
40 40 1620
40 50 2025
50 50 2525
60 60 3630
100 100 10050

Table 3.3: Different iterations of numbers of panels used in the convergence study.
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3.5 Mass

The properties of the cylindrical WEC in this research are comparable to those of the
CorPower C4 device, as can be seen from Table 3.4. The mass for the cylindrical WEC
concept in this research was therefore inspired by CorPower C4’s mass, using 60,000 kg
because of the height and shape difference.

Corpower C4 Cylindrical
WEC Concept Unit

Diameter 9 10 m
Draft 6 5 m
Height 18 10 m
Installation Depth 40 41 m
Undamped Natural Period (Heave) 3 4 s
Mass 80,000 60,000 kg

Table 3.4: Propterties of CorPower C4 and the cylindrical WEC in this research [44].
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3.6 Location

Two locations have been selected for a comparative analysis of wave energy resource
potential. These locations were chosen based on their classification as medium and high
resource areas, respectively, as indicated in the study by Lavidas and Venugopal (2017)
[45].

The first location, with coordinates 58.97° N, 3.40° W, is situated in the Scottish
coastal region. It is characterized by a moderate wave energy potential. Reference [45],
classified this area as a medium-resource location with an available power of around 30
kW/m. The average depth for this location is 41 meters.

The second location has coordinates 58.29° N, 7.29° W and is located further offshore.
Reference [45] indicates that this area consistently records higher levels of wave power,
making it an ideal high-resource location with an available power of around 60 kW/m.
The average depth for this location is 67 meters.

Figure 3.3: ’Two different locations considered in this research.



Results

4.1 Hydrodynamic Coefficients HAMS

Figures 4.1, 4.2 and 4.3 show the results for added mass, excitation force and radiation
damping respectively. The added mass and radiation damping plots clearly indicate a
spike at ω = 2.2 rad/s, possibly indicating the occurrence of an irregular frequency. No
removal of irregular frequencies was performed.

Figure 4.1: Added mass plot.

Figure 4.2: Excitation force plot.
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Figure 4.3: Radiation damping plot.

4.2 Undamped RAOs

Figure 4.4 shows the manually calculated response amplitude operator in heave excluding
PTO damping and viscous damping, using the approach from Section 2.4. As can be seen
from the figure, a peak shows at 1.62 rad/s. It is assumed that this peak is the undamped
natural frequency of the cylindrical body. This was confirmed by finding the ω that sets
the following expression to zero:

∣∣∣∣ω2 − c

m+ma(ω)

∣∣∣∣ (4.1)

where ma(ω) is the frequency-dependent added mass.Using this equation, the natural
frequency was found to be 1.62 rad/s, confirming the peak in Figure 4.4.

Figure 4.4: RAO in heave vs. angular frequency excluding PTO and viscous damping.
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4.3 Damping Coefficients

In order to find the frequency-dependent viscous and PTO damping, the amplitudes re-
sulting from Lorentz’ Linearization need to be matched with the damped RAOs in heave,
see Sections 2.3 and 2.4. This matching process was performed iteratively using a Python
script. The script uses a first guess for the amplitudes and then checks whether these
match the corresponding RAOs. Depending on the difference between the amplitudes
and the RAOs, the amplitudes were changed and the RAOs were checked for again. This
process is repeated until the correct amplitudes are found. Figure 4.5 shows how many
iterations were necessary for the amplitude to match the corresponding RAO for different
frequencies.

Figure 4.5: Amount of iterations necessary for amplitudes and RAOs to match, for dif-
ferent frequencies.
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After finding the correct amplitudes, the RAOs including radiation, viscous and op-
timized PTO damping can be seen in Figure 4.6. The final optimized PTO damping
coefficients can be seen in Figure 4.7. Note that a constant PTO damping coefficient,
optimized for a single frequency, is selected to construct the power matrices, see Section
4.4.2.

Figure 4.6: Final RAOs including radiation, viscous and optimized PTO damping.

Figure 4.7: Power Take-Off damping coefficient for each frequency.
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4.4 Power Estimation

In this section, the average power output of the WEC in heave is estimated for regular
waves, resulting in a power matrix and estimated annual energy production. Two forms
of capping will be performed. The first is power capping where a maximum power output
is set for each sea state. The second method consists of putting a maximum to the PTO
damping coefficient.

4.4.1 Wave Occurrence Diagram

The exact location of the wave energy converter is West of Mainland, Scotland and has
coordinates North 58.97°, West -3.40°. Using the open-source ERA5 data, the ranges of
the significant wave height and the peak wave period were determined. Data was used
from 2008 until 2023 for every day of the month. Using this data, the wave occurrence
scatter diagram in Figure 4.8 and the wave occurrence probability matrix in Figure 4.9
were constructed using Python.

Figure 4.8: Wave occurrence scatter diagram for the chosen site.
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Figure 4.9: Wave occurence probability matrix.
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4.4.2 Power Matrix and Annual Energy Output

Using the approach from Section 2.3, the power matrix in Figure 4.10 was constructed.
Next, this power matrix, the wave occurrence probability matrix in Figure 4.9 and a
generator efficiency of 70% are combined [14, 46] to estimate the AEP. For the first
location, the uncapped AEP is calculated to be 235 MWh.

The presented AEP is a theoretical value assuming regular waves and a constant PTO
damping coefficient. This was done to avoid outcomes that are optimized for a certain
location and to avoid the PTO damping being tuned to each wave frequency. This in-
dicates that the AEP might be overestimated and should solely be used as a value for
comparison, rather than practical estimation. The constant PTO damping coefficient is
equal to the optimized PTO damping coefficient at a wave period of 2.0 times the natural
wave period of the undamped system to ensure a broader effective wave range [42]. The
chosen coefficient also makes sure that the WEC captures energy for sea states with peak
wave periods relevant to this location, with a mean wave period of roughly 8 seconds.
The PTO damping coefficient was calculated to be 729 [kNs/m] from the calculations
presented in Section 2.3. It is important to note that the RAOs from Section 4.3 were
recalculated using this constant PTO damping coefficient to construct the final power
matrix.

Figure 4.10: Power Matrix in kW.
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4.4.3 Power Output Capping

The most direct form of power capping involves setting a maximum limit on the power
output of the WEC. In order to quantify the capped amount, a scaling factor will be
introduced that will quantify the maximum power output in the capped matrix, as can
be seen from Equation 4.2.

P capped
max = λPCP

uncapped
max (4.2)

where P capped
max is the capped maximum power output, λPC is the scaling factor for power

capping and P uncapped
max is the maximum uncapped power output as calculated in the power

matrix. The maximum power output is P uncapped
max = 1338, corresponding to a sea state

Hs = 9.0 m and Tp = 9 s. Since no PTO mechanism specifications are considered in
this research, this maximum power output is considered the theoretical uncapped rated
power used to calculate the capacity factor (CF), see Equation 4.3. Figures 4.11, 4.12,
4.13 and 4.14 show the four capped power matrices for scaling parameters 0.75, 0.5, 0.4
and 0.3 respectively. The relationship between λPC and CF can be seen in Figure 4.15.

CF =
AEP

PRated × 8760
(4.3)

Figure 4.11: Power capped matrix with scaling factor 0.75.



4.4 power estimation 49

Figure 4.12: Power capped matrix with scaling factor 0.5.

Figure 4.13: Power capped matrix with scaling factor 0.4.
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Figure 4.14: Power capped matrix with scaling factor 0.3.

Table 4.1 summarizes the influence of power capping on the AEP and the CF for
each scaling factor. The theoretical rated power for the WEC in Scotland is 1338 kW,
corresponding to the sea state of Hs = 9.0 m and Tp = 9 s. Scaling is performed on this
uncapped rated power. Therefore, the influence of scaling on the power production is not
felt for lower sea states relevant to this location. This explains why the AEP remains
unchanged until very high rates of capping are performed (λPC = 0.2 or lower). What
does change is the capacity factors, since the rated power changes for each scaling factor.
Figure 4.15 shows the relationship between the scaling factors, the AEP (blue) and the
capacity factor (red). It can be seen that the higher the rate of capping, the higher
the capacity factor. This rate of increase in CF is more pronounced for higher scaling
parameters, indicating an exponential relationship. This can be explained by a decrease
in rated power across the scaling factors, therefore increasing the CF.

λPC = 1 λPC = 0.75 λPC = 0.5 λPC = 0.4 λPC = 0.3 λPC = 0.2 λPC = 0.1
AEP [MWh] 235 235 235 235 235 232 219

Rated Power [kW] 1338 1004 669 535 401 268 134
CF [%] 2.00 2.67 4.01 5.01 6.68 9.94 18.68

Table 4.1: AEP, rated power and CF for each power capping scaling factor for Location
1.



4.4 power estimation 51

Figure 4.15: Relationship between λPC , the AEP (blue) and the CF (red) for Scotland.
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4.4.4 Capping of PTO damping coefficient

A second form of power capping studied in this research is the capping of the PTO damp-
ing coefficient BPTO. The same approach will be used as before, introducing a scaling
factor to quantify the capped amount as shown in Equation 4.4. For each capped BPTO,
the RAOs are recalculated and the power matrices are constructed following the method
as described in Section 2.3.

Bcapped
PTO = λPTOB

uncapped
PTO (4.4)

where Bcapped
PTO is the capped maximum PTO damping coefficient, λPTO is the scaling fac-

tor for PTO capping and Buncapped
PTO is the uncapped constant PTO damping coefficient

BPTO equal to 729 [kNs/m]. Figures 4.16, 4.17, 4.18 and 4.19 show four capped power
matrices for scaling parameters 0.75, 0.5, 0.4 and 0.3 respectively. The corresponding
AEP for the location in Scotland can be found in Table 4.2. The relationship between
λPTO, the AEP and the CF is visualized in Figure 4.20.

Figure 4.16: PTO capped matrix for scaling factor 0.75
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Figure 4.17: PTO capped matrix for scaling factor 0.5.

Figure 4.18: PTO capped matrix for scaling factor 0.4.
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Figure 4.19: PTO capped matrix for scaling factor 0.3.

Table 4.2 summarizes the influence of PTO damping capping on the AEP and the CF
for each scaling factor. In contrast to power capping, PTO damping capping influences
all sea states. This results in a decrease in AEP across all scaling factors. Since both
the rated power and the AEP are decreasing at similar rates, the capacity factor remains
relatively constant across the scaling factors.

Figure 4.20 shows an approximately linear relationship between PTO damping cap-
ping and the AEP across the scaling factors. This can be explained by the absorbed power
formula from Section 2.5. The absorbed power is directly related to the PTO damping
coefficient, as well as to the corresponding RAOs. It is also important to note that by
increasing the cap on the PTO damping, the rated power corresponds to sea states with
lower wave periods as can be seen from Figures 4.16 to 4.19.

λPTO = 1 λPTO = 0.75 λPTO = 0.5 λPTO = 0.4 λPTO = 0.3 λPTO = 0.2 λPTO = 0.1
AEP [MWh] 235 203 155 130 101 70 36

Rated Powers [kW] 1338 1207 979 858 699 516 429
CF [%] 2.01 1.92 1.81 1.73 , 1.65 1.55 0.96

Table 4.2: AEP, rated power and CF for each PTO damping scaling factor for Location
1.



4.4 power estimation 55

Figure 4.20: Relationship between λPTO the AEP (blue), and the CF (red) for Scotland.
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4.5 High energy region

Using the open-source ERA5 data, the wave occurrence scatter diagram in Figure 4.21
and the wave occurrence probability matrix in Figure 4.22 were constructed. As can be
seen from these figures, the second location covers sea states with higher significant wave
heights in comparison to the first location.

Figure 4.21: Wave scatter diagram for location 2.

Figure 4.22: Wave occurrence probability matrix for location 2.
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The same approach was used as before. The hydrodynamic coefficients were calculated
using HAMS, this time considering a depth of 67 meters instead of 41 meters. Changes
in these coefficients were expected and confirmed to be minimal. Again, a power matrix
was constructed using regular waves. The result can be found in Figure 4.23. Both power
and PTO capping were performed. The relationship between the scaling factor and the
AEP for this high-energy region can be found in Tables 4.3 and 4.4 for power and PTO
capping respectively.

Figure 4.23: Power Matrix for Location 2.

As can be seen from Figure 4.24, the relationship between λPC and the AEP is compa-
rable to the medium-energy region. The difference is that the drop in AEP starts earlier
from lower amounts of capping. The reason for this is that more sea states with higher
significant wave heights occur in the high-energy location. As λPC decreases, the AEP
decreases as well. The rate of this decrease becomes more pronounced for higher capping
rates. From Figure 4.24, it can be seen that the scaling factor and CF have an exponential
relationship, which was the same case for the medium-energy region. The only difference
is that this exponential relationship is more pronounced for the medium-energy region,
where the CF increased by 834%, whereas for the high-energy region, the CF increased
by 594% under the strictest power cap.
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λPC = 1 λPC = 0.75 λPC = 0.5 λPC = 0.4 λPC = 0.3 λPC = 0.2 λPC = 0.1
AEP [MWh] 683 683 680 674 657 612 474

Rated Power [kW] 1312 984 656 525 394 262 131
CF [%] 5.94 7.92 11.83 14.66 19.05 26.62 41.24

Table 4.3: AEP, rated power and CF for each power capping scaling factor for location
2.

Figure 4.24: Relationship between λPC , the AEP (blue) and the CF (red) for Location
2.

As can be seen from Figure 4.25, the relationship between λPTO and AEP is ap-
proximately linear, which was the same for the medium-energy region. The AEP drops
significantly from 683 MWh to 100 MWh under the strictest cap. Again, the capacity
factor stays relatively constant across the scaling factors. As said before, this can be
confirmed by the equal rates of changes in AEP and rated powers, therefore keeping the
CF almost constant.

λPTO = 1 λPTO = 0.75 λPTO = 0.5 λPTO = 0.4 λPTO = 0.3 λPTO = 0.2 λPTO = 0.1
AEP [MWh] 683 588 442 368 286 196 100

Rated Powers [kW] 1312 1187 971 852 694 515 428
CF [%] 5.94 5.65 5.20 4.93 4.70 4.34 2.67

Table 4.4: AEP, rated power and CF for each PTO damping scaling factor for Location
2.
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Figure 4.25: Relationship between λPTO, the AEP (blue) and the CF (red) for Location
2.
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4.5.1 Comparison Between Medium- and High-Energy Regions

The analysis of power capping and PTO damping capping shows a big impact on the
AEP for both medium and high energy regions. The influence of power capping in the
medium-energy region resulted in a decrease in AEP of 7% under the strictest cap (λPC

= 0.1), whereas in the high-energy region, this decrease in AEP was 31%.
The difference can be explained by the wave scatter diagrams. In high-energy regions,

there are more frequent sea states with higher significant wave heights, which contribute
significantly to the power output. When power capping is applied, these high-energy sea
states are affected even at lower capping rates, leading to a larger reduction in AEP. On
the other hand, in medium-energy regions, the occuring sea states have lower significant
wave heights and thus lower power outputs. Therefore, more severe capping (lower λPC)
is required to significantly impact the AEP for these medium-energy sea states.

The influence of power capping on the capacity factors is similar for medium- and
high-energy regions, both showing an exponential relationship between the CF and the
scaling factors. The increase in CF for the medium-energy region is more significant
across the scaling factors used (834% increase), in comparison to the high-energy region
(594% increase). This can be explained by the difference in the decrease of AEP for
both regions. In the medium-energy region, there was a relatively small decrease in AEP.
Therefore, the CF was almost solely dependent on the increase in rated power. Whereas
for the high-energy region, the decrease in AEP for higher capping rates slowed down the
increase in CF.

The influence of PTO damping capping was identical for both regions, showing an
almost linear relationship between the AEP and the scaling factors. For both locations,
the decrease in AEP was found to be 85%. Due to the equal rates in decrease of the AEP
and the rated power, the CF stays almost constant across all scaling factors for both the
medium- and high-energy regions. The only differences are the absolute values of AEP
and CF, due to the higher resource availability in the high-energy region.



Economical Assessment

5.1 Economical Model

In this chapter, an economical assessment is performed, computing the capital (CAPEX)
and operational expenditure (OPEX) of this research’s WEC. Based on the CAPEX and
OPEX, the LCOE can be obtained. The LCOE is a widely used concept throughout the
energy generation industry to assess a project’s profitability.

LCOE is defined as the total capital, operational and maintenance costs associated
with the generation, discounted to the present-day value, divided by the electricity deliv-
ered to the grid throughout the project’s operational life. The following equation shows
the LCOE calculation, where LCOE is the levelized cost of electricity, CAPEX is the
capital expenditures, OPEX is the operational expenditures, AEP is the annual energy
production, n is the lifespan of the project and r is the discount rate.

LCOE =
CAPEX +

∑n
t=1

OPEXt

(1+r)t∑n
t=1

AEPt

(1+r)t

(5.1)

5.1.1 CAPEX

In order to derive the CAPEX, the methodology Tan et al. (2021) is adopted [14]. The
different cost components of the CAPEX considered in this economical model can be
found in Equation 5.2.

CAPEX = Cmass + Cpower (5.2)

where

Cmass = Cstructure + Cfoundation + Cinstallation (5.3)

Cpower = CPTO + Cconnection (5.4)

Since the objective of this research is to see the influence of power capping on the
LCOE, rather than looking at the integration to the grid, the cost of connection Cconnection

is considered to be 0.
Following Tan et al. (2021), the different components of the CAPEX can be ex-

pressed as percentages of the total CAPEX [14]. The percentages of these components
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related to the LCOE were used from the study by De Andres et al. (2017) [46] and then
recalculated as the average percentage in total CAPEX. Using these calculations, the
mass-related capital cost can be expressed as in Equation 5.5. The percentages of the
CAPEX components relative to the total CAPEX can be found in Table 5.1. It must
be noted that these percentages are based on averages. Since this research’s aim is to
compute a theoretical LCOE rather than an optimized one, this approach is assumed
reasonable.

Cmass = (
PF

PS

+
PI

PS

+ 1)Cstructure (5.5)

Classification Symbol Average Percentage
Structure PS 38.2%

Foundation PF 19.1%
Installation PI 10.2%

Table 5.1: Percentages of CAPEX components relative to total CAPEX [14].

The cost of the power take-off mechanism is mainly dependent on the linear generator
[14, 47]. It is beyond the scope of this research to delve into the specifications of different
types of linear generators. Therefore, the price of the linear generator is based on its
assumed weight and compared to the linear generator used by reference [48]. In the
paper, a point-absorber device developed by Uppsala University Sweden is economically
assessed [49]. It was considered that the total mass mainly consisted of the mass of the
buoy (30.77%) and the mass of the generator (69.23%). These percentages are applied
to the total mass of 60,000 kg in this research, to provide an estimate for the buoy and
generator masses.

In order to account for the manufacturing cost of the generator, 50% of the material
costs is taken into account [50]. Since the costs in reference [48, 14] are both for the year
2020, inflation needs to be taken into account. Inflation in Europe has reached historical
peaks during the period from 2021 until 2024. The used inflation rates are 0.25%, 2.60%,
8.38% and 5.48% for 2020, 2021, 2022 and 2023 respectively [51, 52, 53]. The resulting
prices used for the CAPEX calculation can be found in Table 5.3 [48]. The price for the
generator is estimated based on casing, translator and stator materials. Foundation is
included as a percentage, as can be seen from Table 5.1. The cost of the stator is based
on the cost of the copper windings and the cost of the buoy is calculated based on the
cost of the steel, all taking into account the inflation rates as presented. The labour costs
are estimated for one month of work for five people. The material costs considered can
be found in Table 5.2.

Material Value Unit
Steel 2.47 EUR/kg

Copper 3.53 EUR/m
Concrete 147 EUR/m3

Table 5.2: Material costs taking into account inflation since 2020 [14].
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Description Symbol Value Unit
Buoy Cstructure 2.47 EUR/kg

Generator CG 4.51 EUR/kg
Generator Manufacturing CPTO 2.25 EUR/kg

Table 5.3: Cost estimations for one WEC taking into account inflation since 2020.

5.1.2 OPEX

The OPEX accounts for the costs relating to the maintenance and repair of the buoy and
the generator throughout its lifetime. It should be noted that this is an initial economic
model and the parameters within the model can vary from one project to another in
real-world applications. As a result, power control strategies, such as power capping, can
influence the OPEX [14]. However, these specific impacts are tied to the PTO design and
its maintenance, which is beyond the scope of this research. Considering the objective to
determine the impact of power capping on techno-economic performance, it is considered
reasonable to assume a constant OPEX percentage for both the uncapped and capped
scenarios. The annual OPEX is assumed to be 8% of the CAPEX [54, 46, 55]. A discount
rate of 8% and a project lifespan of 20 years were chosen [54, 46].
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5.2 Economical Results

5.2.1 Medium-Energy Region

The results of the calculations can be found in Table 5.4 and 5.5 for the capped power
and capped PTO damping coefficient respectively.

Uncapped Capped Power Unit
λPC = 0.5 λPC = 0.4 λPC = 0.3 λPC = 0.2

CAPEX 361,376 361,376 EUR
OPEX 28,910 28,910 EUR

Theoretical
AEP 235 235 235 235 232 MWh

LCOE 280 280 280 280 283 EUR/MWh

Table 5.4: Comparison of financial metrics for uncapped vs. capped power settings for
Location 1.

Uncapped Capped PTO Damping Coefficient Unit
λPTO = 0.5 λPTO = 0.4 λPTO = 0.3 λPTO = 0.2

CAPEX 361,376 361,376 EUR
OPEX 28,910 28,910 EUR

Theoretical
AEP 235 155 130 101 70 MWh

LCOE 280 424 506 651 939 EUR/MWh

Table 5.5: Comparison of financial metrics for uncapped vs. capped PTO damping
coefficient settings for Location 1.

As can be seen from Table 4.1, the change from uncapped to capping with a high scal-
ing factor (λPC = 0.2) only results in a minimal increase in LCOE from 280 EUR/MWh
to 283 EUR/MWh. This result is directly related to the AEP across the scaling factors,
which stays almost constant for the medium-energy region. The influence of power cap-
ping in the medium-energy region on the LCOE can therefore be concluded to be minimal.
This is due to the relatively high rated power in comparison to the power production for
the lower sea states relevant to this location.

Capping the PTO damping coefficient has a big impact on the LCOE of the WEC.
The economic implications are large, with LCOE rising to 939 EUR/MWh in the most re-
strictive damping scenario. This increase indicates a big impact on the cost-effectiveness
of the system. An increase in LCOE of 235% is observed from uncapped to the strictest
PTO damping cap scenario (λPTO = 0.2). From the two tables, it can be concluded that
capping of the PTO damping coefficient tends to reduce the energy capture efficiency
more significantly than straightforward power capping, resulting in a much sharper in-
crease in LCOE.
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5.2.2 High-Energy Region

Uncapped Capped Power Unit
λPC = 0.5 λPC = 0.4 λPC = 0.3 λPC = 0.2

CAPEX 361,376 361,376 EUR
OPEX 28,910 28,910 EUR

Theoretical
AEP 683 680 674 657 612 MWh

LCOE 96 97 98 100 107 EUR/MWh

Table 5.6: Comparison of financial metrics for uncapped vs. capped power settings for
Location 2.

Uncapped Capped PTO Damping Coefficient Unit
λPTO = 0.5 λPTO = 0.4 λPTO = 0.3 λPTO = 0.2

CAPEX 361,376 361,376 EUR
OPEX 28,910 28,910 EUR

Theoretical
AEP 683 442 368 286 196 MWh

LCOE 96 149 179 230 335 EUR/MWh

Table 5.7: Comparison of financial metrics for uncapped vs. capped PTO damping
coefficient settings for Location 2.

As can be seen from Tables 5.6 and 5.7, there is a big difference in LCOE between power
capping and PTO damping capping. For power capping, the change from uncapped to
capping with a high scaling factor (λPC = 0.2) only slightly decreases the AEP. This
reduction in AEP is accompanied by an increase in the LCOE, which changes from 96
EUR/MWh in the uncapped scenario to only 107 EUR/MWh under the strictest cap,
corresponding to an increase of 11%. This minimal change in AEP and LCOE is slightly
bigger compared to the results from the medium-energy region, where the increase in
LCOE was only 1%.

Similarly to the medium-energy region, capping the PTO damping coefficient has a
significant effect, which is more pronounced than simple power capping. The LCOE rises
to 335 EUR/MWh in the most restrictive damping scenario. This corresponds to an
increase in LCOE of 249% from uncapped to the strictest PTO damping cap scenario.
From the two tables, it can be seen that capping the PTO damping coefficient tends
to reduce the energy capture efficiency more significantly than straightforward power
capping, resulting in a sharper increase in LCOE. This trend is consistent with the ob-
servations from the medium-energy region. The absolute values of the medium-energy
region’s LCOE are higher due to a lower AEP.
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5.2.3 Comparison Between Medium- and High-Energy Region

When comparing medium- and high-energy regions, despite identical CAPEX and OPEX,
significant differences are observed in the percentage changes of LCOE due to variations
in the AEP. In the medium-energy region, characterized by lower uncapped AEP, the
impact of power capping on the LCOE was found to be minimal, with an increase in
LCOE of only 1% under the strictest capping scenario. This was different from the high-
energy region, where power capping led to an increase of 11% in LCOE. As stated before,
this is due to the difference in wave scatter diagrams. Sea states with higher significant
wave heights contribute more substantially to the power output. When power capping
is performed, these sea states are affected, even at lower capping rates. This leads to a
larger reduction in AEP and, consequently, to a larger increase in LCOE.

When looking at PTO damping capping, both regions showed similar results, with
increases in LCOE of 235% and 249% for the medium- and high-energy regions respec-
tively. As stated in Section 4.5.1, the AEP shows an almost linear relationship with the
scaling factors. This results in a linear increase in LCOE across the scaling factors for
both regions.

The comparison between both locations shows that WECs in high-energy regions,
while benefiting from higher initial AEPs, also exhibit greater economic losses in re-
sponse to power capping. This sensitivity can be seen in steeper increases in LCOE for
power capping, resulting from larger proportional reductions in AEP in comparison to
the medium-energy region. For PTO damping capping, the increase in LCOE was similar
for both regions, but still slightly higher for the high-energy region. When comparing
power capping and PTO damping capping, the increase in LCOE is way more significant
for PTO damping capping, with costs escalating 2136% higher relative to power capping
in the high energy region, calculated from an 11% increase versus a 249% increase for the
different capping methods.



Conclusions

This thesis investigated the influence of limiting power production on the LCOE in wave
energy, specifically examining the effects through numerical modelling and a comparative
analysis between capped and uncapped scenarios across two different wave resource energy
regions. Using a cylindrical point absorber in heave, the study used HAMS software
to derive hydrodynamic coefficients and construct power matrices under regular wave
conditions to maintain objectivity and avoid location-specific optimizations.

Using the results obtained throughout this thesis, the research questions as presented
in Section 1.2 will be answered. The primary objective of this research is to assess the
following:

’What is the influence of limiting power production on the levelized cost of electricity in
wave energy?’

The sub-research questions proposed to fully answer the main research question are:

• ‘How can numerical modelling be used to compute the theoretical annual energy
production of WECs? What open-source software is most useful in this case?’

• ‘How can the power take-off damping coefficient be calculated?’

• ‘How can a power matrix be constructed from numerically calculated hydrodynamic
parameters?’

• ‘How does capping influence the annual energy production of WECs and therefore
the LCOE? Is there a large difference between power output capping and power
take-off capping?’

• ‘Does capping have a similar influence on the LCOE in medium and high energy
regions?’

A comparative analysis between three BEM solvers HAMS, WAMIT and NEMOH
was performed. A final comparison showed that HAMS was a balanced option between
NEMOH’s relatively long computation time and WAMIT’s commercial nature. The pos-
sibility of further exploring HAMS’ potential due to its more recent introduction, is what
pushed the final choice between the three options.

The damping force was linearized using Lorentz’ Linearization, an alternative to the
more familiar Fourier transform. Using this linearization, a frequency-dependent power
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take-off damping coefficient was constructed, taking into account viscous losses. A con-
stant PTO damping coefficient was finally used, based on the natural period of the WEC,
keeping in mind the objective to obtain a general outcome rather than an optimized one.
A power matrix was constructed considering regular wave conditions, again to avoid op-
timization for a certain location. The RAOs used for the power matrix were calculated
by hand.

The use of scaling factors was introduced to quantify the amount of capping performed
on the power output. Both power capping and PTO damping capping were implemented.
Power capping involves limiting the maximum energy produced, while PTO damping
capping involves limiting the PTO damping coefficient, requiring RAOs to be recalculated
accordingly. The comparison between power output capping and PTO damping capping
showed that both methods lead to an increased LCOE, but the rate and impact of the
increase varied. It was found that PTO capping results in a sharper increase in LCOE
in comparison to power capping, with costs escalating 234% higher relative to power
capping under the strictest scenario.

This conclusion was further substantiated by a comparison in a high-energy region.
Introducing a second location confirmed that capping leads to a reduction in AEP, which
in turn increases the LCOE. However, for power capping, the extent of this effect was
more pronounced in the high-energy region. In the medium-energy region, an increase in
LCOE of only 1% was seen for power capping. For the high-energy region, this increase
was calculated to be 11%. In both regions, PTO damping capping has a significantly more
pronounced effect than power capping. In both the medium- and high-energy regions,
the most restrictive PTO damping capping led to increases in LCOE of 235% and 249%
respectively.

It can therefore be concluded that limiting power production has a significant and
adverse effect on the LCOE in wave energy, with capping the PTO damping coefficient
having a substantially larger impact on the LCOE, for both medium- and high-energy
regions, in comparison to power capping.



Discussion and Recommendations

Throughout this research, the main objective was to find the general influence of limiting
power production on the LCOE. This lead to the choices of using regular waves, a constant
PTO damping coefficient and two locations with different energy densities. As a result,
the final numbers of AEP and LCOE/kg are slightly overestimated and inapplicable to
real-life applications. It is therefore important to note that those absolute values are to
be used for comparison. The percentage changes are more important and can act as a
benchmark for optimization studies.

The results presented in this thesis resulted in understanding how limiting power
production influences the LCOE for both medium- and high-energy regions. However,
the scope of this research was limited to regular wave conditions and non-optimized power
take-off (PTO) damping coefficients. To further explore the influence of capping on the
LCOE, it would be valuable to extend the study to an optimization study. This could
include irregular wave conditions and optimized PTO settings, moving away from the
more general findings in this research. Investigating whether the trend of increasing
LCOE with stricter capping parameters is similar under these conditions could provide
deeper insights into real-world applications.

Further exploration into the mechanics of PTO systems is recommended as well.
Comparing different types of PTO systems and examining their specific influence on the
LCOE when subjected to capping could further explore this topic. It would be especially
interesting to vary with the mass and size of PTO systems to compare the LCOE/kg
between different options. Using this approach, not only the AEP, but the CAPEX and
possibly the OPEX might change as well.

Additionally, the economic model used in this thesis employed average percentages to
estimate CAPEX and OPEX, which provided a generalized result rather than a location-
specific one. It is advised that optimization studies consider developing more tailored
economic models that factor in location-specific costs such as local manufacturing ca-
pabilities, material costs and logistical considerations. This approach could potentially
reveal opportunities for significant cost reductions, making wave energy projects more
economically viable and providing more realistic values of LCOE/kg instead of the com-
parative values of this research.
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