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Abstract

In this thesis we implement the Lindblad equation in the matrix product state (MPS) formalism us-
ing an operator splitting method. We developed a second-order method based on a Trotter approxi-
mation and a third-order high-dimensional midpoint method and we proposed a new fourth-order
method based on Duhamel’s principle and a nested RK4 method, all of which preserve positivity
and Hermiticity of the density operator. We simulated spin transport through an XXZ-Hamiltonian
Heisenberg chain, for which we found the magnetisation profile and measured a spin current of 0.04-
0.05. The results obtained are consistent with the existing literature. The extensive error analysis
shows that the time step ∆t is the main contributor to the error, if the bond dimension χ is set to
at least 15. The third-order method is in general preferred to the second-order method, as only this
method preserves trace. We also analysed the Hubbard model, including a spin orbit coupling, in
order to propose a method for simulating the chiral induced spin selectivity (CISS) effect.

The codes used in this thesis can be found at https://github.com/ajdebruyn/BEP.
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1
Introduction

The chiral induced spin selectivity (CISS) effect is a fascinating and relatively recent discovery in
the realm of quantum mechanics, where electron spin polarisation is achieved through the interac-
tion with chiral molecules. This phenomenon has gained significant attention due to its potential
applications in spintronics, quantum computing, and molecular electronics. Bloom et al. [4] have
thoroughly reviewed the development of CISS and its applications.

CISS provides new insights into the interaction between electron spin and molecular chirality, or
more specifically, the spin-orbit coupling in combination with quantum transport in chiral systems.
It offers a mechanism for generating spin-polarised currents without the need for magnetic mate-
rials or external magnetic fields. This can lead to more efficient and compact spintronic devices,
which are essential for next-generation data storage and data processing technologies. The ability
to control electron spin states through chiral molecules could also contribute to the development of
quantum bits (qubits) and quantum information processing, enhancing the performance of quan-
tum computers. Many biomolecules, such as DNA and proteins, are chiral. Understanding CISS in
these molecules could provide new insights into biological electron transfer processes, with potential
implications for biochemistry, biophysics, and medicine.

Despite its promising potential, the theoretical understanding of the CISS effect involves com-
plex many-body quantum interactions that require advanced methods for accurate modelling and
simulation. Other studies have utilised numerous methods, such as perturbation theory [22], non-
equilibrium Green’s functions [47], tight-binding models [21], density functional theory [47], and
Monte Carlo techniques [49]. In this thesis, we will propose a method that uses matrix product states
(MPS) to simulate the CISS effect.

Matrix Product States (MPS’s) have emerged as a powerful and versatile framework for the study of
quantum many-body systems, particularly in low-dimensions. Originally developed in the context
of the Density Matrix Renormalisation Group (DMRG) method, MPS has since also been known for
their broader applicability in describing and simulating complex quantum states with high efficiency.

An MPS is particularly well-suited for representing quantum states in one-dimensional systems.
It offers a compact and efficient representation by decomposing a large, entangled quantum state
into a product of local tensors. Consequently, the MPS can capture the essential physics of a system
with a manageable number of parameters, making them very efficient for numerical simulations.
One of the key strengths of the MPS framework is its ability to accurately represent ground states
and low-lying excited states of quantum systems, particularly those with short-range interactions.
This capability makes the MPS a valuable tool in various fields, including condensed matter physics
(where CISS is part of), quantum information theory, and statistical mechanics. Moreover, MPS algo-
rithms have been developed for a range of applications, such as time evolution using time evolving
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block decimation (TEBD) [70], finite-temperature simulations [67], and the study of open quantum
systems [67].

Considering the CISS effect, we are faced with an open quantum system, since current flows through
the molecule. Unlike closed quantum systems, which are isolated from any external influence, open
quantum systems are more representative of practical scenarios where systems are subject to deco-
herence and dissipation due to interactions with external environments such as thermal baths, elec-
tromagnetic fields, or electron baths. The interactions with the environment can lead to an exchange
of energy and information and cause the system to evolve in a non-unitary fashion, meaning the pure
quantum states described by a wavefunction in closed systems must be generalised to mixed states
described by a density operator, for which matrix product density operators (MPDO’s) exist analogue
to MPS. The dynamics of these mixed states provide a more accurate description of quantum systems
in realistic settings.

To mathematically describe the time evolution of open quantum systems, we use the Lindblad
equation, named after Göran Lindblad who derived it in 1976 [41], which provides a general frame-
work for the time-evolution of the density operator of an open quantum system. This equation ex-
tends the Schrödinger equation to account for non-unitary processes, making it possible to model
the effects of dissipation, which is necessary for e.g. the CISS effect. The Lindblad equation ensures
the complete positivity and trace preservation of the density matrix, which is crucial for maintaining
the physical structure of the quantum state over time.

In this thesis, we will focus on developing the Lindbladian time-operator for the vectorised MPDO
(vMPDO), which has the same form as an MPS, and consider the implementation for the CISS ef-
fect. Earlier research regarding open systems and MPS has been conducted into, among other things,
quantum trajectories [33][5], matrix product operators (MPO’s) [13], locally purified tensor networks
[33][71], diagonalisation methods [44], and quantum Monte Carlo approaches [76]. We will use op-
erator splitting methods, conveniently utilising the locality of the operators. To our knowledge, this
method is a new advance in this field, and the combination of MPS and the CISS effect has also not
yet been studied before.

In chapter 2, we will explain the basics of quantum systems and lay the foundation for the rest of
the thesis. We will focus on the density operator, spin chains, open quantum systems and the CISS
effect. We will also introduce some numerical methods, including MPS, the main subject of chapter
3. In that chapter we will first discuss entanglement, introduce the Penrose graphical notation, and
derive the MPS form. In the second half we will analyse the possible calculations with MPS, explore
MPDO, introduce vectorisation (vMPDO) and discuss the time-evolution method TEBD. In chapter
4 we will look into numerical methods. We will discuss existing methods widely used for the density
operator, focusing on operator splitting methods. For the second-order scheme, we use a Trotter ap-
proximation and for the fourth-order scheme, we use Duhamel’s principle and Runge-Kutta 4, which
could be swapped with another quadrature method for an even higher order scheme. In chapter 5,
simulations for a Heisenberg chain will be carried out. We will analyse the results, including the mag-
netisation profile, current and trace. We are particularly interested in the non-equilibrium steady
state of the system, because it provides information about the long term dynamics of the system.
These dynamics are important when studying e.g. the CISS effect, or a spintronic device. There will
also be a thorough error analysis, both for the stepsize and for the bond dimension, the truncation
parameter of MPS. In the final chapter, chapter 6, a discussion of the obtained results and their im-
plications for the research will be presented.

This thesis is written at the same time as Ates works on his thesis [1] for the degree of Master in
Applied Physics at the TU Delft. In his work, Ates focuses on the CISS effect and implements the
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results of this thesis regarding the dynamics of an open quantum system. We, in return, will make
use of Ates’ model to analyse the CISS effect.
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2
Quantum Systems

This chapter reviews the foundational concepts of quantum mechanics, including the Schrödinger
equation, density operator and quantum systems, both closed and open. We will introduce three
numerical techniques to study these systems; density matrix renormalisation groups, matrix product
states and quantum Monte Carlo. Finally, we will explain how the chiral induced spin selectivity effect
fits into this framework.

2.1. Quantum Mechanics
This is only a short introduction to the subject. A more complete coverage can be found in the nu-
merous textbooks on quantum mechanics, e.g. [48] or [25].

Schrödinger Equation
The Schrödinger equation [60] is the foundation of quantum mechanics: it describes the evolution of
a wavefunction |ψ〉. The time-dependent Schrödinger equation is given by1

i
∂ |ψ〉
∂t

= Ĥ |ψ〉 , (2.1)

where i2 = −1, Ĥ is the Hamiltonian, a Hermitian operator corresponding to the total energy of a
system, and |φ〉 is a vector in the Hilbert space. The time-independent Schrödinger equation is given
by

Ĥ |ψ〉 = E |ψ〉 , (2.2)

where E is the energy of the system. Considering a time-independent Hamiltonian, the general solu-
tion to the time-dependent Schrödinger Equation is

|ψ(t )〉 = e−it Ĥ |ψ(0)〉 . (2.3)

The Schrödinger equation is a linear differential equation, so a superposition of solutions is again a
solution to the equation. Generalising this principle, we can choose to work in a basis of solutions to
the time-independent Schrödinger equation, {|ψn〉}, to rewrite any wavefunction |ψ〉 as

|ψ〉 =
∞∑

n=1
cne−itEn |ψn〉 . (2.4)

1For convenience, we have taken the reduced Planck’s constant equal to one in this thesis, i.e. ħ = 1. Therefore, other
literature might contain an extra factor ħ on the left side of 2.1.
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The probability that a measurement of the energy yields En is equal to |cn |2. Note that in the case of
a finite superposition, there exists a N ∈N, such that cn = 0 for all n > N .

When considering electrons, or other particles, the so-called spin plays a crucial role in its dy-
namics.

Spin
Spin is an intrinsic form of angular momentum of elementary particles. Spin takes on integer and
half-integer values; s = 0, 1

2 ,1, . . . . The orientation of the spin along the z-axis ranges from −s to s as
ms = -s, -s +1, . . . , s −1, s, which is called the magnetic quantum number. The Higgs boson has spin
0, quarks and leptons, including electrons, have spin 1

2 , and photons, gluons and Z and W bosons
have spin 1. In this thesis, we will focus on electrons, so spin 1

2 . For this spin, the magnetic quantum
number ms can be either +1

2 or −1
2 , where ms = +1

2 is associated with the spin-up state |↑〉, and
ms =−1

2 with the spin-down state |↓〉.
Spin is described by spin operators. Applying these operators to a quantum state gives informa-

tion about the spin properties of the state. For spin ms = 1
2 , the spin operators are represented using

the Pauli matrices, which are defined as

σx =
(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (2.5)

The spin operators Ŝx , Ŝy and Ŝz are given by the Pauli matrices times 1
2 . All Pauli matrices, and

thus also the spin operators, are Hermitian. The two eigenvalues of Ŝz are ±1
2 , corresponding to

the eigenstates spin-up |↑〉, and spin-down |↓〉. In these two cases, the outcomes of the other two
operators are undefined. The ladder operators σ+ and σ− (or Ŝ+ and Ŝ−) raise and lower the spin
eigenstates. They are given as

σ± = 1
2

(
σx ± iσy

)
, σ+ =

(
0 1
0 0

)
, σ− =

(
0 0
1 0

)
. (2.6)

The raising operator σ+ raises the spin-down state |↓〉 to spin-up |↑〉, and, similarly, the lowering
operator σ− lowers the spin-up state |↑〉 to spin-down |↓〉.

The Pauli exclusion principle states that no two electrons can ever exist in the same state. This
means that there are a maximum of two electrons per site. It is possible that such a fully occupied
site costs more energy than if the two electrons occupied different sites, which would then be incor-
porated in the Hamiltonian as the Coulomb interaction.

Hilbert Space
The quantum states as described in this section are represented by vectors in a Hilbert space H . The
Hilbert space is a vector space with an inner product. Vectors in the Hilbert space are usually denoted
by the braket notation; |ψ〉, with |ψ〉† = 〈ψ|. The inner product between two states is equal to 〈φ|ψ〉.
If

{|φ j 〉
}

forms an orthonormal basis of H , then any state |ψ〉 in H can be written as

|ψ〉 =∑
j

c j |φ j 〉 . (2.7)

Note the similarity between this expression and (2.4). Again, |c j |2 denotes the probability to measure
the state |ψ j 〉.

Suppose a system is divided into two parts, a and b. The Hilbert space of the total system H

is then given by the tensor product, or Kronecker product, of the Hilbert spaces of a and b, H =
Ha ⊗Hb . The state |ψ〉 in the total system can be written as a Kronecker product of |α〉 ∈ a, and
|β〉 ∈ b, as

|ψ〉 = |α〉⊗ |β〉 . (2.8)
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If an operator Â acts on |α〉 and B̂ acts on |β〉, then(
Â⊗ B̂

)(|α〉⊗ |β〉)= Â |α〉⊗ B̂ |β〉 . (2.9)

The dimension of the total Hilbert space is equal to the product of the dimensions of the Hilbert
spaces of the two parts. The dimension of the Hilbert space of particle with spin s is d = 2s +1. Then
the dimension of a spin chain (see section 2.3) containing L sites is equal to d L , growing exponentially
with the chain length.

2.2. Density Operator
The previous section summarised the quantum description of a closed system. The state of such
a system is given by the wavefunction |ψ〉. Now we describe a quantum system in contact with an
external environment, this is called an open system. We can obtain a description for this by first
considering a closed universe U consisting of the system S and the environment E , where S and
E are coupled, see figure 2.1. It is our aim to find a suitable description of the state in the non-
closed system S. The influence of the environment E on the system S cannot be described by a single
state of the system S itself, but only by a set of states |ψ j 〉, each with probability p j (

∑
j p j = 1). For

convenience, we will restrict ourselves to using orthonormal states. Considering the system only,
and not the environment, its state can either be mixed or pure. A pure state is just a single vector |ψ〉,
while a mixed state can be described by a set of vectors {|ψ j 〉}. The density operator [48] describes this
non-isolated system, capturing the influence of the environment. The density operator is defined as

ρ̂ =∑
j

p j |ψ j 〉〈ψ j | . (2.10)

In the case of a pure state, this simplifies to ρ̂ = |ψ〉〈ψ|. For such a pure state, it holds that ρ̂2 =
|ψ〉〈ψ|ψ〉〈ψ| = |ψ〉〈ψ| = ρ̂, which is not the case for a mixed state, since ρ̂2 = ∑

j p2
j |ψ j 〉〈ψ j | ̸= ρ̂.

However, if one p j were equal to 1 and the rest equal to 0, then the inequality would become an
equality, resulting in a pure state as discussed above. The condition ρ̂2 = ρ̂ can be used to distinguish
between the pure and mixed states.

Universe U

System S

Environment E

Figure 2.1: The universe U , consisting of the system S and its complement, the environment E .

We now introduce the trace, which gives the sum of the diagonal elements of an operator. The
trace is defined as

Tr
(

Â
)=∑

j
〈χ j | Â |χ j 〉 (2.11)

where
{
χ j

}
is a normalised basis of the system’s Hilbert space. Note that the trace is a linear mapping,

as Tr(p Â + qB̂) = pTr(Â)+ qTr(B̂). Other important properties are Tr(ÂB̂) = Tr(B̂ Â) and Tr(|χ〉〈φ|) =
〈φ|χ〉. This can be used to show that the trace of ρ̂ should be equal to one:

Tr
(
ρ̂
)= Tr

(∑
j

p j |ψ j 〉〈ψ j |
)
=∑

j
p j Tr

(|ψ j 〉〈ψ j |
)=∑

j
p j 〈ψ j |ψ j 〉 =

∑
j

p j = 1. (2.12)
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The purity is defined as γ = Tr(ρ̂2). For a pure state, we have γ = Tr(ρ̂2) = Tr(ρ̂) = 1, and for a mixed

state γ = Tr(ρ̂2) = Tr
(∑

j p2
j |ψ j 〉〈ψ j |

)
= ∑

j p2
j Tr

(|ψ j 〉〈ψ j |
) = ∑

j p2
j < 1. The purity is thus a measure

of the degree in which a state is mixed.
The expectation value of an operator Ô can be computed using the trace by

〈Ô〉 =∑
j

p j 〈ψ j |Ô |ψ j 〉 = Tr

(∑
j

p j |ψ j 〉〈ψ j |Ô
)
= Tr(ρ̂Ô). (2.13)

Recall the universe U , system S and environment E from the start of this section. We want to arrive
at the density operator ρ̂S of the system S. For this purpose, the partial trace can be used to from
the density operator of U , ρ̂U , which is given as |ξ〉〈ξ|, as U is a closed system. Suppose that the
normalised bases of S and E are {|ψ j 〉} and {|η j 〉}, respectively. To calculate ρ̂S for any |ξ〉 in U , the
partial trace of ρ̂U is taken over E :

TrE
(
ρ̂U )=∑

j
〈η j |ρ̂U |η j 〉 . (2.14)

It can be shown that the density operator ρ̂ is Hermitian, that is ρ̂ = ρ̂†:

ρ̂† =
(∑

j
p j |ψ j 〉〈ψ j |

)†

=∑
j

p j 〈ψ j |† |ψ j 〉† =∑
j

p j |ψ j 〉〈ψ j | = ρ̂. (2.15)

The probability that a measurement of the system yields the state |φ〉 is given by 〈φ| ρ̂ |φ〉. When
working this out, we arrive at a restriction for the expectation value of ρ̂:

〈φ| ρ̂ |φ〉 =∑
j

p j 〈φ|ψ j 〉〈ψ j |φ〉 =
∑

j
p j | 〈φ|ψ j 〉 |2, (2.16a)

0 ≤∑
j

p j | 〈φ|ψ j 〉 |2 ≤ 1, (2.16b)

0 ≤ 〈φ| ρ̂ |φ〉 ≤ 1, (2.16c)

for any |φ〉. The positivity of all the terms in the sum in equation 2.16b results in the first inequality.
The second inequality is a direct consequence of

∑
j p j = 1 in combination with weights | 〈φ|ψ j 〉 |2

being less than or equal to one. Finally, from equation 2.16c, we can conclude that the density op-
erator ρ̂ is positive semi-definite. In the following parts, this property will also be referred to as the
positivity of ρ̂.

In this subsection, we have come across the definition of the density operator ρ̂, the (partial)
trace, and three important properties of ρ̂. These are

1. Tr
(
ρ̂
)= 1,

2. ρ̂ is Hermitian,

3. ρ̂ is positive semi-definite.

2.3. Spin Chains
Originally designed for magnetic systems (see e.g. [28]), a spin chain is a one dimensional model to
study interacting spins. The spins are aligned along a lattice, for example, a straight line or a spiral
(see section 2.6). The interactions between the spins are described by the Hamiltonian, which is the
sum of the individual operators acting on each spin or neighbouring spin-pair. We will discuss two
different models, the Heisenberg model and the Hubbard model, and the Jordan-Wigner transforma-
tion, which couples the two models. Finally, we will treat helical chains and the spin-orbit coupling.
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The Heisenberg model [28] consists of an interaction term between neighbouring spins and a
term that represents an external magnetic field. The Hamiltonian of the standard Heisenberg model
is given by

Ĥ = J
L−1∑
i=1

S j ·S j+1 −h
L∑

j=1
S j , (2.17)

where S j is the set of spin operators at site j , L is the length of the chain, J is the coupling constant,
and h is the strength of the external magnetic field. The coupling constant J is not necessarily the
same for ŜX

j , ŜY
j , and ŜZ

j . For example, the XXZ-model has JZ different from JX Y and is given by

Ĥ =
L−1∑
j=1

[
JX Y

(
ŜX

j ŜX
j+1 + ŜY

j ŜY
j+1

)
+ JZ ŜZ

j ŜZ
j+1

]
−h

L∑
j=1

ŜZ
j , (2.18)

where the external magnetic field is in the positive z-direction. The anisotropy parameter ∆= JZ /JX Y

determines the strength of the coupling constant along the z-direction relative to the x and y di-
rection. When ∆ = 1, the XXZ-Heisenberg model reduces to the isotropic XXX Heisenberg model,
where interactions are the same in all directions. The XXZ-Heisenberg Hamiltonian including the
anisotropy parameter ∆ becomes

Ĥ =
L−1∑
j=1

JX Y

(
ŜX

j ŜX
j+1 + ŜY

j ŜY
j+1 +∆ŜZ

j ŜZ
j+1

)
−h

L∑
j=1

ŜZ
j . (2.19)

Note that Ŝ j and Ŝ j+1 act at two different sites. As discussed in section (2.1), we should take the
Kronecker product between the two single-site operators to compute the two-site operator. Further-
more, for all other sites, we multiply by I;

S j S j+1 →
(

j−1⊗
α=1

I

)
⊗S⊗S⊗

(
L⊗

α= j+2
I

)
, (2.20a)

S j →
(

j−1⊗
α=1

I

)
⊗S⊗

(
L⊗

α= j+1
I

)
. (2.20b)

The linear Heisenberg model can be solved exactly by the Bethe ansatz [2] by constructing wavefunc-
tions for magnons, solving the Bethe equations, and calculating the corresponding energy spectrum.
An introduction to the Bethe ansatz can be found in [35] and [36].

The Hubbard model [31] is based on the tight-binding model and is used to describe the be-
haviour of interacting electrons in a lattice, such as a 1D chain. The model considers electrons mov-
ing through the chain, unlike the Heisenberg model, which considers a system of spins fixed at the
lattice sites. The Hamiltonian of the Hubbard model consists of two terms: the hopping energy term
and the Coulomb repulsion term. The hopping term describes the kinetic energy, and the Coulomb
term represents the energy cost of having two electrons2 on the same site. The Hamiltonian is given
as

Ĥ =−t
L−1∑
j=1

∑
σ

(
ĉ†

jσĉ( j+1)σ+ ĉ†
( j+1)σĉ jσ

)
+U

L∑
j=1

n̂ j↑n̂ j↓, n̂ jσ = ĉ†
jσĉ jσ, (2.21)

where t is the hopping parameter, U the on-site Coulomb repulsion, ĉ†
jσ the creation operator, ĉ jσ

the annihilation operator, and n̂ jσ the number operator, for spin σ and site j . The combination

ĉ†
jσĉ( j+1)σ creates an electron at site j and annihilates one at site j +1, effectively moving an electron

one site down. The hermitian conjugate does the opposite and moves the electron one site up. See
figure B.1 for a schematic overview of the application of the Hubbard Hamiltonian.

2Note that the two electrons need to have opposite spin. For details, see section 2.1.
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The Jordan-Wigner transformation [34] is a method to map spin operators onto creation and
annihilation operators. The transformation allows us to solve a Hubbard model by converting it to a
Heisenberg model – it is given by

σ+
j = exp

(
−iπ

j−1∑
k=1

ĉ†
k ĉk

)
ĉ†

j , (2.22a)

σ−
j = exp

(
+iπ

j−1∑
k=1

ĉ†
k ĉk

)
ĉ j , (2.22b)

σz
j = 2ĉ†

j ĉ j −1. (2.22c)

The exponential factor exp
(
iπ

∑ j−1
k=1 ĉ†

k ĉk

)
ensures the correct anti-commutation relations for the cre-

ation and annihilation operators and commutation relations for the spin operators. There also exists
an inverse transformation which maps the Heisenberg onto the Hubbard model, which is given by

ĉ†
j = exp

(
+iπ

j−1∑
k=1

σ+
kσ

−
k

)
σ+

j , (2.23a)

ĉ j = exp

(
−iπ

j−1∑
k=1

σ+
kσ

−
k

)
σ−

j . (2.23b)

The Jordan-Wigner transformation makes it possible to solve some problem exactly, such as the XY-
Hamiltonian. Other systems also benefit from this transformation, as it is in some cases easier to
simulate a Hubbard model, when studying spin problems. Transforming spin Hamiltonians into
equivalent fermionic Hamiltonians makes it possible to study spin systems using techniques devel-
oped for fermionic systems, and vice versa.

2.4. Numerical Methods for Many-Body Quantum Systems
The study of many-body quantum systems, such as the quantum chains in the previous section,
poses significant computational challenges due to to the exponential growth of the total Hilbert
space with the number of sites. As a result, solving the Schrödinger equation, and Lindblad equa-
tion, which we will discuss in the next section, exactly becomes infeasible for large systems. Numer-
ical methods are necessary to approximate the behaviour of these systems. Among the various ap-
proaches, three are particularly interesting in this study for their effectiveness and applicability: den-
sity matrix renormalisation group (DMRG), matrix product state (MPS), and quantum Monte Carlo
(QMC).

Density Matrix Renormalisation Groups
In 1992, White and Noack [72][73] designed DMRG as a model to determine the spectrum of the spin-
zero ground state. It has since been extended and adapted for various complex many-body systems.
The key idea behind DMRG is to iteratively optimise a reduced density matrix to find the ground state
of the system. A thorough coverage of DMRG can be found in [64], [58] or [59].

Infinite DMRG is an approach designed for studying systems in the thermodynamic limit, where
the system size is considered to be infinitely large. This method is particularly useful for exploring
the bulk properties of systems without the influence of finite-size effects. Finite DMRG, which we
will consider in this thesis, is designed for studying finite-size systems, where the focus is on accu-
rately capturing the ground state properties and possibly the excited states of a system with specific
boundary conditions. The finite DMRG algorithm proceeds through the following steps:
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1. Initialisation: Start with a small system and divide it into two blocks: the system block and
the environment block. Initially, these blocks may consist of a single site each. Calculate the
wavefunction for this small system.

2. Truncation: Construct the reduced density matrix ρ̂S for the system block by tracing out the
degrees of freedom of the environment block. Retain the most significant eigenstates of ρ̂S ,
truncating the less significant ones to keep the computational cost manageable. Reduce the
Hamiltonian of S to a smaller size using the significant eigenstates.

3. Growth: Iteratively grow the system block by adding one site at a time and perform step 2. Stop
when the universe U has the desired length L.

4. Sweep 1: Start with S as the left half and E as the right half of U . Similarly to step 2, reduce the
Hamiltonian of S. Transfer two sites from E to S. Repeat until E has size 3 or smaller.

5. Sweep 2: Now, perform a sweep where the role of the system and environment blocks is inter-
changed, i.e. reducing S and growing E . The matrices computed before are used for S. Stop
when S has size 3 or smaller

6. Iterations: Continue sweeping back en forth until converge is achieved, i.e. until the ground
state energy and wavefunction stabilise.

The infinite DMRG algorithm stays in step 3 resulting in infinite iterations. Step 4 through 6 appear
only in the finite DMRG algorithm.

DMRG is particularly powerful for studying one-dimensional quantum systems, and typical ap-
plications of DMRG include spin chains, such as the Heisenberg and Ising model, and strongly cor-
related systems, such as the Hubbard model and other systems with strong electron-electron inter-
actions. The method has high accuracy, efficiency and flexibility. By truncating the less significant
components of the reduced density matrix, DMRG efficiently handles large system sizes that would
not be feasible with exact diagonalisation methods. On top of that, the method can be adapted to
different Hamiltonians and boundary conditions, making it versatile for different types of quantum
systems. However, the efficiency decreases for 2D and higher dimensional systems, due to larger
entanglement, and for obtaining excited states.

Matrix Product States
MPS’s are a class of tensor network states that provide a compact representation of quantum states,
especially for 1D systems, although similar methods, such as projected entangled pair states (PEPS)
[65], exist for higher dimensions. The MPS framework naturally arises from the DMRG algorithm,
which is essentially a method to variationally optimise the parameters of an MPS to find the ground
state of a quantum system. Chapter 3 covers MPS and its applications, and detailed insights into
MPS are also available in [50], [59] or [69]. In this section we cover the qualitative aspects of MPS and
compare it to other methods, whereas in chapter 3 we will construct the MPS.

As its name suggests, an MPS expresses the wavefunction |ψ〉 of a quantum system as a product
of matrices. For a 1D system with L sites, each basis state |i1i2 . . . iL〉 of the Hilbert space is associated
with a corresponding matrix product:

|ψ〉 = ∑
i1,i2,...,iL

A(1)i1 A(2)i2 . . .A(L)iL |i1i2...iL〉 , (2.24)

where A(k)ik are the matrices, and the indices ik run over the local basis states at site k. In the case
of a spin chain, these indices are the spins σk . The maximum allowed dimension of the matrices
A(k)ik is referred to as the bond dimension χ, and it determines the level of entanglement that the
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MPS can capture, i.e. its accuracy. Limiting the bond dimension allows for more efficient numerical
calculations. Finding an optimal balance between efficiency and accuracy of MPS is very important.

Time-evolution of MPS is possible by implementing methods like time-evolving block decimation
(TEBD), which will be discussed in section 3.5. TEBD applies a sequence of two-site Hamiltonian
(section 2.3) or Lindbladian (section 2.5) time-operators to the MPS, followed by a singular value
decomposition and truncation to restrict the matrix dimensions to the bond dimension χ.

MPS’s provide insights into entanglement properties and can easily be implemented in e.g. Ising,
Heisenberg and Hubbard models. MPS methods are highly versatile and provide an efficient rep-
resentation of quantum states with limited entanglement, significantly reducing the computational
cost required compared to a full Hilbert space of size d L .

Similarly as to matrix product states, we can construct matrix product operators. However, each
tensor in an MPO represents an operator instead of a state. MPO’s are particularly useful for large
Hamiltonians that do not consist of many two-site operators, and for density operators. They are
widely used in numerical methods for simulating quantum systems, such as DMRG.

Quantum Monte Carlo
QMC refers to a family of stochastic methods that can provide accurate solutions for a variety of
systems by using statistical sampling techniques. The primary idea is to represent the properties of
the system using a set of random samples, which are then used to calculate the observables. There
are several variants of QMC, each suited for different types of problems and conditions. The most
prominent ones include variational Monte Carlo, diffusion Monte Carlo and path integral Monte
Carlo. Thijssen [64] provides an in-depth analysis of these three methods.

Variational Monte Carlo [40][23] uses a trial wavefunction with variational parameters. According
to the square of the wavefunction, it samples different configurations. The parameters are optimised
by minimising the energy expectation value. Diffusion Monte Carlo [55] uses Green’s function and
can give exact results. The method projects out the ground state from an initial trial wavefunction by
evolving the system in imaginary time. Path integral Monte Carlo [29] uses Feynman’s path integral
formulation to sample imaginary-time paths. The quantum partition function is represented as a
sum over all possible paths, allowing for the calculation of finite-temperature properties.

Although each method has a slightly different approach, the general steps of a QMC simulation
include:

1. Initialisation: Choose an initial set of configurations, often randomly or based on a trial wave-
function, and initialise the relevant parameters and distributions.

2. Sampling: Use Markov Chain Monte Carlo (MCMC) methods to generate a sequence of con-
figurations.

3. Measurement: Compute physical observables by averaging over the sampled configurations
and estimate errors.

4. Optimisation: Adjust the variational parameters to minimise the energy expectation value.
Iterate steps 2, 3 and 4 until convergence.

QMC methods are even more versatile than DMRG and MPS. They can be applied to various quan-
tum many-body problems, ranging from condensed matter physics, to quantum chemistry, and lat-
tice problems like spin chains. QMC is also highly accurate, especially for ground state properties,
sometimes even serving as a benchmark for other numerical methods.

For fermionic systems, QMC suffers from the fermion sign problem, where the cancellation of
positive and negative contributions leads to an exponential growth in statistical error [42]. This limits
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the applicability of QMC to fermionic systems at low temperatures and with large size. QMC methods
are also computationally intensive, especially for large systems.

Each method – MPS, DMRG, and QMC – has distinct advantages and is best suited for specific types
of problems. MPS and DMRG excel in 1D systems and offer deep insights into entanglement proper-
ties. QMC is highly versatile and powerful for a wide range of systems, including higher-dimensional
systems, although it faces challenges like the fermion sign problem. That, and because QMC is less
efficient, is the reason we choose to study MPS in this paper, while using DMRG to find the ground
state of our system.

2.5. Lindblad Equation
An open quantum system is a quantum system that interacts with its external environment, as we
already discussed in section 2.2. Unlike closed quantum systems, which are isolated and evolve ac-
cording to the Schrödinger equation, open quantum systems exchange energy, particles, or informa-
tion with their surroundings. This interaction leads to various phenomena, such as decoherence and
dissipation. Although only the open quantum system S is the primary system of interest, and we do
not know much about the behaviour outside of S, this system S is part of a larger universe U , which
we have to take into account, see figure 2.1. The other part of the universe is the environment E ,
which consists of all external degrees of freedom interacting with the system.

The state of the open quantum system is described by the reduced density operator ρ̂S . Recall
from (2.14) that ρ̂S is obtained by tracing out the environmental degrees of freedom from ρ̂U . The
reduced density operator provides a complete statistical description of the system’s state and its time-
evolution is therefore of particular interest to us. To determine the dynamics of S, we assume that
the effect of the environment is Markovian, or local in time. The evolution of the system depends
only on its current state, not on its history. When considering numerical methods, this assumption is
allowed when the relaxation time of the environment is smaller than the time step of said numerical
method.

The Redfield equation [54][7] is an equation used to describe the evolution of the reduced density
matrix, where the interactions with the environment are weak. It is derived from the second-order
perturbation theory in the system-environment coupling. The Hamiltonian we consider for the Red-
field equation is ĤU = ĤS + ĤE + ĤI , where ĤU /S/E is the Hamiltonian of U /S/E and ĤI is the in-
teraction Hamiltonian. A second important assumption is the so-called Born approximation, which
states that ρ̂U can be written as ρ̂S(t )⊗ ρ̂E . A major limitation of the Born approximation is that it
is only justified when there is no initial entanglement, i.e. the initial interaction between S and E is
weak.

Recall that any wavefunction of a closed system satisfies (2.3). From this we directly find the time
evolution of the density operator ρ̂ =∑

j p j |ψ j 〉〈ψ j | of any system:

ρ̂(t ) = e−it Ĥ ρ̂(0)e it Ĥ . (2.25)

The time derivative of (2.25) yields the differential equation for ρ̂, the Von Neumann equation,

i ˙̂ρ(t ) = [
Ĥ , ρ̂

]
. (2.26)

The Redfield equation for the system S is obtained by tracing out the environment E from the von
Neumann equation of the universe U . Finally, we apply the Markovian approximation, stating that
ρ̂S(τ) ≈ ρ̂S(t ), to arrive at [7]

d ρ̂S

d t
=−

∫ t

0
TrE

[
ĤI (t ),

[
ĤI (τ), ρ̂S(t )⊗ ρ̂E

]]
dτ. (2.27)
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The Redfield Equation is Markovian, but is not yet a master equation. We substitute τ = t −τ in the
integral in (2.27) and let the integral run from zero to infinity. This yields the Born-Markov master
equation [6]:

d ρ̂S

d t
=−

∫ ∞

0
TrE

[
ĤI (t ),

[
ĤI (t −τ), ρ̂S(t )⊗ ρ̂E

]]
dτ. (2.28)

Thus, we see that in an open system S, there is an additional contribution arising from the unknown
environment E . This contribution has to preserve the three requirements for a density operator (trace
one, Hermitian, and positive semi-definite). Lindblad [41] showed that the only form possible for the
additional contribution is given by the so-called Lindblad equation, which extends equation (2.26)
with a dissipation D [6]:

D
[
L̂i

](
ρ̂
)= L̂i ρ̂L̂†

i −
1

2

{
L̂†

i L̂i , ρ̂
}

. (2.29)

The time evolution of ρ̂ is then given by the Lindblad equation:

˙̂ρ =L
(
ρ̂
)=−i

[
Ĥ , ρ̂

]+∑
i

γi D
[
L̂i

](
ρ̂
)

. (2.30)

Here,
{
L̂i

}
is the set of Lindblad operators. For a spin half-system we can define a basis of orthonormal

operators {L̂i } as {
1p
2
I2, 1p

2
σX , 1p

2
σY , 1p

2
σZ

}
(2.31)

or {
1p
2
I2,σ+,σ−, 1p

2
σZ

}
. (2.32)

The factor γi is the Lindblad decay rate associated with each Lindblad operator L̂i . These decay rates
quantify the strength of the interaction between the system and its environment, governing the rate
at which the system loses coherence and energy to the environment. The Lindblad operators, along
with their corresponding decay rates, describe the various dissipative processes experienced by the
open quantum system. The Lindbladian L and dissipation D transform operators to operators and
they are therefore called superoperators.

From the form of (2.30) and given that the dissipation superoperator is linear in ρ̂, we see that the
general solution to the Lindblad equation is

ρ̂(t ) = etL ρ̂(0). (2.33)

We can use the Taylor series of the exponential to rewrite this expression in the following way, where
we also define ρ̂(t ) = ρ̂t and ρ̂(0) = ρ̂0:

ρ̂t =
∞∑

k=0

(tL )k

k !
ρ̂0, (2.34)

where L k (ρ̂0) denotes the result of applying L successively k times to ρ̂0.
It is important to note that the trace of L

(
ρ̂
)

vanishes:

Tr
(
L

(
ρ̂
))= iTr

([
ρ̂, Ĥ

])+∑
i

γi Tr
(
D

[
L̂i

](
ρ̂
))

= iTr
(
ρ̂Ĥ

)− iTr
(
Ĥ ρ̂

)+∑
i

γi Tr
(
L̂i ρ̂L̂†

i

)
− 1

2
Tr

(
L̂†

i L̂i ρ̂
)
− 1

2
Tr

(
ρ̂L̂†

i L̂i

)
= 0

(2.35)

The main subject of this research is to calculate the time evolution of ρ̂ numerically. Essentially, it is
almost impossible to further work out the expression (2.34) analytically. The individual terms in the
sum of the dissipation do not commute, nor do the Hamiltonian and dissipation parts, so it is not
possible to easily split the operator exponential. However, this is a very useful starting point to solve
the Lindblad equation numerically. In chapter 4, we will look into different mathematical techniques
to analyse the time evolution of the density operator accurately and efficiently.
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2.6. Chiral Induced Spin Selectivity
Chiral molecules, characterised by their non-superimposable mirror images, exhibit interactions
with electron spins due to their chiral structure and lack of inversion symmetry. This asymmetry
leads to a spin-orbit coupling, causing a preferential orientation of spins during transport through
these molecules. The CISS effect demonstrates that even in the absence of magnetic materials or ex-
ternal magnetic fields, significant spin polarisation can be achieved purely through molecular struc-
ture. In 1999, Ray et al. [53] discovered an asymmetry in photoelectron scattering of 10-20% for elec-
tron transport through an ordered film of chiral molecules, which was more than 100 times larger
than what different studies before showed. In 2011, Göhler et al. [26] managed to find spin asymme-
tries exceeding 60%, and in 2020, Lu et al. [43] even demonstrated a spin-polarisation as high as 94%.
Meanwhile, despite significant strides have been made in understanding and predicting aspects of
CISS, physicists still struggle with the physical explanation of this phenomenon, as existent models
can explain only a fraction of the experimental observations, except for some highly specific models.

The aim of this thesis is not to find the model that explains the CISS effect, but to determine a
new approach to the problem, potentially more efficient and effective than existing models. For the
CISS effect, we will implement a Hubbard model containing the spin-orbit coupling.

The spin-orbit coupling (SOC) is a fundamental interaction, arising from the interaction between
the spin and momentum of an electron (or other particle). According to special relativity, the moving
electron experiences an electric field as a magnetic field in its rest frame. This magnetic field interacts
with the electron’s spin, leading to an energy shift dependent on the spin orientation relative to the
momentum of the electron. When an electron traverses a chiral molecule, intrinsic SOC causes asym-
metric scattering depending on the spin orientation. This results in different transmission probabil-
ities for spin-up and spin-down electrons, leading to spin-polarised currents. The efficiency of the
spin polarisation is dependent on the SOC strength λ of the molecule. The SOC Hamiltonian can be
expressed as

ĤSOC =λ (L ·S) , (2.36)

where L is the orbital angular momentum, and S is the spin operator. The orbital angular momentum
is defined as the cross product of the position vector r and the momentum p of the electron: L = r×p.
In a chiral molecule, this Hamiltonian term is of the type iλĉ†

j v(k)
j ·σĉ j+2k , with k = ±1, and at site j

[20]. v(k)
j characterises the chirality of the molecule and is given by d̂ j+k × d̂ j+2k . The vector d̂ j+k =

r j−r j+k

|r j−r j+k | describes the direction of a link. The contribution of this specific SOC to the Hamiltonian is

ĤSOC =λ
L−2∑
j=0

(
iĉ†

j v(+1)
j ·σĉ j+2 +H.c.

)
, (2.37)

In section 2.3, we discussed the general Hubbard model for a spin chain. The total Hubbard Hamil-
tonian including the SOC is now given as

Ĥ =−t
L−1∑
j=1

∑
σ

(
ĉ†

jσĉ( j+1)σ+ ĉ†
( j+1)σĉ jσ

)
+U

L∑
j=1

n̂ j↑n̂ j↓+λ
L−2∑
j=0

(
iĉ†

j v(+1)
j ·σĉ j+2 +H.c.

)
. (2.38)

See figure B.2 for a schematic overview of the application of this Hamiltonian. The Lindblad equation
does not change for the inclusion of the SO coupling. Therefore, when further studying the time-
evolution of the Lindbladian, we will not have to focus on or incorporate the SOC. At the end, we
can easily insert the Hubbard SOC Hamiltonian into our model, to analyse the CISS effect. For this
reason, we will not go further into the details of the CISS effect and the SOC. For readers interested
in the CISS effect we recommend references [4], [19] and [52], and for readers interested in the spin-
orbit coupling we recommend references [20] and [75].
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3
Matrix Product States

This chapter is dedicated to determining the matrix product state of a wavefunction, exploring its
applications, extending the method to density operators, and explaining how to apply time evolving
block decimation, but first, let us start with an introduction into the subject.

3.1. Entanglement, Schmidt Decomposition and Area Law
Consider again a universe U , consisting of the system S and the environment E , see figure 2.1. The
Hilbert space of the universe HU is described by the Kronecker product of the Hilbert spaces of the
two subspaces S and E ; HU = HS

⊗
HE . The states in U may be entangled, which means that the

system S cannot be described independently of the environment, and thus it is not a pure state. In
an entangled state, the properties of one particle are intrinsically linked to the properties of another
particle, regardless of the distance between them. Note that entanglement goes beyond classical
correlations and exhibits non-local properties.

For example, The state |φ〉 = |00〉+|11〉 represents a maximally entangled state of two qubits, both
of which can exist in a superposition of |0〉 and |1〉 simultaneously. The state |φ〉 is a superposition of
two basis states; Either both qubits are in the state |0〉 or they are both in the state |1〉. These states are
entangled because they cannot be expressed as a product of individual qubit states. The properties
of one qubit are intrinsically linked to the properties of the other qubit, since if we measure the first
qubit to be in the state |0〉, we instantly know that the second qubit will also be in the state |0〉, and
vice versa.

Thus, for an entangled state it is no longer possible to write the wavefunction |ψ〉 in HU as in
(2.8). The entangled wavefunction can only be described by the so-called Schmidt decomposition:

|ψ〉 =
N∑

i=1
Λi |αi 〉⊗ |βi 〉 , (3.1)

where the Schmidt states {|αi 〉} and {|βi 〉} are orthonormal states in HS and HE , respectively. The
non-negative values Λi are called the Schmidt values. The integer value N can range from 1 up to
Nmax = min(dimS,dimE). When N = 1, we can write the wavefunction as |ψ〉 = |α〉⊗ |β〉, and thus
the state is not entangled. For maximal N , there is also maximal entanglement.

In section 2.2, the density operator ρ̂ = ∑
j p j |ψ j 〉〈ψ j | was discussed. This density matrix, com-

bined with equation 3.1, can be used to compute the entanglement entropy, or Von Neumann entropy

S =−Tr(ρ̂ ln ρ̂) =−
N∑

i=1
Λ2

i lnΛ2
i . (3.2)
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Now, when there is no entanglement (N = 1), Λ1 = 1 and S = 0, while for maximal entanglement,
everyΛi = 1/

p
Nmax and the Von Neumann entropy is equal to ln Nmax .

Typically, for general states in HU , just as for classical mechanics, the entropy scales with the
volume of the system. However, it appears that for systems with a local, gapped Hamiltonian, this
does not hold. In these systems, the ground state and low-energy excitations have correlations that
decay rapidly with distance. Therefore, the entanglement between a system and its environment is
primarily due to the degrees of freedom at the boundary of the region, rather than those deep inside
it. This (see section 2.3) implies that the associated states close to the ground state do not follow a
volume law, but rather an area law [18][27]. Thus, the entanglement entropy SS of the system S is
given as

SS ∝|∂S| , (3.3)

where |∂S| is the "area" of S. For a one-dimensional system, e.g. a spin chain, the entanglement
entropy is constant, and independent of the length of the system.

The total Hilbert space consists predominantly of states that follow the volume law, and only a
minor part that follows the area law. Finding the low-energy eigenstates numerically becomes much
more efficient, as we can eliminate the largest part of the total Hilbert space. DMRG exploits this
reduced subspace by iteratively optimising over states with limited entanglement. This makes them
highly effective, especially for finding ground states of 1D systems. On top of that, MPS, which is
the main topic of this chapter, also takes advantage of this principle, as low entanglement causes
the Schmidt values to decrease rapidly in many systems. By truncating the Schmidt values, one can
approximate the original state with a lower-rank state, leading to compression and efficient repre-
sentation of quantum states. Recall, the original Hilbert space has dimension d L , which for large L
becomes too large to simulate the entire system.

The singular value decomposition (SVD) plays a crucial role in the efficient representation of
quantum states regarding MPS. The SVD is a mathematical technique that factorises a given matrix
A into three matrices:

A = UΣV†, (3.4)

where U and V are complex unitary matrices, andΣ is a rectangular diagonal matrix with the singular
values on the diagonal. The singular values are real and non-negative. This factorisation is possible
for all matrices A. Often, to keep the MPS representation efficient, we truncate the small singular
values in Σ. The Schmidt decomposition and the SVD are inherently linked, as Schmidt values are
the same as the singular values.

3.2. Matrix Product States
Before diving into the MPS representation, we should explain the widely used graphical notation first.
The tensor graphical notation, or Penrose graphical notation, introduced by Penrose in 1971 [51], is a
visual representation of (multi-)linear tensor networks, in which blocks are linked by lines. The boxes
represent the tensors and the L lines connected to a box represent the L indices of the corresponding
tensor. Contracting two tensors over one of their indices is visualised by connecting two lines of the
corresponding boxes. An example considering matrices and vectors is visualised below1.

1This and following figures in this chapter are from [63], and are reprinted with permission
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Scalar Vector v
index a

Matrix A
a b

u
a

A
a

v= b
u = A ·v :

Tensors of higher order, e.g. the quantum state of a spin chain, are represented as

Tensor

where this particular tensor is of order 8. Note that the number of unconnected indices denotes the
order of a tensor; connecting all indices yields a constant. Now that we have explained the Penrose
graphical notation, we can start exploring MPS.

In section 2.3 quantum chains were explained. Consider such a one-dimensional chain consist-
ing of L sites, where on each site j ∈ {1,2, ...,L} there are d possible states |σ j 〉. Then any state of the
system (in this case we define the chain as the system, as defined in section 2.2) can be described by

|ψ〉 = ∑
σ1,...,σL

cσ1...σL |σ1σ2 · · ·σL〉 , (3.5)

where, using the orthonormality of the states |σ j 〉, the coefficients cσ1...σL can be found as

cσ1...σL = 〈σ1σ2...σL |ψ〉 . (3.6)

The concept of matrix product states is, as the name might already suggest, to write cσ1···σL as a prod-
uct of matrices:

cσ1...σL =
∏

j
A[ j ]σ j , (3.7)

where the first and last matrix, A[1]σ1 and A[L]σL , are a row and column vector, respectively. The size
of the matrices in the bulk are determined by the size of the neighbouring matrices. The size of a
matrix increases or decreases by a factor of d , compared to the neighbouring matrix. The matrices in
the bulk can therefore rapidly grow in size – up to d L/2 in the middle –, which is highly undesirable.
This is where a crucial element of MPS comes into play; we limit the number of rows and columns of
the matrices to χ, the bond dimension, hoping that this preserves the three properties of ρ̂. There are
dL matrices, each of size at most χ×χ. The resulting memory requirement cost is O

(
dLχ2

)
, which

can be much smaller than the original d L , especially for large chains.
In the case L = 8, we can visualise these matrices as

A[1]σ1 A[2]σ2 A[3]σ3 A[4]σ4 A[5]σ5 A[6]σ6 A[7]σ7 A[8]σ8

σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8
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where each matrix is represented by a black dot and has a leg pointing upward, corresponding to the
possible states at that site. The matrices are connected to their nearest neighbours, which represents
a contraction over the so-called bond indices. It is also possible to construct MPS for periodic bound-
ary conditions [16][68]. Then we should connect the first and last matrix via a horizontal leg as well.
In this thesis, however, we will focus on ‘open’ chains.

Now, we will show how we can find the matrices A[ j ]σ j . Details can be found in [59] or [50] – here
we restrict ourselves to a brief description. The sizes of the matrices in the following part are not yet
limited to the bond dimension χ described above. We will first derive the matrices and then after
that, we will apply the bond dimension.

First, we view the coefficients cσ1...σL as elements of the matrix C of size 1×d L . C can be reshaped
as a matrix of size d ×d L−1, to which we can apply the singular value decomposition:

cσ1...σL =Cσ1,(σ2...σL ) =
∑
a1

Uσ1,a1Λa1,a1V †
a1,(σ2...σL ). (3.8)

The element Cσ1,(σ2...σL ) has two indices; σ1 and (σ2...σL). The bond index a1 is a number that is
equal to the maximum number of singular values of the decomposition and is equal to the small-
est dimension of C; in this case d . The maximum size of U is d ×d , but it can be smaller if some
singular values are zero. Considering the desired result, equation 3.7, we define Ua1,σ1 = Aσ1

a1
and

Λa1,a1V †
a1,(σ2...σL ) = C(a1σ2),(σ3...σL ), of size d 2 ×d L−2. A second singular value decomposition, carried

out in the same way as before, gives

cσ1...σL =
∑
a1

Aσ1
a1

C(a1σ2),(σ3...σL ) (3.9a)

= ∑
a1,a2

Aσ1
a1

U(σ2a1),a2Λa2,a2V †
a2,(σ3...σL ) (3.9b)

= ∑
a1,a2

Aσ1
a1

Aσ2
a1,a2

C(a2σ3),(σ4...σL ), (3.9c)

where the last substitution (3.9c) is similar to the one carried out in the first step (3.9a). The maxi-
mum size of Aσ2

a1a2
is d ×d 2. Repeating this process would finally give

cσ1...σL =
∑

a1,...,aL−1

Aσ1
a1

Aσ2
a1,a2

· · · AσL−1
aL−2,aL−1

AσL
aL−1

. (3.10)

Finally, we substitute (3.10) back into (3.5) to find the MPS representation of |ψ〉 to be

|ψ〉 = ∑
σ1,...,σL

∑
a1,...,aL−1

Aσ1
a1

Aσ2
a1,a2

· · · AσL−1
aL−2,aL−1

AσL
aL−1

|σ1σ2 · · ·σL〉 , (3.11)

Again, for the case L = 8, the visual representation of the construction of the MPS according to the
description above, will be as follows:
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cσ1σ2...σL

Aσ1
a1

Λa1

Aσ1
a1

Aσ1
a1

Aσ1
a1,a2

Λa2

Aσ1
a1

Aσ2
a1,a2

Aσ3
a2,a3

Aσ4
a3,a4

Aσ5
a4,a5

Aσ6
a5,a6

Aσ7
a6,a7

Aσ8
a7

It can be seen that alternately, a singular value decomposition is applied and then the matrix Λ is
absorbed in the right part. The vertical lines represent the indices σ j and the horizontal lines the
bond indices a j . The bond indices will be bounded by the bond dimension χ in order to limit the
numbers needed.

In some cases it might be favourable to leave the Λ’s in the expression. Inserting unit matrices
I = ΛΛ−1 between each pair in equation 3.10 makes it possible to restore them. The Λ−1’s are then
absorbed by the A’s and we call these new matrices Γ:

cσ1...σL =
∑

a1,...,aL−1

Γ
σ1
a1
Λa1Γ

σ2
a1,a2

Λa2Γ
σ3
a2,a3

· · ·ΛaL−1Γ
σL
aL−1

. (3.12)

This representation is called the canonical form [70]. Λa j ,a j is replaced byΛa j for convenience.
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Γ
σ1
a1

Λa1

Γ
σ2
a1,a2

Λa2

Γ
σ3
a2,a3

Λa3

Γ
σ4
a3,a4

Λa4

Γ
σ5
a4,a5

Λa5

Γ
σ6
a5,a6

Λa6

Γ
σ7
a6,a7

Λa7

Γ
σ8
a7

We discussed before that without restricting the bond indices, the dimensions of the matrices could
increase up to d L/2 halfway in the chain. The total number of matrix elements would then be larger
than d L , especially for long chains. Limiting the size of the matrices by the bond dimension χ is
essential to make this work. Limiting the size is essentially the same as cutting of Λ j after χ values,
but it is only possible to omit these other values if they are sufficiently small. For a gapped system,
these values do indeed decrease quickly. However, for non-gapped systems, e.g. Heisenberg chains,
the values decrease significantly slower. It is possible to determine χ based on the values ofΛ j , but it
might be simpler to stateχ beforehand and check if it works. The truncation error caused by omitting
values ofΛ j is [66] ∣∣|ψ〉− |ψtrunc〉

∣∣2 ≤ 2
L−1∑
j=1

ϵ j (χ) = 2
L−1∑
j=1

N j∑
i=χ+1

λ
[ j ]
i , (3.13)

where λ[ j ]
i is the i’th diagonal value of Λa j at link j , and N j is the size of Λσ j . ϵ j (χ) is the sum of the

omitted values at link j .
Ua1,σ1 , and subsequently Aσ1

a1
, are obtained using the singular value decomposition, so its column

vectors are orthonormal, implying that∑
a1,σ2

(
Aσ2

)†
a′

2,a1
Aσ2

a1,a2
= δa2,a′

2
. (3.14)

This can be generalised for each site j : ∑
σ j

Aσ j †Aσ j = I. (3.15)

This property is called left normalisation and it ensures that the states spanned by the MPS are or-
thonormal. This is crucial for many numerical algorithms, such as the Density Matrix Renormali-
sation Group (DMRG) and variational optimisation methods, as it simplifies the computations and
improves numerical stability. If we were to construct the MPS starting at the right, then we would
have right normalisation: ∑

σ j

Aσ j Aσ j † = I. (3.16)

If all matrices to the left (or right) of Aσ j are left (or right) normalised, than the basis on that side of Aσ j

is orthonormal. In general, it is not possible that each matrix Aσ j is both left and right normalised,
which we aim for. However, there exist methods to transform an MPS to this form, including the SVD
[45].

Instead of running over all sites at once as in (3.15) or (3.16), we can also choose to only continue
up to a certain site j . The left normalisation principle implies that we can write the states on the j
leftmost sites as

|αa j 〉 =
∑

σ1,...,σ j

∑
a1,...,a j

Aσ1
a1

Aσ2
a1,a2

· · · A
σ j
a j−1,a j

|σ1σ2 · · ·σ j 〉

= ∑
σ1,...,σ j

∑
a1,...,a j

Γ
σ1
a1
Λa1Γ

σ2
a1,a2

Λa2Γ
σ3
a2,a3

· · ·Λa j−1Γ
σ j
a j−1,a j

|σ1σ2 · · ·σ j 〉 ,
(3.17)

all of which are orthonormal. In the same way, it is possible to construct matrices Bσi , starting at the
right and working towards site j +1:

|βa j 〉 =
∑

σ j+1,...,σL

∑
a j+1,...,aL

B
σ j+1
a j ,a j+1

B
σ j+2
a j+1,a j+2

· · ·BσL
aL−1

|σ j+1σ j+2 · · ·σL〉

= ∑
σ j+1,...,σL

∑
a j+1,...,aL

Γ
σ j+1
a j ,a j+1

Λa j+1Γ
σ j+2
a j+1,a j+2

Λa j+2Γ
σ j+3
a j+2,a j+3

· · ·ΛaL−1Γ
σL
aL−1

|σ j+1σ j+2 · · ·σL〉 .
(3.18)
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Combining the expressions for |αa j 〉 and |βa j 〉, allows us to write |ψ〉 as

|ψ〉 = ∑
σ1,...,σL

∑
a1,...,aL

Γ
σ1
a1
Λa1 ...Λa j−1Γ

σ j
a j−1a j

Λa jΓ
σ j+1
a j a j+1

Λa j+1 ...ΛaL−1Γ
σL
aL−1

|σ1σ2 · · ·σL〉

=∑
a j

Λa j |αa j 〉⊗ |βa j 〉 ,
(3.19)

which can be visualised as

|αa j 〉 |βa j 〉
Λ( j )

This is an important result, because it shows that for all j , |ψ〉 can be written as a product of a ‘left’
state and a ‘right’ state regarding site j . This form is essentially a Schmidt decomposition.

In this section, we have discussed how we can construct MPS in different forms and how this
reduces the memory cost from O (d L) to O (dLχ2). In the next section we will apply these expressions
to problems involving operators.

3.3. Calculations with Matrix Product States
The expectation value of an operator Ô is given by 〈ψ|Ô |ψ〉. The expectation value of a local operator
acting on a single site Ô j can then be computed as

〈ψ|Ô j |ψ〉 = ∑
σ j ,σ′

j

∑
a j−1,a j ,
a′

j−1,a′
j

Λ†
a′

j−1
Λa j−1

(
Γ
σ j
a j−1,a j

)†
Γ
σ′

j
a j−1,a j

Λ†
a′

j
Λa j 〈αa′

j−1
|αa j−1〉〈σ j |Ô j |σ′

j 〉〈βa′
j
|βa j 〉

= ∑
σ j ,σ′

j

∑
a j−1,a j

∣∣Λa j−1

∣∣2
(
Γ
σ j
a j−1,a j

)†
Γ
σ′

j
a j−1,a j

∣∣Λa j

∣∣2 〈σ j |Ô j |σ′
j 〉 ,

(3.20)

where in the second equality we used the orthonormality of |αai 〉 and |βai 〉. The second sum runs
only over a j−1 and a j , and not over all ai , which is efficient as it only takes a CPU time scaling as
O

(
d 2χ2

)
.

Now we calculate matrix elements of a nearest neighbour two-site operator Ô j , j+1.

We first introduce the tensorΘ
σ j ,σ j+1
a j−1,a j+1

as

Θ
σ j ,σ j+1
a j−1,a j+1

=∑
a j

Λa j−1Γ
σ j
a j−1,a j

Λa jΓ
σ j
a j ,a j+1

Λa j+1 , (3.21)

enabling us to write |ψ〉 more compactly as

|ψ〉 = ∑
σ j ,σ j+1

∑
a j−1,a j ,a j+1

Λa j−1Γ
σ j
a j−1,a j

Λa jΓ
σ j
a j ,a j+1

Λa j+1 |αa j−1〉 |σ jσ j+1〉 |βa j+1〉

= ∑
σ j ,σ j+1

∑
a j−1,a j+1

Θ
σ j ,σ j+1
a j−1,a j+1

|αa j−1〉 |σ jσ j+1〉 |βa j+1〉 .
(3.22)

ThisΘ
σ j ,σ j+1
a j−1,a j+1

now represents the two sites j and j +1 on which Ô j , j+1 is acting. Letting Ô j , j+1 act on
|ψ〉 gives

Ô j , j+1 |ψ〉 = ∑
σ j ,σ j+1

∑
a j−1,a j+1

Θ
σ j ,σ j+1
a j−1,a j+1

∑
σ′

j ,σ′
j+1

〈σ′
jσ

′
j+1|Ô j , j+1 |σ jσ j+1〉 |αa j−1〉 |σ′

jσ
′
j+1〉 |βa j+1〉

= ∑
σ′

j ,σ′
j+1

∑
a j−1,a j+1

Θ̃
σ′

j ,σ′
j+1

a j−1,a j+1
|αa j−1〉 |σ′

jσ
′
j+1〉 |βa j+1〉 .

(3.23)
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This yields a similar expression as equation 3.22, but now with a new Θ̃
σ′

j ,σ′
j+1

a j−1,a j+1
:

Θ̃
σ′

j ,σ′
j+1

a j−1,a j+1
= ∑
σ j ,σ j+1

Θ
σ j ,σ j+1
a j−1,a j+1

〈σ′
jσ

′
j+1|Ô j , j+1 |σ jσ j+1〉 . (3.24)

The number of steps needed for this update is O (d 4χ2). Now, after applying Ô j , j+1, the canonical

form as in equation (3.22) should be restored. First, the tensor Θ̃
σ′

j ,σ′
j+1

a j−1,a j+1
is reshaped to Θ̃(a j−1,a j+1)(σ′

j ,σ′
j+1)

and after that a singular value decomposition is applied:

Θ̃
σ′

j ,σ′
j+1

a j−1,a j+1
=∑

a j

Ũ
σ′

j
a j−1,a j

Λ̃a j Ṽ
σ′

j+1
a j ,a j+1

. (3.25)

However, to recover the canonical form, the diagonal matricesΛ on the left and right are still missing
in this expression. This problem can be resolved in a similar way as in (3.12), by multiplying with

Λ( j−1)
(
Λ( j−1)

)−1
on the right-hand side and with

(
Λ( j+1)

)−1
Λ( j+1) on the left-hand side.

The orthonormality of |αa j 〉 and |βa j+1〉makes calculating the expectation, using (3.22) and (3.23),

quite easy. It turns out that the expectation of Ô j , j+1 is simply given by

〈ψ|Ô j , j+1 |ψ〉 = ∑
σ j ,σ j+1

∑
a j−1,a j+1

Θ
σ j ,σ j+1
a j−1,a j+1

Θ̃
σ j ,σ j+1
a j−1,a j+1

. (3.26)

Θ̃

Θ

σ j+1σ j a j+1a j−1

The dot product between two MPS’s can be efficiently calculated in O (dχ3L) steps. One might intu-
itively construct the full wavefunction and contract over its legs, but that would lead to O (d L) steps in
total. The efficient method is to start at the leftmost site and working towards the right, successively
performing the contraction at each site.
Let |ψ〉 and |φ〉 be

|ψ〉 = ∑
σ1,...,σL

∑
a1,...,aL

Γ
σ1
a1
Λa1 · · ·ΛaL−1Γ

σL
aL−1

|σ1σ2 · · ·σL〉 and (3.27a)

|φ〉 = ∑
σ1,...,σL

∑
a1,...,aL

Γ̃
σ1
a1
Λ̃a1 · · ·Λ̃aL−1 Γ̃

σL
aL−1

|σ1σ2 · · ·σL〉 . (3.27b)

The dot product 〈φ|ψ〉 is constructed as

where the upper chain is 〈φ| and the lower chain is |ψ〉 and they are connected at each site by σ j .
To compute the dot product, we first contract the leftmost pair at site j = 1, creating a tensor M[1]

with elements Ma1,a′
1
:

Ma1,a′
1
=∑

σ1

(
Γ̃
σ1

a′
1

)†
Γ
σ1
a1
Λ̃a′

1
Λa1 , (3.28)
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taking O (dχ2) steps. There is a summation over σ1 and the tensor indices are a1 and a′
1. Applying a

similar contraction for site j = 2, would result in a tensor with the same shape:

Ma2,a′
2
=∑

σ2

∑
a1,a′

1

Ma1,a′
1

(
Γ̃
σ2

a′
1,a′

2

)†
Γ
σ2
a1,a2

Λ̃a′
2
Λa2 . (3.29)

However, this operation would cost O (dχ4) steps. To reduce the number of steps to O (dχ3), we first
evaluate

Xσ2

a′
1,a2

=∑
a1

Ma1,a′
1
Γ
σ2
a1,a2

(3.30)

and secondly

Ma2,a′
2
=∑

σ2

∑
a′

1

Xσ2

a′
1,a2

(
Γ̃
σ2

a′
1,a′

2

)†
Λ̃a′

2
,Λa2 (3.31)

both of which only take O (dχ3) steps.
This process is repeated for the sites j = 2 up to L−1. The last step at j = L is simply

〈φ|ψ〉 =∑
σL

∑
aL−1,a′

L−1

MaL−1,a′
L−1

(
Γ̃
σL

a′
L−1

)†
Γ
σL
aL−1

, (3.32)

taking O (dχ2) steps, just as the first step. Therefore, this process takes O (dχ3L) steps in total.

3.4. Matrix Product Density Operators
In the previous section, we explained how the expectation of operators acting on one or two sites
could be computed. There are also operators that act on more sites. These operators grow rapidly
in size depending on the number of sites, so it is beneficial to establish a method similar to MPS for
operators. It appears that a generalisation of MPS is sufficient to achieve this. The MPS expression
was derived in section 3.2 as

〈σ1σ2 · · ·σL |ψ〉 = Aσ1 Aσ2 · · ·AσL , (3.33)

which can be generalised as

〈σ1σ2 · · ·σL |Ô |σ′
1σ

′
2 · · ·σ′

L〉 = Wσ1.σ′
1 Wσ2,σ′

2 · · ·WσL ,σ′
L . (3.34)

The matrices Wσ j ,σ′
j are similar to the matrices Aσ j of MPS. The difference is, however, that unlike

MPS, each W has two spin indices, σ and σ′. Orthonormality of the states |σ j 〉 allows us to write the
operator as a matrix product:

Ô = ∑
σ1,...,σL ,
σ′

1,...,σ′
L

Wσ1.σ′
1 Wσ2,σ′

2 · · ·WσL ,σ′
L |σ′

1σ
′
2 · · ·σ′

L〉〈σ1σ2 · · ·σL | , (3.35)

which can also be written as

Ô = ∑
σ1,...,σL ,
σ′

1,...,σ′
L

c(σ1...σL )(σ′
1...σ′

L ) |σ′
1σ

′
2 · · ·σ′

L〉〈σ1σ2 · · ·σL | (3.36a)

= ∑
σ1,...,σL ,
σ′

1,...,σ′
L

c(σ1σ
′
1)...(σLσ

′
L ) |σ′

1σ
′
2 · · ·σ′

L〉〈σ1σ2 · · ·σL | . (3.36b)

This representation is very similar to the MPS representation as in (3.7). The only difference are the
extra legs of the tensor, σ′

j , pointing upwards, which result from the extra set of spin indices σ′.
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In section 2.5 we have seen that open quantum systems must be described by their density op-
erator and not by a vector in the system’s Hilbert space. Therefore, it is important that we derive an
expression similar to MPS for density operators. The matrix product density operator (MPDO) [67] is
defined as

ρ̂ = ∑
σ1,...,σL ,
σ′

1,...,σ′
L

c(σ1σ
′
1)...(σLσ

′
L ) |σ1 · · ·σL〉〈σ′

1 · · ·σ′
L |

= ∑
σ1,...,σL ,
σ′

1,...,σ′
L

Mσ1,σ′
1 ...MσL ,σ′

L |σ1 · · ·σL〉〈σ′
1 · · ·σ′

L |

= ∑
a1,...,aL−1

∑
σ1,...,σL ,
σ′

1,...,σ′
L

M
σ1,σ′

1
a1

M
σ2,σ′

2
a1,a2

...M
σL ,σ′

L
aL−1

|σ1 · · ·σL〉〈σ′
1 · · ·σ′

L | ,

(3.37)

Given a density matrix ρ̂ = ∑
j p j |ψ j 〉〈ψ j |, each pure state |ψ j 〉 can be described as an MPS accord-

ing to (3.11). The outer product |ψ j 〉〈ψ j | can be formed by taking the tensor product of the MPS
representation of |ψ j 〉 with its Hermitian conjugate. This results in the following MPO:

|ψ j 〉〈ψ j | =
∑

σ1,...,σL ,
σ′

1,...,σ′
L

(
Aσ1( j ) ⊗

(
Aσ

′
1( j )

)†
)(

Aσ2( j ) ⊗
(
Aσ

′
2( j )

)†
)
· · ·

(
AσL ( j ) ⊗

(
Aσ

′
L ( j )

)†
)
|σ1σ2 · · ·σN 〉〈σ′

1σ
′
2 · · ·σ′

L | .

(3.38)
Computing this MPO for each |ψ j 〉 allows us to write the MPDO, differently than in (3.37), as

ρ̂ =∑
j

p j |ψ j 〉〈ψ j |

=∑
j

∑
σ1,...,σL ,
σ′

1,...,σ′
L

p j

(
Aσ1( j ) ⊗

(
Aσ

′
1( j )

)†
)(

Aσ2( j ) ⊗
(
Aσ

′
2( j )

)†
)
· · ·

(
AσL ( j ) ⊗

(
Aσ

′
L ( j )

)†
)
|σ1σ2 · · ·σN 〉〈σ′

1σ
′
2 · · ·σ′

L |

=∑
j

∑
σ1,...,σL ,
σ′

1,...,σ′
L

∑
a1,...,aL−1,
a′

1,...,a′
L−1

p j

(
Aσ1( j )

a1
⊗

(
A
σ′

1( j )
a′

1

)†
)(

Aσ2( j )
a1,a2

⊗
(

A
σ′

2( j )
a′

1,a′
2

)†
)
· · ·

(
AσL ( j )

aL−1
⊗

(
A
σ′

L ( j )

a′
L−1

)†
)

· |σ1σ2 · · ·σN 〉〈σ′
1σ

′
2 · · ·σ′

L |
(3.39)

This expression is similar to (3.37), but includes a sum over j. For this reason, it is very difficult to
express the matrices Mσi ,σ′

i in terms of Aσi ( j ). However, for pure states the sum disappears, allowing
us to write Mσi ,σ′

i as

Mσiσ
′
i = Aσi

(
Aσ

′
i

)† =Γσi

(
Γσ

′
i

)† ∣∣∣Λ[i ]
∣∣∣2

, (3.40)

which is another way of stating ρ̂ = |ψ〉〈ψ|, as we would expect, since the state is pure. Interesting
to note is the similarity in notation between the outer product |ψ〉〈ψ|, essentially as in (3.40), and
the inner product 〈ψ|ψ〉, as in (3.28). For the inner product, we connect the legs σi and σ′

i , while for
the outer product, they will remain. Therefore, the trace of the outer product should be equal to the
inner product, which we already saw in section 2.2.

The MPDO representation can be made a column vector by concatenating its columns, essen-
tially reshaping it to the same form as MPS. This vectorisation process can be convenient for numeri-
cal implementation. Gilchrist et al. [24] completed an extensive review of vectorisation in the context
of quantum operations, which we used as the basis for this part. The new vectorised density operator
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that will be denoted as |ρ̂〉〉, is given by

|ρ̂〉〉 =∑
j

p j



(
ψ

j
1

)∗ |ψ j 〉(
ψ

j
2

)∗ |ψ j 〉
...(

ψ
j
N

)∗ |ψ j 〉

=∑
j

p j



(
ψ

j
1

)∗
ψ

j
1(

ψ
j
1

)∗
ψ

j
2

...(
ψ

j
1

)∗
ψ

j
N(

ψ
j
2

)∗
ψ

j
1

...


, (3.41)

with N = 2L . The vectorised density operator can be described by a vectorised MPDO (vMPDO),
which functions similar as a normal MPS. Note that it does not describe a wavefunction, but is just
another way to write the density operator.

As discussed in section 2.5, time operations on ρ̂ act both on the left and on the right side.
However, vectorising ρ̂ results in a column vector, on which operators can only act on one side, as
|Aρ̂B〉〉 = A⊗BT |ρ̂〉〉. This property allows us to rewrite the Von Neumann equation (2.26) as

| ˙̂ρ〉〉 =−i
(
H⊗I− I⊗H T) |ρ̂〉〉 (3.42)

In a similar way, it is possible to determine the Lindblad superoperator L [44]:

L =−i
(
H⊗I− I⊗H T)+∑

i

γi

(
L̂i⊗L̂∗

i − 1
2 L̂†

i L̂i⊗I− 1
2 I⊗L̂T

i L̂∗
i

)
, (3.43)

The general solution (2.33, 2.34) becomes

|ρ̂(t )〉〉 = etL |ρ̂0〉〉

=
∞∑

k=0

(tL )k

k !
|ρ̂0〉〉,

(3.44)

with L as in (3.43).
In section 2.2 we stated three important properties of the density operator. In practice, it turns

out that the first property, the trace being one, is in general not fulfilled, because the MPS method
preserves the Euclidean norm, 〈〈ρ̂|ρ̂〉〉, instead of the trace, 〈〈I|ρ̂〉〉 [44]. In order to compute the
expectation value of an operator Ô, see equation (2.13), we should compensate for this:

〈Ô〉 = Tr
(
ρ̂Ô

)
Tr(ρ̂)

= 〈〈I|I⊗Ô|ρ̂〉〉
〈〈I|ρ̂〉〉 . (3.45)

3.5. Time Evolving Block Decimation
In this section the time evolution of the quantum state |ψ〉 and of the density operator ρ̂ will be
treated, in the context of matrix product states and matrix product density operators, respectively.

The Schrödinger equation (2.1) governs the dynamics of quantum states, and the states evolve ac-
cording to (2.3). This yields the time evolution operator Û = e−it Ĥ . The Hamiltonian is local, acting
only between two neighbouring sites:

Ĥ =
L−1∑
j=1

ĥ(σ j ,σ j+1). (3.46)
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The couplings ĥ for two neighbouring links do not commute, as they share a σ j , but couplings be-
tween links two sites or more apart do commute. It is therefore useful to separate the Hamiltonian
into an even and an odd part: Ĥ = Ĥe + Ĥo , given by

Ĥe =
Ne∑
j=1

ĥ(σ2 j ,σ2 j+1), and (3.47a)

Ĥo =
No∑
j=1

ĥ(σ2 j−1,σ2 j ), (3.47b)

where the terms within each of the two summations commute, but Ĥe does not commute with Ĥo .
In the case of even L, the upper bounds Ne and No are L/2−1 and L/2, respectively, whereas in the
case of odd L, the upper bounds both are (L−1)/2.

Considering numerical time integration, which will be the main topic of chapter 4, we introduce
the time step ∆t = t

N , where N is the total number of steps. The time evolution operator can then be
rewritten as

e−it Ĥ =
(
e−i∆t Ĥ

)N
, (3.48)

Applying the Lie-Trotter-Suzuki approximation [12] to the time evolution operator e−i∆t Ĥ yields the
Time Evolution Block Decimation (TEBD) method [70]. The second order approximation gives

e−i∆t Ĥ = e−i∆t (Ĥe+Ĥo ) = e−
i
2∆t Ĥe e−i∆t Ĥo e−

i
2∆t Ĥe +O (∆t 3), (3.49)

Applying this successively, this can be visualised as

e−i∆t H (2)
e /2 e−i∆t H (4)

e /2 e−i∆t H (6)
e /2

e−i∆t H (1)
o e−i∆t H (3)

o e−i∆t H (5)
o

e−i∆t H (2)
e /2 e−i∆t H (4)

e /2 e−i∆t H (6)
e /2

The time evolution operators for the even and odd links acting on |ψ〉 can be written as

T̂e |ψ〉 =
Ne∏
j=1

e−i∆t ĥ(σ2 j ,σ2 j+1) |ψ〉 , and (3.50a)

T̂o |ψ〉 =
No∏
j=1

e−
i
2∆t ĥ(σ2 j−1,σ2 j ) |ψ〉 . (3.50b)

Imaginary time evolution (τ = it ) can be used to determine the ground state of the system. For a
gapped system, the energy of the ground state has a lower energy than that of all other states (E0 <
E j ). In (2.4) we already wrote |ψ〉 as a sum over different energy states |ψ j 〉 with energy E j , which
clearly illustrates that for imaginary time evolution only |ψ0〉, the ground state with the lowest energy
E0, will remain. The contribution of the ground state will tend to zero slower than those of the excited
states and will therefore survive for large τ:

lim
τ→∞e−τĤ |ψ〉∝ |ψ0〉 . (3.51)
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The imaginary time evolution operator is not unitary, and therefore the resulting state is not nor-
malised. In this case, the norm decreases exponentially, but renormalisation corrects for this error.

We will now investigate the time evolution of the MPDO, which is similar to MPS. First, we will treat
a closed system, and second, an open system.

The real time evolution of ρ̂ in a closed system is given by (2.25). For a time step ∆t this becomes

ρ̂(t +∆t ) = e−i∆t Ĥ ρ̂(t )e i∆t Ĥ . (3.52)

Here, we can also apply TEBD in the same way as before concerning MPS, but now applying the
method on both ‘sides’ of the MPDO. We use the same Ĥe and Ĥo as before, which results in a very
similar second-order approximation scheme:

e−i∆t Ĥ ρ̂e i∆t Ĥ = e−
i
2∆t Ĥe e−i∆t Ĥo e−

i
2∆t Ĥe ρ̂e

i
2∆t Ĥe e i∆t Ĥo e

i
2∆t Ĥe +O (∆t 3). (3.53)

This can be visualised in a similar way as MPS. The operators on the left of ρ̂ act on the lower legs
exactly in the same way as considering MPS, and the operators to right of ρ̂ now act on the upper legs
of the MPDO. This gives the following time-evolution operators:

Te,λ(ρ̂) =
Ne∏
j=1

e−iλ∆t ĥ(σ2 j ,σ2 j+1)ρ̂e iλ∆t ĥ(σ′
2 j ,σ′

2 j+1) and (3.54a)

To,λ(ρ̂) =
No∏
j=1

e−iλ∆t ĥ(σ2 j−1,σ2 j )ρ̂e iλ∆t ĥ(σ′
2 j−1,σ′

2 j ), (3.54b)

with λ= ½, when an operator is separated into two, such as e−
i
2∆t Ĥe in (3.53), and with λ= ½, if the

operator is not separated.
In this thesis, we will consider the vectorised density operator as discussed in section 3.4. There-

fore, we will not apply TEBD in the way described directly above, but as in (3.49), the MPS approach.
In section 2.5 we found the time evolution of ρ̂ in an open quantum system, the general solution

to the Lindblad equation. Introducing the time step ∆t , this becomes

ρ̂(t +∆t ) = e∆tL ρ̂(t ), (3.55)

where the Lindbladian superoperator L consists of a Hamiltonian part and a dissipative part. Note
that the dissipation D in the system under consideration acts only on the single sites 1 and L, and
recall that the Hamiltonian Ĥ is separated into a set of even and odd two-site operators ĥ. The dis-
sipation can be trivially transformed into a two-site operator that commutes with the Hamiltonian
part acting on the neighbouring link, by introducing the direct product with a unit operator. This
allows us to merge the Hamiltonian at the first and last links with the dissipation. This way, the Lind-
bladian superoperator is transformed into a two-site operator that commutes with the neighbouring
couplings ĥ. In the previous section, we discussed the vectorisation of the density operator. We
now vectorise the superoperators T and L to set up the TEBD algorithm for the vectorised density
operator. The vectorised Te,λ is given as

Te,λ |ρ̂〉〉 =
Ne∏
j=1

e−iλ∆t ĥ(σ2 j ,σ2 j+1) ⊗
(
e iλ∆t ĥ(σ′

2 j ,σ′
2 j+1)

)T
|ρ̂〉〉, (3.56)

with λ=½,1. To,λ is constructed in a similar way, and the vectorised L is given as in (3.43). The new
TEBD algorithm for an open quantum system for the vectorised density operator is visualised as
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T (2)
e,½ T (4)

e,½ T (6)
e,½

e∆tL (1) T (3)
o,1 T (5)

o,1 e∆tL (7)

T (2)
e,½ T (4)

e,½ T (6)
e,½

for even L, and

T (2)
e,½ T (4)

e,½ T (6)
e,½

T (7)
o,½

e∆tL (1) T (3)
o,1 T (5)

o,1 e∆tL (8)

T (7)
o,½

T (2)
e,½ T (4)

e,½ T (6)
e,½

for odd L. The bulk of the system (links 2 through L-2/L-3) is the same as for a closed system consid-
ered before. TEBD is a consecutive process, which means that we apply the scheme above succes-
sively. For all steps except the first and the last, the bottom row of operators of the first step is equal
to the top row of operators of the following step, as the Hamiltonian is time-independent. Therefore,
we can combine these operators, reducing the computational cost significantly.

In this section we have discussed the application of TEBD in the context of MPS and (vectorised)
MPDO. We divided the system into the bulk, consisting of solely the Hamiltonian part, and the two
edges, which also include the dissipative terms. We can apply the Crank-Nicolson method [15] to
all Hamiltonian parts, since it is a unitary operation, preserving the three properties of ρ̂. However,
for the Lindbladian superoperator, Crank-Nicolson is no longer unitary, due to the included dissipa-
tive terms. The approximation of the operator exponential e∆tL will be the main topic of the next
chapter.
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4
Numerical Time Integration

In chapter 2 we discussed quantum systems and the Lindblad equation, and in chapter 3 we intro-
duced the concepts of MPS and MPDO and their applications. Now we need to determine how we
can solve the Lindblad equation in the context of MPDO. First, we will study general numerical solu-
tions, and then, introduce the MPDO.

4.1. Numerical Schemes for the Density Operator
The main idea of this section is to find a suitable approximation method for e∆tL , which was dis-
cussed at the end of the previous chapter. We will consider multiple approaches that are known to
be useful for similar problems. Cao and Lu [11] performed an extensive review, which we used as the
foundation for this and the next section.

In section 2.2, we concluded that there are three important properties of the density operator that
need to be satisfied. Those were

1. Tr
(
ρ̂
)= 1,

2. ρ̂ is Hermitian,

3. ρ̂ is positive semi-definite.

Ideally, the numerical scheme conserves all three of these properties. However, as we discussed in
section 3.4, the MPS/MPDO approach breaks the trace conservation as a consequence of the vectori-
sation procedure. We also explained that the non-unit trace can be compensated for in a straightfor-
ward way. This also holds for errors caused by numerical schemes. Therefore, the other properties
will be prioritised. The positivity and trace of ρ̂ can be difficult to preserve, as we shall see.

In section 2.5, we discussed the Taylor series of e∆tL , see equation (2.34). Cutting off this series
above k = M for some positive integer M , yields the following approximation for the exponential:

e∆tL =
M∑

k=0

(∆tL )k

k !
+O (∆t M+1). (4.1)

This method preserves the trace (as Tr[L (ρ̂)] = 0, see (2.35)), however, not the positivity [56]. We
present an example of the violation of the positive semi-definiteness for the (first-order) Euler method
in appendix A.

The Crank-Nicholson (CN) method is a second-order implicit Runge-Kutta method. However,
Bidégaray et al. [3] showed that the CN method does not preserve the positivity of ρ̂ considering
(2.26) for the dimension d ≥ 3.
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A method often used to approximate matrix and operator exponentials is the Padé approximation
[46]. The (q , q)-Padé approximation is given by:

Rq (∆tL ) = (
Nq (−∆tL )

)−1
Nq (∆tL ), (4.2)

where

Nq (A ) =
q∑

j=0

(2q − j )!q !

2q ! j !(q − j )!
A j . (4.3)

The Padé approximation does, however, not preserve the positivity of the density operator, as it is
similar to the CN method discussed above [11]. In addition, the computational and storage costs are
high.

Operator splitting methods divide the Lindblad superoperator into two parts. The operator ex-
ponential e∆tL ρ̂, see (2.30), is quite complicated, so splitting can be beneficial. We hope that by
splitting L , the two separate parts behave more nicely and can be approximated in an easier way.
We will look into two different options in the next section.

The Kraus superoperator lets an operator A act to the right-hand side of ρ̂, and its Hermitian
conjugate to left-hand side of ρ̂. It will be important in the next section and it is given by

K [A ] (ρ̂) =A ρ̂A †, (4.4)

and the vectorisation of the Kraus superoperator is∣∣K [A ] (ρ̂)
〉〉=A ⊗A ∗ |ρ̂〉〉. (4.5)

The Kraus representation is linear, positivity and trace-preserving and Hermitian [74], meaning all
three properties of ρ̂ are preserved. For this reason, the Kraus representation will be valuable in the
next section. Although we cannot directly implement it to approximate e∆tL , it is be very useful for
approximating other exponentials, for which we also need to preserve the three properties.

4.2. Operator Splitting Methods
The obvious choice would be to split the Lindblad superoperator into a Hamiltonian and a dissipative
part as

L =LH +LD , (4.6a)

LH (ρ̂) = i
[
ρ̂, Ĥ

]
, LD (ρ̂) =

∑
i

γi

(
L̂i ρ̂L̂†

i −
1

2

{
L̂†

i L̂i , ρ̂
})

(4.6b)

The next step is to apply a splitting scheme for the operator exponential. Applying the second-order
Lie-Trotter-Suzuki approximation gives

e∆tL = e∆tLD /2e∆tLH e∆tLD /2 +O (∆t 3), (4.7)

where LH and LD could in principle be interchanged, but such a change would not change anything
fundamentally. For a time-dependent Lindblad superoperator, the order as in (4.7) leads to a slightly
more efficient scheme. In this thesis, the Lindblad superoperator is time-independent, so the order
does not matter. Therefore, we can choose to just use the expression given in (4.7).

A second splitting choice divides the Lindblad superoperator as

L =L J +LL , (4.8a)

L J (ρ̂) = J ρ̂+ ρ̂ J †, LL(ρ̂) =
∑

i

γi L̂i ρ̂L̂†
i , (4.8b)
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where J is defined as

J =−iHeff, Heff = H + 1

2i

∑
i

γi L̂†
i L̂i . (4.9)

Here, we introduce the effective Hamiltonian Heff, which contains some of the factors that were ini-
tially part of the dissipation, together with the original Hamiltonian H . It can be shown that e∆tL J

preserves positivity [30]. The same argument holds for LH
1. The superoperator LL is a Kraus repre-

sentation with Kraus operators Li , which means that this superoperator is also positive. However, in
general, LD does not preserve positivity [11]. Therefore, we choose to continue to focus on the sec-
ond splitting method (4.8). In a similar way as before (4.7), we can approximate e∆tL in the context
of the second splitting scheme as

e∆tL = e∆tL J /2e∆tLL e∆tL J /2 +O (∆t 3). (4.10)

We can interchange L J and LL in the same way as before. For a time-dependent Lindbladian super-
operator, it is beneficial to use L J as the inner term, but in as we use the time-independent superop-
erator in this thesis, the expression as in (4.10), as is widely used in other research.

As LL has the Kraus representation form, a straightforward Taylor series truncation as defined in
(4.1), can approximate e∆tLL , while still preserving positivity. The other operator exponential, e∆tL J ,
can be approximated similarly by the following Kraus representation:

e∆tL J =K

[ M∑
α=0

Jα∆tα

α!

]
+O

(
∆t M+1) . (4.11)

Since this is a Kraus representation, it preserves positivity, trace and Hermiticity of the density op-
erator. Note that this splitting choice allows us to approximate e∆tL J and e∆tLL up to any order,
while preserving all the desired properties. However, the chosen splitting scheme for e∆tL imposes
a limit to the order of the total approximation, in this case the maximum is second order. To achieve
higher order approximation, a different scheme is needed. It has been shown that higher order Lie-
Suzuki-Trotter schemes require negative time weights [62]. In the next section, we will study another
approach suitable for higher order approximations, using Duhamel’s principle, and then use quadra-
ture methods for numerical integration.

4.3. Duhamel’s Principle
We can apply Duhamel’s principle to equation (3.55), where we regard LL as the forcing term, as [39]

ρ̂t+∆t = e∆tL ρ̂t = e∆tL J ρ̂t +
∫ t+∆t

t
e(t+∆t−s)L J LLρ̂sd s, (4.12)

where we defined ρ̂ν = ρ̂(ν) for convenience. Iterating this equation gives [61]

ρ̂t+∆t = e∆tL ρ̂t

=
∞∑

m=0

∫ t+∆t

t

∫ sm

t
...

∫ s2

t
e(t−sm )(L J )LLe(sm−sm−1)L J LL ...e(s2−s1)L J LLe(s1−t )L J ρ̂t ds1...dsm−1dsm

=
M∑

m=0

∫ t+∆t

t

∫ sm

t
...

∫ s2

t
e(t−sm )(L J )LLe(sm−sm−1)L J LL ...e(s2−s1)L J LLe(s1−t )L J ρ̂t ds1...dsm−1dsm

=+
∫ t+∆t

t

∫ sM+1

t
...

∫ s2

t
e(t−sM+1)(L J )LLe(sM+1−sM )L J LL ...e(s3−s2)L J LLe(s2−s1)L J ρ̂s1 ds1...dsM dsM+1.

(4.13)

1Note that LH multiplied by a factor is then also positivity preserving, e.g. (4.7) with factor 1/2. The same holds for the
other superoperators, for example LJ , which will be discussed in (4.10).
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Omitting the last term in (4.13) results in an approximation of ρ̂t+∆t of order O (∆t M+1). For example,
taking M = 1 yields the first order approximation

ρ̂t+∆t = eL J∆t ρ̂(t )+
∫ t+∆t

t
eL J (t+∆t−s1)LLeL J (s1−t )ρ̂t ds1 + O (∆t 2)

= eL J∆t ρ̂(t )+∆teL J∆t LLρ̂t + O (∆t 2),

(4.14)

where in the last expression we have approximated the integral to first order in∆t . It is our aim to find
a second or higher order approximation scheme. For a second order scheme (M = 2), (4.13) reduces
to

ρ̂t+∆t = eL J∆t ρ̂t +
∫ t+∆t

t
eL J (t+∆t−s1)LLeL J (s1−t )ρ̂t ds1

+
∫ t+∆t

t

∫ s2

t
eL J (t+∆t−s2)LLeL J (s2−s1)LLeL J (s1−t )ρ̂t ds1ds2 + O (∆t 3).

(4.15)

The second integral in the expression above becomes too complicated to approximate in a simple
way. Therefore, for a second or higher order scheme (M ≥ 2), we should further study approximation
methods for the integral in (4.13). We start by approximating e(t−s)L J by a Kraus representation as

e(t−s)L J =Jm(t , s)+O
(
(t − s)m+1) , Jm(t , s) :=K

[ m∑
α=0

Jα(t − s)α

α!

]
. (4.16)

The sum of integrals in (4.13) is time-translation invariant. Therefore, performing a time-translation
of −t , and substituting (4.16) into (4.13) gives

ρ̂t+∆t =
M∑

m=0

∫ ∆t

0

∫ sm

0
...

∫ s2

0
JM−m(∆t , sm)LLJM−m(sm , sm−1)LL ...

JM−m(s2, s1)LLJM−m(s1,0)ρ̂t ds1...dsm−1dsm

+O (∆t M+1),

(4.17)

Since (4.16) is in Kraus representation form, positivity is preserved. For convenience, we now intro-
duce

F M
m (s1, s2, ..., sm) =JM−m(∆t , sm)LLJM−m(sm , sm−1)LL ...JM−m(s2, s1)LLJM−m(s1,0), (4.18)

which contains all the terms inside the integral in (4.17). Substituting F M
m back into (4.17) simplifies

the expression as

ρ̂t+∆t =
M∑

m=0

∫ ∆t

0

∫ sm

0
...

∫ s2

0
F M

m (s1, s2, ..., sm)ρ̂t ds1...dsm−1dsm +O (∆t M+1) (4.19)

Note that each of the operators contained in F M
m (s1, s2, ..., sm) act successively on the density

operator. As each of these operators is in Kraus representation form, see (4.8b) and (4.16), F M
m also

is in Kraus representation form; positivity is conserved in (4.19).

4.4. High-dimensional Midpoint Method
In order to compute ρ̂(t +∆t ) we need to apply quadrature methods to approximate the nested inte-
gral in (4.17). We are interested in methods of third or higher order, as we already have a convenient
scheme for second-order approximation – see equation (4.10).
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In the context of numerical methods, we can rewrite (4.19) as

yn+1 =A (M)
∆t yn =

[ M∑
m=0

∫ ∆t

0

∫ sm

0
...

∫ s2

0
F M

m (s1, s2, ..., sm)ds1...dsm−1dsm

]
yn , (4.20)

where A M
∆t is an order-M scheme with time step ∆t . As yn (or ρ̂0) does not depend on s1...sM , it

allows us to take wn out of the integral. The term with m = 0 contains zero integrals and can be
approximated by Jn(t , s), an n’th order method. The other terms are more complex as they include
multiple layers of dependencies, and solving them might be challenging.

However, the Lindbladian superoperator L in (2.30) does not depend on time, which means that
solving the integral will be less complicated than using time-dependent Lindbladian operators. We
propose two strategies for approximating the integral. The first is the midpoint method for high-
dimensional integration as discussed in [11], and the second is the nested Runge-Kutta method,
which we developed ourselves. In this section we will focus on the midpoint method and in the
next section on the nested Runge-Kutta.

The general one-dimensional midpoint method is an explicit second-order time integration method,
and is given as

yn+1 =A (2,MP)
∆t yn = yn +∆t f

(
tn+ 1

2
, yn + ∆t

2 f (tn , yn)
)

. (4.21)

The specific implementation of this method for the single integral as in (4.14) can be found in [11].
For the nested integral, we use the high-dimensional midpoint method. This method is given as

A (M)
∆t (ρ̂∆t ) =JM (∆t ,0)ρ̂0 +

(
M−1∑
m=1

min(m,Nm )∑
n=1

∑
1≤k1<···<kn=m

∑
1≤ j1<···< jn≤Nm

F M
m (r jn , . . . ,r j1 )ρ̂0

· (∆t/Nm)m

k1!(k2 −k1)! · · · (kn −kn−1)!

)
+L M

L ρ̂0,

(4.22)

where Nm =
⌈

(∆t )m−M
⌉

, and r j =
(

j − 1
2

)
∆t
Nm

, for 1 ≤ j ≤ Nm . For more details on the derivation and
error analysis of this method, we refer to [11]. This method preserves the Hermiticity and positivity,
but not necessarily the trace. As discussed before, that is not a major issue and we can compensate
for this. Since it preserves the other two properties, the method is suitable for approximating the
time-evolution of ρ̂.

The high-dimensional midpoint method is, however, not efficient for fourth or higher order ap-
proximations, as the computational cost is of the order O

(
M M+2(N1)M

)= O
(
M M+2(∆t )M(1−M)

)
. Es-

pecially for small ∆t this increases quickly. The method might be useful for a third-order approxi-
mation, but is already too inefficient for fourth-order approximations. We would like to develop a
different algorithm or method that can approximate the nested integral more efficiently, while pre-
serving the positivity and Hermiticity of the density operator. In the next section we will study such
a method; nested Runge-Kutta.

4.5. Nested Runge-Kutta Methods
Another fourth-order method we can use to approximate the integral in (4.20) is fourth-order Runge-
Kutta (RK4), which can be both implicit and explicit. Since F M

m is in Kraus representation form, any
resulting RK scheme will be in Kraus representation form as well. Therefore, the method will preserve
trace, Hermiticity and positivity. Sandretto and Chapoutot [57] provide a coverage of different RK
schemes and their implementation.

Implementing Runge-Kutta for (4.20), however, is not straightforward, as a consequence of the
nested integral. Regular RK schemes only solve a single integral and should be modified for nested
integrals. We propose a recursive algorithm that can solve nested integrals, using the RK4 method,
but which can also be adapted for higher order methods.
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Explicit RK methods are relatively straightforward to implement compared to implicit methods.
The computation at each stage depends only on previously computed values and does not involve
solving nonlinear equations. Explicit methods are also computationally efficient, in contrast to im-
plicit methods, which may become a major issue, as the computational time of the implicit method
can possibly overtake the computational time of the MPS. Explicit RK is versatile and can be applied
to a wide range of non-stiff problems. Implicit methods are even more stable than explicit schemes
and can achieve high accuracy. In general, however, the high accuracy will not weigh up against the
increased computational costs2. In this study we are mostly interested in the long-term behaviour of
the system, the non-equilibrium steady state. Therefore, we have chosen to implement the explicit
RK4 method, which for a single integral in (4.20) is given by

w⃗n+1 =
[
I+ k1 +2k2 +2k3 +k4

6

]
w⃗n , (4.23a)

k1 =∆t f (tn , I), (4.23b)

k2 =∆t f (tn +∆t/2, I+k1/2), (4.23c)

k3 =∆t f (tn +∆t/2, I+k2/2), (4.23d)

k4 =∆t f (tn +∆t , I+k3). (4.23e)

The expression in (4.20) consists of multiple nested integrals, so a more advanced method is re-
quired. This is where the nested Runge-Kutta method comes into play. By recursively applying the
RK4 method at each level of the integral, the nested Runge-Kutta scheme efficiently handles multi-
level integration problems. Each stage of the RK4 in the outer loop calls another RK4 process for the
next level, ensuring that the accuracy and stability properties of RK4 are preserved throughout the
nested structure.

The algorithm start with setting up a normal RK4 approximation for the outer integral ranging
from 0 to ∆t . The weights k depend on the function f as in (4.23a), however, this f consists of all
other unknown integrals. The technique we propose, solves the next integral in a similar way, and we
use these approximations as inputs for the outer integral. We repeat this process for all integrals. The
innermost RK4 scheme solves a standard integral as in (4.23a), with f = F M

m (s1, s2, ..., sm). As each
stage of the nested integral depends on the approximation of all the inner integrals, this is a recursive
method. The nested Runge-Kutta algorithm is given in algorithm 1. n = 0 and s0 =∆t should be taken
as starting values. n increases with one for each stage of the integral. The total number of integrals
in m, and the last one is over F M

m (s1, s2, ..., sm). Therefore, at n = m −1, we do not call another RK4
stage, but instead approximate F M

m (s1, s2, ..., sm). Important to note is that the timestep for each
single integral is different, and is denoted by sn , depending on all the previous s j .

2In some situations, the implicit method might be preferred. Namely, high accuracy for the start of the simulation might
be beneficial for other studies focused on the short-term behaviour, as the system changes rapidly in this region.
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Algorithm 1 RK4(n, sn)

if n < m-1 then
k1 = sn RK4(n+1, 0)
k2 = sn RK4(n+1, sn/2) · (I+k1/2)
k3 = sn RK4(n+1, sn/2) · (I+k2/2)
k4 = sn RK4(n+1, sn) · (I+k3)

else
k1 = sn F M

m (0, sn , ..., s1)
k2 = sn F M

m (sn/2, sn , ..., s1) · (I+k1/2)
k3 = sn F M

m (sn/2, sn , ..., s1) · (I+k2/2)
k4 = sn F M

m (sn , sn , ..., s1) · (I+k3)
end if
return I+ (k1 +2k2 +2k3 +k4)/6

Because F M
m (s1, s2, ..., sm) is in Kraus representation form, the standard RK4 method for the inner-

most integral preserves trace, Hermiticity and positivity. By applying recursive RK4 schemes at each
level of the nested integral, we ensure that these properties are also preserved for the total nested
Runge-Kutta method. The computational cost of this scheme is of the order O (M M+1), which is con-
siderably less than the computational cost of the high-dimensional midpoint method, which is of
order O

(
M M+2(∆t )M(1−M)

)
. Therefore, this method is preferred to the previous one.

In order to achieve higher than fourth-order approximation schemes, there exist other RK meth-
ods, both explicit and implicit. An explicit fifth-order scheme has been developed by Dormand and
Prince [17], fifth- and sixth-order methods by Butcher [8][9], and a seventh-order method by Curtis
[14]. Implicit higher order methods are NIRK [37], and Lobatto methods [38], which can be useful
if higher accuracy is required. The algorithm we designed for RK4 can be easily adapted for higher
order methods. The intermediate stages k j can be replaced by the new stages and the order m can
be increased.
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5
Simulation Results

In this chapter, we present the results of the simulations of a linear Heisenberg model, using second-
order and fourth-order methods. We explained the details of these models, and the coupling of the
system to its environment using the Lindblad equation, in chapter 2. In chapter 3 we first derived
the MPS notation for a wavefunction, and after that the vMPDO notation for a vectorised density
operator. We also discussed the application quantum operators and the TEBD algorithm. In chapter
4 we reviewed several existing numerical methods for time evolution of the density operator and
analysed the operator splitting method. We implemented a Trotter approximation for a second-order
scheme and Duhamel’s principle in combination with the high-dimensional midpoint method. All
concepts of the previous chapters come together in this chapter when performing the simulations.
The simulations are created in Python, using of the model developed by Ates [1] as the basis to build
on. The Python model used in this thesis can be found at https://github.com/ajdebruyn/BEP.

The linear Heisenberg chain is described by the Heisenberg model in (2.19) applied to a linear
spin chain of length L. We assume the system to be in absence of an external magnetic field (h =
0) and the interactions to be the same in all directions (∆ = 1). Buča and Prosen [10] used exact
numerical diagonalisation and Monte Carlo methods to analyse the XXZ-model between two leads,
and we will compare our results to that study.

5.1. Second-Order Trotter Approximation
We consider a simulation with relatively large∆t and low χ, so the errors caused by these parameters
are more obvious. In the appendix, figure B.3 shows a simulation with a smaller timestep,∆t = 0.001.

(a) Over the whole time integration period. (b) For t = 25.

Figure 5.1: The expectation value of ŜZ for each site. (L = 12, ∆t = 0.02, χ= 15, ∆= 1)
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In figure 5.1, we see the expectation value of ŜZ , or the magnetisation in the z-direction, of the
XXZ-Heisenberg chain. Figure 5.1(a) demonstrates that the system settles around t = 10, but still
shows small oscillations for larger t . We analyse the dependence on ∆t and χ of these oscillations
below. Figure 5.1(b) presents the magnetisation profile of the spin chain in non-equilibrium steady
state. This result is similar to figure 2(h) in Buča and Prosen.

(a) The Euclidean norm of |ρ̂〉〉. (b) The trace of |ρ̂〉〉.

Figure 5.2: The norm and trace of |ρ̂〉〉 over time for the second-order Trotter approximation method. (L = 12, ∆t = 0.02,
χ= 15, ∆= 1)

Figure 5.2 shows the Euclidean norm and the trace of the vectorised |ρ̂〉〉. The norm error peaks
before t = 10 and settles on a value of order 10−5 after that. The trace starts increasing quickly after
t = 5 and does not settle. In section 3.4 we discussed why the trace is in general not preserved. Below,
we will further discuss the errors of the norm and the trace, respectively.

(a) The current I . (b) The energy E .

Figure 5.3: The current I through the chain and the energy E of the chain over time for the second-order Trotter approxi-
mation method. (L = 12, ∆t = 0.02, χ= 15, ∆= 1)

Figure 5.3 shows the spin transport, or current, through the chain an the energy of the chain. The
current is approximately 0.05 for the non-equilibrium steady state, with fluctuations of order 10−2.
The energy of the chain falls between 10.5 and 10.6, and the oscillations have an amplitude of the
same order. We shall see below that the amplitude of the oscillations of 〈ŜZ 〉 are also of this order.
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(a) 〈ŜZ 〉 at site 1 as a function of the time step∆t for different bond
dimensions χ.

(b) 〈ŜZ 〉 at site 1 as a function of the bond dimension χ for differ-
ent time steps ∆t .

Figure 5.4: The expectation value of SZ at site 1 for different time steps ∆t and bond dimensions χ for the second-order
Trotter approximation method. (L = 12, ∆= 1)

Figure 5.4 shows the magnetisation in the z-direction for site 1. The results for the other sites can
be found in the appendix in figures B.4 and B.5. We see that the points converge when the time step
∆t is small and the bond dimension χ is large. For increasing∆t , 〈ŜZ 〉 increases as well, if χ is smaller
than 19. For decreasing χ, 〈ŜZ 〉 increases faster than for increasing ∆t . It appears that the error of
〈ŜZ 〉 depends primarily on χ, rather than∆t , especially for sufficiently small∆t and high χ. However,
the other sites seem to behave slightly different compared to site 1. The ∆t dependence of the error
becomes stronger for sites further away from the edges and appears to be linear and takes over the
χ dependence. All sites appear to become unstable for ∆t > 0.04. Despite the increased error for the
bulk sites and the instability for large ∆t , the points do seem to converge for small ∆t and high χ.

(a) The oscillations as a function of the time step ∆t for different
bond dimensions χ.

(b) The oscillations as a function of the bond dimension χ for dif-
ferent time steps ∆t .

Figure 5.5: Amplitude of the oscillations of 〈SZ 〉 between t = 24 and t = 25 for different time steps∆t and bond dimensions
χ for the second-order Trotter approximation method. (L = 12, ∆= 1)

Figure 5.5 shows the amplitude of the oscillations in 〈SZ 〉 at t = 25, which are present in figure
5.1a. It is clear from this figure that the amplitude depends primarily on the time step ∆t and less
on the bond dimension χ. This is as expected because time integration methods are known to cause
oscillations under certain conditions. If the time step is too large, numerical instability can arise, as
we can see here. It is therefore important to choose an appropriate time step. The figure shows signs
of instability for ∆t ≥ 0.05. We see in figure 5.5(a) that the amplitude decreases with the time step, so
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the oscillations disappear for small enough ∆t .

(a) The norm at at t = 25 as a function of the time step ∆t for dif-
ferent bond dimensions χ.

(b) Log-log plot of the norm error at t = 25 as a function of the time
step ∆t for different bond dimensions χ.

(c) The norm at at t = 25 as a function of the bond dimension χ for
different time steps ∆t .

(d) The maximum norm error over all t as a function of the time
step ∆t for different bond dimensions χ.

(e) Log-log plot of the maximum norm error over all t as a function
of the time step ∆t for different bond dimensions χ.

(f ) The maximum norm error over all t as a function of the bond
dimension χ for different time steps ∆t . (L = 12, ∆= 1)

Figure 5.6: The Euclidean norm of |ρ̂〉〉 at t = 25 for different time steps ∆t and bond dimensions χ for the second-order
Trotter approximation method. There are two types of errors considering the norm; 1. The error at t = 25 for the approxi-
mately non-equilibrium steady state solution, see (a-c). 2. The maximum error over all t, see (d-f).

Figure 5.6 shows the Euclidean norm and the corresponding error of |ρ̂〉〉. The error of the norm
both at t = 25 and of the maximum over all t is quadratic with the time step∆t , as is evident from the
log-log plots. The norm (error) is not highly dependent on the bond dimension χ, but there seems
to be an almost negligible increase in the norm for increasing χ. The figures show signs of instability
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for ∆t > 0.05.

(a) The trace at t = 25 as a function of the time step∆t for different
bond dimensions χ.

(b) The trace at t = 25 as a function of the bond dimension χ for
different time steps ∆t .

Figure 5.7: The trace of |ρ̂〉〉 at t = 25 for different time steps ∆t and bond dimensions χ for the second-order Trotter
approximation method. (L = 12, ∆= 1)

Figure 5.7 shows the trace of |ρ̂〉〉, which is in general, as stated in section 3.4, not preserved.
This is exactly what our results show, as the trace converges to a value close to 1.5. For ∆t ≤ 0.4,
the convergence occurs quickly for decreasing ∆t . Interestingly, the trace increases approximately
linearly with χ, for χ≥ 13.

(a) The current I at t = 25 as a function of the time step ∆t for
different bond dimensions χ.

(b) The current I at t = 25 as a function of the bond dimension χ

for different time steps ∆t .

Figure 5.8: The current I through the chain at t = 25 for different time steps∆t and bond dimensionsχ for the second-order
Trotter approximation method. (L = 12, ∆= 1)

Figure 5.8 shows the current through the chain for the non-equilibrium steady state. The ∆t
dependent error is clearly linear for small ∆t (< 0.04). The current converges to a value between 0.4
and 0.5 for all χ≥ 15. Similar to the previous figures, there appears to be instability for ∆t ≥ 0.05.
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5.2. Third-Order High-Dimensional Midpoint Method
In the previous section we analysed the results of the second-order Trotter approximation method.
In this section we analyse the simulation using the third-order high-dimensional midpoint method
as described in section 4.4. We use the same time step ∆t and bond dimension as in the previous
section.

(a) Over the whole time integration period. (b) For t = 25.

Figure 5.9: The expectation value of ŜZ for each site for the third-order high-dimensional midpoint method. (L = 12,
∆t = 0.02, χ= 15, ∆= 1)

In figure 5.1, we see the magnetisation in the z-direction of the XXZ-Heisenberg chain. These
results are very similar to the second-order plots. Figure 5.1(a) shows oscillations, which are smaller
than before. We analyse the dependence on∆t and χ of the oscillations below. Figure 5.1(b) presents
the magnetization profile of the spin chain in non-equilibrium steady state, which is approximately
the same as before.

(a) The Euclidean norm of |ρ̂〉〉. (b) The trace of |ρ̂〉〉.

Figure 5.10: The norm and trace of |ρ̂〉〉over time for the third-order high-dimensional midpoint method. (L = 12,∆t = 0.02,
χ= 15, ∆= 1)

Figure 5.10 shows the Euclidean norm and the trace of the vectorized |ρ̂〉〉. The norm error
steadily increases for t > 15, whereas before the error peaked before t = 10 and settled after that.
The trace deviates from one, but not as much as before. For the second-order approximation the
trace increased steadily without settling, which is clearly different for the third-order method, which
stays closer to the real value one. Below, we will further discuss the errors of the norm and the trace,
respectively.

Figure 5.11 shows the spin transport, or current, through the chain an the energy of the chain.
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(a) The current I . (b) The energy E .

Figure 5.11: The current I through the chain and the energy E of the chain over time for the third-order high-dimensional
midpoint method. (L = 12, ∆t = 0.02, χ= 15, ∆= 1)

The current falls between 0.04 and 0.05 for the non-equilibrium steady state, which is 0.005 less than
for the second-order approximation. The energy of the chain is approximately 10.6, which is 0.05
more than before, and the amplitude of the oscillations is smaller as well.

(a) 〈ŜZ 〉 at site 1 as a function of the time step∆t for different bond
dimensions χ.

(b) 〈ŜZ 〉 at site 1 as a function of the bond dimension χ for differ-
ent time steps ∆t .

Figure 5.12: The expectation value of SZ at site 1 for different time steps ∆t and bond dimensions χ for the third-order
high-dimensional midpoint method. (L = 12, ∆= 1)

Figure 5.4 shows the magnetisation in the z-direction for site 1. The results for the other sites can
be found in the appendix in figures B.6 and B.7. The shape of the lines in this figure are completely
different than before. We see that the points converge less quickly than for the second-order method,
and to a slightly higher value. For increasing∆t , 〈ŜZ 〉 decreases. For decreasingχ, 〈ŜZ 〉 first decreases
and then increases. The error is mainly determined by our choice for ∆t , as long as χ ≥ 15. Most of
the other sites seem to behave similarly compared to site 1. Despite the larger error, the points do
seem to converge, but to slightly higher values.
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(a) The oscillations as a function of the time step ∆t for different
bond dimensions χ.

(b) The oscillations as a function of the bond dimension χ for dif-
ferent time steps ∆t .

(c) Log-log plot of the oscillations as a function of the time step∆t
for different bond dimensions χ.

Figure 5.13: Amplitude of the oscillations of 〈SZ 〉between t = 24 and t = 25 for different time steps∆t and bond dimensions
χ, for the third-order high-dimensional midpoint method. (L = 12, ∆= 1)

Figure 5.13 shows the amplitude of the oscillations in 〈SZ 〉 at t = 25, which are present in figure
5.9a. It is clear from this figure that the amplitude depends primarily on the time step ∆t , which
was also the case for the second-order method. However the amplitudes for the third-order method
are smaller than for the second-order method. The amplitude appears to be of order O (∆t 2), how-
ever, there also is an offset of approximately 0.002. Therefore, the oscillations will probably not fully
disappear for small ∆t .
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(a) The norm at at t = 25 as a function of the time step ∆t for dif-
ferent bond dimensions χ.

(b) Log-log plot of the norm error at t = 25 as a function of the time
step ∆t for different bond dimensions χ.

(c) The norm at at t = 25 as a function of the bond dimension χ for
different time steps ∆t .

(d) The maximum norm error over all t as a function of the time
step ∆t for different bond dimensions χ.

(e) Log-log plot of the maximum norm error over all t as a function
of the time step ∆t for different bond dimensions χ.

(f ) The maximum norm error over all t as a function of the bond
dimension χ for different time steps ∆t .

Figure 5.14: The Euclidean norm of |ρ̂〉〉 at t = 25 for different time steps ∆t and bond dimensions χ for the third-order
high-dimensional midpoint method. There are two types of errors considering the norm; 1. The error at t = 25 for the
approximately non-equilibrium steady state solution, see (a-c). 2. The maximum error over all t, see (d-f). (L = 12, ∆= 1)

Figure 5.14 shows the Euclidean norm and the corresponding error of |ρ̂〉〉. These results are very
similar to the results obtained with the second-order method. The error of the norm both at t = 25
and of the maximum over all t is of the order O (∆t 2.5), as is evident from the log-log plots. Similarly
as before, the norm (error) is not highly dependent on the bond dimension χ.
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(a) The trace at t = 25 as a function of the time step∆t for different
bond dimensions χ.

(b) The trace at t = 25 as a function of the bond dimension χ for
different time steps ∆t .

Figure 5.15: The trace of |ρ̂〉〉 at t = 25 for different time steps ∆t and bond dimensions χ for the third-order high-
dimensional midpoint method. (L = 12, ∆= 1)

Figure 5.15 shows the trace of |ρ̂〉〉, which is in general, as stated in section 3.4, not preserved,
which was also the case for the second-order method. However, these results show that for the third-
order method the trace is preserved, for the right choice of ∆t and χ. The figure shows that the bond
dimension should be at least 15, such that the trace converges to one in ∆t .

(a) The current I at t = 25 as a function of the time step ∆t for
different bond dimensions χ.

(b) The current I at t = 25 as a function of the bond dimension χ

for different time steps ∆t .

Figure 5.16: The current I through the chain at t = 25 for different time steps∆t and bond dimensions χ for the third-order
high-dimensional midpoint method. (L = 12, ∆= 1)

Figure 5.16 shows the current through the chain for the non-equilibrium steady state. These
results are similar to the second-order method, especially for χ ≥ 13 and t ≤ 0.06. The current is
linear in ∆t , just as before.
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6
Conclusion

In this thesis we successfully implemented the Lindblad equation for MPS using operator splitting
methods. A second-order scheme was developed by applying a Trotter approximation and a thrid-
order scheme by introducing Duhamel’s principle and applying the high-dimensional midpoint method.
We simulated an XXZ-Heisenberg chain and the CISS effect, using vectorised MPDO’s and the TEBD
algorithm. The non-equilibrium steady state is of particular interest to us, as it provides information
about the long term dynamics of the system.

The simulation of the Heisenberg model showed that the magnetisation profile of the chain in
non-equilibrium steady state is similar to the study of Buča and Prosen [10]. The amplitude of the
oscillations of the magnetization of sites in the bulk appeared to be linear with the time step ∆t ,
which would suggest a first-order error, instead of a second or third-order error we expected. The
amplitude decreased slowly for higher bond dimension χ, but this was dominated by the ∆t depen-
dence. There was no correlation visible between ∆t and χ. Therefore, ∆t mainly determines the size
of the error in the magnetisation.

For the second-order method, the relative error of the norm of the vMPDO is of the order 10−5,
whereas the relative error of the trace is of the order 100. Recall from section 3.4 that MPS preserves
norm and not trace. Therefore, these results are not surprising. On top of that, figure 5.6 shows that
the time evolution scheme of the norm is indeed of order O (∆t 2). For the third-order method, the
norm error is of the order 10−4, one order larger than the second-order method, but the relative error
of the trace is of order 10−2 for small enough ∆t and large enough χ, which is a major improvement.

Interesting to note is that the norm error increases slightly for higher χ. This is explained by
the fact that the error in the norm depending directly on χ is very small, but that the increasing
complexity for the higher bond dimensions causes increasing errors. For the second-order method,
the error in the trace includes a constant between 0.5 and 0.6, which does not exist for the third-order
method.

The current through the chain is linearly dependent on the stepsize ∆t , converging to a value in
around 0.04, depending on the method. It is very intersting that the choice for ∆t has a significant
effect on the measured current, as the current depends linearly on ∆t . The error depending on χ is
similar to the norm error.

For a time step ∆t of 0.05 or larger, the time-evolution becomes numerically unstable. Some
properties, such as the oscillations in 〈ŜZ 〉 and the current appear to be linearly dependent on ∆t ,
whereas the norm error is of the order O (∆t 2) and O (∆t 2), depending on the method. Most properties
did not show a strong dependency on the bond dimension χ, especially for χ ≥ 15. We therefore
conclude that the choice for ∆t mainly determines the accuracy of the simulation.

The second-order Trotter approximation method is more accurate for the norm and magneti-
sation profile. The third-order high-dimensional midpoint method is significantly more accurate
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for the trace and has smaller oscillation amplitudes. The third-order method did not show any third-
order behaviour, but rather O (∆t 2.5) for the norm, and quadratic order for the oscillation amplitudes.
This result raises doubts about the actual order of the method. Nevertheless, we recommend the
third-order method, as it preserves trace, and performs (almost) as well as the second-order method
for the other properties.

An interesting extension of the model is to increase the order of the time-evolution scheme. As men-
tioned before, we proposed a nested Runge-Kutta method, which can even be easily adapted for
higher order schemes by swapping RK4 with another RK method. The current algorithm is not very
efficient, which will not be a problem for RK4, but can become problematic when applying higher
order Runge-Kutta methods. A more efficient algorithm should be developed when increasing the
approximation order.

For this thesis, there was no opportunity to make use of super computers, so the possible chain
lengths, time steps, bond dimensions and approximation orders we could consider were limited. It
would be very interesting to extend this research by studying longer chains, smaller time steps, higher
bond dimensions and higher approximation orders.

In this thesis, we assumed that the interactions are local, allowing us to split the Hamiltonian into
smaller pieces for efficient time-evolution. Not all quantum systems have these local interactions. In-
stead of splitting the Hamiltonian, an MPDO of the time-evolution operator could be implemented.
Jaschke et al. [33] and Hubig et al. [32] provide a solid basis on MPO’s.
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A
Violation of Positive Semi-Definiteness for

the Euler Method

We will present an example in which the Euler method does not preserve the positive semi-definiteness
of the density operator.

Consider the Lindblad equation:

d ρ̂

d t
=−i[Ĥ , ρ̂]+∑

k

(
L̂k ˆ̂ρL̂†

k −
1

2
{L̂†

k L̂k , ρ̂}

)
We will use the explicit Euler method to discretise this equation:

ρ̂(t +∆t ) = ρ̂(t )+∆t

(
−i[Ĥ , ρ̂(t )]+∑

k

(
L̂k ρ̂(t )L̂†

k −
1

2
{L̂†

k L̂k , ρ̂(t )}

))

Consider a two-level system with the following:

ρ̂ =
(
1 0
0 0

)
, Ĥ =

(
0 1
1 0

)
, L̂ =

(
0 1
0 0

)
, ∆t = 0.1.

Now we calculate the ρ̂(t +∆t ):

−i[Ĥ , ρ̂] =−i

(
0 1
1 0

)(
1 0
0 0

)
+ i

(
1 0
0 0

)(
0 1
1 0

)
=

(
0 i
−i 0

)

L̂ρ̂L̂† =
(
0 1
0 0

)(
1 0
0 0

)(
0 0
1 0

)
=

(
0 0
0 0

)

1

2
{L̂†L̂, ρ̂} = 1

2

((
1 0
0 0

)(
1 0
0 0

)
+

(
1 0
0 0

)(
1 0
0 0

))
= 1

2

(
1 0
0 0

)

ρ̂(t +∆t ) =
(
1 0
0 0

)
+0.1

((
0 i
−i 0

)
+

(
0 0
0 0

)
− 1

2

(
1 0
0 0

))
=

(
0.95 0.1i
−0.1i 0

)
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To check if ρ̂(t +∆t ) is positive semi-definite, we need to ensure that all its eigenvalues are non-

negative. The eigenvalues of ρ̂(t +∆t ) =
(

0.95 0.1i
−0.1i 0

)
can be calculated as:

∣∣∣∣ 0.95−λ 0.1i
−0.1i −λ

∣∣∣∣= 0,

λ= 1

2

(
0.95±

√
0.952 +4× (−0.1i)×0.1i

)
,

λ1 = 0.960, λ2 =−0.010.

One of the eigenvalues is negative, meaning that ˆ̂ρ(t +∆t is not positive semi-definite. We conclude
that the Euler method does not preserve positive semi-definiteness.
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B
Additional figures

B.1. Hubbard Model
Figures B.1 and B.2 visualise the application of all operators in a Hubbard model. Figure B.2 is an
extension of figure B.1, including the operators associated with the SOC coupling.

Figure B.1: The general Hubbard model for a quantum chain of length 4. Two lines of the same colour represent the up and
down state at one site. The Coulomb interaction is light grey, and the hopping interaction is dark grey. From [1]. Reprinted
with permission.

55



Figure B.2: The Hubbard model for a quantum chain of length 4 with spin-orbit coupling. Two lines of the same colour
represent the up and down state at one site. The Coulomb interaction is light grey, the hopping interaction is dark grey,
and the spin orbit coupling is black. From [1]. Reprinted with permission.
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B.2. Simulation Results
We present extra figures of the simulations in addition to the results showed in chapter 5. Figure
B.3 shows the result of the second-order Trotter approximation method with time step ∆t = 0.001,
instead of ∆t = 0.02. Figures B.4 and B.5 show the magnetisation profile for each site of the chain
for the Trotter approximation. Figures B.6 and B.7 show the magnetisation profile for each site of the
chain for the third-order high-dimensional midpoint method.

(a) 〈ŜZ 〉 for each site over time. (b) 〈ŜZ 〉 for each site at t = 25.

(c) The norm of |ρ̂〉〉 over time. (d) The trace of |ρ̂〉〉 over time.

(e) The current through the chain over time. (f) The energy of the chain over time.

Figure B.3: Simulation of the XXZ-Heisenberg chain (L = 12, ∆t = 0.001, χ= 15, ∆= 1)
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(a) Site 1 (and 12) (b) Site 2 (and 11)

(c) Site 3 (and 10) (d) Site 4 (and 9)

(e) Site 5 (and 8) (f) Site 6 (and 7)

Figure B.4: The expectation values of SZ at sites 1 through 6 as a function of ∆t for different χ for the second-order Trotter
approximation. The expectation values for the sites 7 through 12 are analogous, but negative, as the solution is symmetric,
see 5.1a. (L = 12, ∆= 1)
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(a) Site 1 (and 12) (b) Site 2 (and 11)

(c) Site 3 (and 10) (d) Site 4 (and 9)

(e) Site 5 (and 8) (f) Site 6 (and 7)

Figure B.5: The expectation values of SZ at sites 1 through 6 as a function of χ for different ∆t for the second-order Trotter
approximation. The expectation values for the sites 7 through 12 are analogous, but negative. (L = 12, ∆= 1)
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(a) Site 1 (and 12) (b) Site 2 (and 11)

(c) Site 3 (and 10) (d) Site 4 (and 9)

(e) Site 5 (and 8) (f) Site 6 (and 7)

Figure B.6: The expectation values of SZ at sites 1 through 6 as a function of ∆t for different χ for the third-order high-
dimensional midpoint method. The expectation values for the sites 7 through 12 are analogous, but negative, as the solu-
tion is symmetric, see 5.9a. (L = 12, ∆= 1)
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(a) Site 1 (and 12) (b) Site 2 (and 11)

(c) Site 3 (and 10) (d) Site 4 (and 9)

(e) Site 5 (and 8) (f) Site 6 (and 7)

Figure B.7: The expectation values of SZ at sites 1 through 6 as a function of χ for different ∆t for the third-order high-
dimensional midpoint method. The expectation values for the sites 7 through 12 are analogous, but negative. (L = 12,
∆= 1)
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