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Abstract

During water electrolysis for the production of hydrogen and oxygen, many bubbles are formed at
the electrodes. The presence of these bubbles causes a number of side effects such as a significant
increase in the total cell resistance (e.g., electrical circuit resistances, transport related resistances, and
electrochemical reaction resistances). The efficiency of water electrolysis is therefore closely related
to the presence of bubbles in the electrolyte.

In this work, the focus is on the numerical modeling of the evolution of the bubble layer in a vertical
channel with gas-evolving electrodes on either side of the channel. One of the problems is the growth
of rising bubbles along the electrode, which affects the shape and thickness of the bubble layer. This
bubble growth depends on four main phenomena, e.g., bubble coalescence, change in hydrostatic
pressure, presence of water vapor, and mass transfer of dissolved gas. Of these, the mass transfer of
dissolved gas contributes the most to bubble growth. Accounting for this growth can be crucial to the
computational effort to accurately simulate the bubble plume shape and thickness.

By coupling a multi-phase flow model to the transport of dilute species, the bubble layer could be
simulated. The simulation results were compared with experimental data, which showed that including
mass transfer in the simulations could accurately simulate the bubble layer (in shape and thickness)
over a wide range of different operating conditions.
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Introduction

1.1. Introduction

The consumption of fossil fuels is responsible for the emissions of harmful greenhouse gases linked
to global climate change. Also, global oil and gas reserves will be exhausted by the middle of the 21st
century. This will lead to scarcity and jeopardize future energy needs. A more desirable scenario is
to keep these reserves in the ground, which prevents unnecessary emissions of harmful greenhouse
gases. Therefore, dependence on fossil fuels is not sustainable. Since scientific and public awareness
of these problems has increased, political debate and policy-making has shifted and moved to a more
sustainable way to satisfy the energy demands, e.g., the European Union has adopted a new climate
and energy plan which includes delivering a minimum of 27% share of renewable energy consumption
by 2030 [9]. An agreement has been reached that a clean sustainable and renewable resource based
energy system is needed. However, the transition to renewable energy sources, especially the ones
dedicated to electric generation (i.e., wind and solar energy) gives rise to new challenges. A few of
these challenges are storing and utilization of surplus energy, energy supply reliability and location
specificity. Hydrogen production systems can help to overcome these challenges. Since converting
renewable electrical energy into hydrogen via water electrolysis is a potential option. Hydrogen is a
clean energy carrier, the most abundant element in the universe, has the highest energy per unit mass
and can be easily stored. Therefore, hydrogen is considered one of the best alternatives to fossil
fuels to ensure global stability and sustainability. Hydrogen production is often limited to small-scale
operations. However, efforts are being made to improve the efficiency of water electrolysis.

1.2. Problem statement

Hydrogen is being produced from various renewable and non-renewable energy resources. Currently,
96% of the global hydrogen production comes from non-renewable energy resources (e.g., steam re-
forming of methane, oil reforming, and coal gasification) [38]. The usage of these fossil fuels produces
low purity hydrogen along with high concentrations of harmful greenhouse gases [15]. An environ-
mentally friendly way to produce hydrogen is via water electrolysis. Hydrogen produced by electrolysis
has a few advantages such as high purity and simplicity of the system. Currently, only 4% of global
hydrogen is produced by the electrolysis of water [27]. Reducing capital and operating costs is key
to the widespread use of water electrolysis. However, improvements are required regarding the ef-
ficiency of water electrolysis. There are several resistance barriers in water electrolysis causing low
efficiencies (e.g., electrical circuit resistances, transport related resistances, and electrochemical re-
action resistances). Transport related resistances are significant in alkaline electrolyzers forcing it to
operate at relatively low current density. There are two main reasons why resistance occurs. First, the
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1. Introduction

formation of hydrogen gas bubbles and oxygen gas bubbles in the electrolyte, which causes the electric
resistance in the electrolyte to increase. Operating at higher current densities will only exacerbate this
effect. The second effect is the growing bubbles on the surface of the electrode. These bubbles will
screen off reactants that require to be transported to the electrodes. This effect is also known as bubble
screening and will decrease the active area of the electrode [3]. Although the screening layer is fairly
small, the effect it has on the efficiency of water electrolysis is notable. To reduce these negative effects
of the bubbles on the energy efficiency, several process intensification methods have been developed
and are listed below:

Ultrasound [62].
Lorentz force [64].
Centrifugal force [8].

Forced electrolyte flow [34].

These process intensification methods will intensify multiphase separation. The common denom-
inator of these processes is the reduction of the average bubble residence time. To understand the
impact of the bubbles on the performance of the electrolyzer, these intensification techniques are stud-

ied.

1.3.

Research questions

The following research questions have been developed:

1.4.

Is the electrolyte in the vicinity of the electrode supersaturated with dissolved gas? If so, how far
does this supersaturation extend, and to what degree?

Will the bubble continue to grow once released from the electrode? If so, how much growth can
be expected once it is released?

How does bubble growth affect the shape of the bubble plume?

Does the size of the bubble affect the position of the bubble relative to the electrode?

Document structure

This thesis consists of six chapters. The first chapter is the introduction, in which the problem statement
and the research questions are discussed. The following chapters are structured as follows:

Chapter 2 contains the basic principles of water electrolysis, the mass transfer of dissolved gas
and the influence of bubbles in the electrolyte. Also the numerical models will be discussed.

Chapter 3 describes the models used, including the computational geometries, the assumptions
made, and a comparison between the different models are made.

Chapter 4 presents and analyzes the results of the project, these results are then compared with
the experimental data available.

Chapter 5 sums up the main conclusions of the study.

Chapter 6 several recommendations are made.



Theory

2.1. Fundamentals of water electrolysis

Water electrolysis is an electrochemical process used to split water molecules into hydrogen gas and
oxygen gas. The basic water electrolysis unit includes an anode, a cathode, a diaphragm, a power
supply and an electrolyte, as illustrated in figure 2.1.

_ H; 1/20;
A

2H0+28— 20H=1/20,
H+20H™ +H,0+28
Cathode Anode
A Y ] d .
: \ [
2H;0 H:0

NaOH (KOH)

Figure 2.1: Schematic diagram of a traditional alkaline electrolysis cell [33]. The yellow region between the electrode is the
diaphragm. Nowadays the zero gap cell design (no gap between the electrodes and the separator) is chosen over the
traditional design [39].

The electrodes are generally made from nickel based alloys, which are low in cost, have a good
electric conductivity and have high catalytic activity [21]. The electrodes are immersed in an electrolyte.
An electrolyte is a substance that, when dissolved in a solvent, allows the conduction of ions. In alka-
line electrolyzers, potassium hydroxide solution is mainly used with water as a solvent. Between the
electrodes, a diaphragm is placed. A diaphragm is a micro-porous material with the average pore sizes
of less than 1 pm, allowing the transport of water, dissolved species, ions between the anode and the
cathode compartments, and the separation of gases [11]. Both electrodes are connected to an external
power supply. In order for the reaction to take place a potential difference between the two electrodes
is required. When operating, hydroxide ions are formed at the cathode by the reduction of liquid water
into gaseous hydrogen, as stated by equation (2.1). The hydroxyl ions migrate through the electrolyte
towards the anode where they are oxidized into oxygen and water, as shown in equation (2.2).

Cathode : 2H,0(l) + 2e” = 2Hyg + 20H (2.1)

3



4 2. Theory

_ 1 _
Anode : 20H = EOQ(g) + Hoo (D) + 2e (2.2)

The overall reaction of the alkaline electrolysis cell is shown in equation (2.3).

Overall reaction : 2H,O(l) = 0,(g) + 2H,(g) (2.3)
2.1.1. Cell configuration

The efficiency of water electrolysis is closely related to the presence of bubbles in the electrolyte. In
industrial applications, gas generating electrodes are therefore oriented in a vertical position, this will
prevent the accumulation of bubbles. The formation of bubbles causes multiple side effects. First, the
bubbles accelerate the electrolyte flow in the vicinity of the electrode, which improves the mass transport
of dissolved gas. Second, bubbles act as moving electrical insulators, affecting the current density
distribution and increasing the resistance across the electrolyzer [19]. To mitigate this side effect,
several cell designs have been developed that allow efficient removal of gas bubbles [25]. Another way
to reduce the gas fraction is to increase the pressure or circulate the electrolyte. The latter option is used
in most industrial electrolyzers, shown in figure 2.2a. However, circulating the electrolyte in industrial
applications is used to dissipate the heat rather than the bubbles. This cell configuration is called the
forced convection design, the electrolyte is circulated using an external pump. The second design is
the convection induced circulation and is shown in figure 2.2b. Here flow and mass transfer can be
imposed by electrochemically producing bubbles at an electrode surface. The last design is the no
net flow configuration, shown in figure 2.2c. The electrolyte undergoes an upward flow imposed by the
bubbles. However, the free surface prevents the liquid from creating a net flow. Once the liquid reaches
the free surface, it will move downwards near the central part of the cell and form two recirculation loops.
This setup is not used in industry but is often used to better characterize the fundamental aspects of
the flow, i.e., the spreading of the bubble plume [19].

b Electrolyte + c Bubbles
bubbles Free surface bb
% 8 - o o Electrolyte+ © © d Bubbles
&0 o 0a?
5 8 o0 022 o bubble a®
— f5 %, o) N oy
Inert wallfo o o %0 o © Free surface
g;go 2% o8 © &0
on 0
nooa ogg °°°<IP ° :
?ﬂ & o o Oﬂn o o
& 0 -] [+] 000 (= -]
° o o L) oo
Electrode o ° ° °38
£° 6 ® 200 L]
200 S o B0 o
T: 0 00: 29
o & §%o oo
© oo o
° o
£° 09 oo
000 P 0
o0 o
o Electrolyte © E
la (4]
U U :
Pumped o
electrolyte
(a) Forced convection design (b) Convection induced design (c) No net flow design

Figure 2.2: Different configurations of vertical electrolyzers. [19]
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2.1.2. Resistances in an electrolysis cell

As stated before an electrochemical reaction requires a sufficient electrical energy supply. This energy
supply needs to overcome the reversible cell voltage as well as energy losses due to resistances.
These resistances include electrical resistance of the circuit, activation losses, reduction of electrode
surface due to partial coverage by gas bubbles and ionic transfer losses within the electrolyte solution.
Figure 2.3 shows the resistance as an electrical circuit analogy.

RElec 1 Ranudc— R:jz Relectrolyte Rdlapn'agm RHQ Rcathnde Relec 2
Figure 2.3: Resistances in the water electrolysis system through an electrical circuit analogy.

The first resistance on the left is R ; and is the external electrical circuit resistance at the anode,
which includes the wiring and connections. The second resistance is the R,,,4 and indicates the
losses due to the overpotential of the oxygen evolution reaction. R, expresses the resistance due
to partial coverage of the anode by the oxygen bubbles. The resistances coming from the electrolyte
and diaphragm are noted as Rgiecirolyte @Nd Ryiaphragm- Ruz Specifies the resistance due to partial
coverage of cathode by the hydrogen bubbles. Next is the R.,iho4e CaUsed by the overpotential for the
hydrogen evolution reaction. The electrical resistance on the cathode side is noted as Rj.. 5. The total
resistance of an electrolysis cell can be written as equation (2.4).

Rrotal = Relec,l + Ranode + ROZ + Relectrolyte + Rdiaphragm + Ruz + Reathode Relec,2 (24)

These resistances can be categorized into three groups. The first group is the electrical resistances,
the second group is the transport resistances and the last group includes the reaction resistances [66].

+ Electrical resistances: represent the losses in an electrolytic cell that occur mainly at the elec-
trodes, electrical wires, and metal-metal joints. Optimization of the cell design can reduce the
electrical resistance. The electrical resistance can be calculated with Ohm’s law, shown in equa-
tion (2.5). Ohm’s law is defined as the ratio of the voltage over the current. Rejec 1 and Rejec 2
belong to this category.

U
Reiircuit = 7 (2.5)

» Transport related resistances: are physical resistances such as bubble screening of the elec-
trodes, bubbles present in the electrolyte. Also, resistances due to ionic transfer in the elec-
trolyte belong to this category. Utilizing process intensification methods, transport related resis-
tances are minimized, which is essential to make water electrolysis profitable. Ros, Reiectrolytes
Raiaphragm @nd Ry, are considered as transport resistances.

» Electrochemical reaction resistances: are resistances due to the overpotentials required to over-
come the activation losses, low activity, and degradation of the electrode surfaces. Applying
nickel based alloys for the electrodes will decrease electrochemical reaction resistances. R,;04e
and R .inode belong to the reaction resistances.



6 2. Theory

Transport related resistances and reaction resistances, such as gas bubbles covering the electrode
surfaces, gas bubbles present in the electrolyte, and overpotential of hydrogen and oxygen evolution
are dependent on the current density. Another transport related resistance can be attributed to the
dissolved hydrogen and oxygen gas in the electrolyte, which causes an increase in overpotential. This
is also dependent on the current density, as shown by Shibata et al. [46]. The resistance through the
diaphragm and wiring is fairly constant as the current density increases.

2.2. Mass transfer

During electrolysis, the electrolyte in the vicinity of the electrodes quickly becomes enriched with dis-
solved gases, which locally reaches supersaturation. This has been experimentally proven and re-
ported [47], [45]. Shibata et al. conducted these experiments, he used a solution that contains 1 molar
of sulphuric acid at room temperature and atmospheric pressure. The results of these experiments
are shown in figure 2.4. The supersaturation of hydrogen has a limiting value at 11.6-10~2 mol/l for
currents exceeding about 300 A/m? , which is well over 100-fold of the saturation value [47]. Vogt
et al. corrected these results by including the effect of OH™ [53]. Because of these corrections, the
concentration found by Vogt differs from that of Shibata, especially at higher current densities. The
supersaturation of oxygen exhibited a limiting value of 9.0-10~2 mol/l for currents exceeding about 200
A/m?, which is about 70-fold of the saturation value [45]. The results regarding the hydrogen side are
shown in figure 2.4a and the results regarding the oxygen side are shown in figure 2.4b. Such high su-
persaturation can be attributed to the extremely low gas solubility, the low diffusivity of gases in liquids,
combined with the very high production rate of hydrogen/oxygen, making it difficult for the dissolved
gases to escape, resulting in an accumulation of dissolved gasses.
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Figure 2.4: The concentration of dissolved gas as a function of the current density in a 1 molar sulfuric acid solution.

Furthermore, the surface state of the electrode is important in the supersaturation levels, as demon-
strated in an experiment performed by Shibata et al. [46]. In this experiment, it has been shown that
the supersaturation is significantly higher when using a smooth electrode surface compared to a rough
electrode surface. The results of this experiment are shown in figure 2.5. Here the overpotential caused
by the presence of dissolved hydrogen gas is plotted against the current density, which is indicated with
the white dots. Noticeable is the difference in overpotential for the different surface conditions of the
electrode. From this, we can conclude that the concentration of dissolved gas adjacent to the electrode
surface is dependent on the surface condition of the electrode.
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Figure 2.5: The overpotential due to dissolved hydrogen as a function of current density in a 0.5 molar sulfuric acid solution.
The experiments were performed with and without agitation of the electrolyte, indicated by the crosses and circles, respectively.
The black dots the overpotential when the roughened platinum cathode is heated. [46]

Figure 2.4 shows the area adjacent to the electrode is oversaturated. However, only a fraction of
the initially completely dissolved gas is desorbed by the gas bubbles adhering to the wall. This is called
the gas evolution efficiency and is an important operation parameter in the behavior of gas evolving
electrodes [54]. The remaining part of the dissolved gas is eventually desorbed by the bubbles present
in the electrolyte. The gas evolution efficiency, f,, can be determined by using equation (2.6).

fG=N—D=1—N—D (2.6)

The total dissolved gas flux, N, composes of a flux towards the bulk, Ng, and a flux transformed
into the gaseous phase at the electrode, N. As illustrated in figure 2.6.

Ne
Ne

Figure 2.6: Transport mechanisms of dissolved gas from the electrode. [61]

Experimental investigations of bubble growth were conducted by Glas and Westwater [16]. The
experiments were performed at room temperature in 0.5 M sulfuric acid solution. Based on the exper-
imental bubble growth data obtained by Glas and Westwater, a follow-up study was done by Vogt, he
was able to calculate the gas evolution efficiency [61]. The results are plotted in figure 2.7a. The gas
evolution efficiency, f;, is always well below 100%. However, there is a lot of scatter as investigations
of bubble growth behavior are challenging. A more recent study by Haug et al. also reported gas effi-
ciencies well below 100%. The results are shown in figure 2.7b. Therefore, it is reasonable to assume
that the bubble continues to grow after it is released from the electrode.
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Figure 2.7: Efficiency of gas evolution

Not all the dissolved gas goes directly into the gas phase, therefore mass transfer of dissolved gas
occurs. Vogt et al. studied this phenomenon. According to his research, several mechanisms are

involved in the desorption of dissolved gas [58]. These mechanisms are listed below and have been
schematically illustrated in figure 2.8.

* N, is the mass transfer to the concentration boundary layer, §,,, adjacent to the electrode.

* N, is the mass transfer of dissolved gas to the bubble layer, §,, near the electrode.

* N3 is the mass transfer of dissolved gas to the region above the electrode.

N, is the desorption of dissolved gas at the electrolyte surface. This is only present when oper-

ating at low current densities. In steady-state operation, most of the dissolved gas goes into the
gas phase.

Ng is the unsteady term, %, which remains in the solution. In steady-state, this term disappears.

The overall mass balance shown in equation (2.7). For a detailed explanation about the different types
of desorption systems, see Vogt [58].

N:N1+N2+N3+N4+N5 (27)

Where &y is the Nernst diffusion layer thickness and §,, is the bubble layer thickness. In figure 2.8,
the Nernst diffusion layer is indicated to be thinner than the bubble layer. It is assumed that the reaction
rate is sufficient and therefore the thickness of the Nernst diffusion layer is quite thin. Also, the Nernst
diffusion layer consists of ions that are attracted to the electrode resulting in a very thin layer.
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Figure 2.8: Schematic illustration of a gas evolving electrode including the different liquid-gas mass transfer fluxes. [58]

Figure 2.9 shows a schematic profile of the concentration of dissolved gas near the electrode [58].
The concentration of dissolved gas at the interface between the electrode and the electrolyte is labeled
as C,. Next, the concentration of the bulk is labeled as C,,, which is larger than the gas-liquid interfa-
cial concentration C,,. The bulk concentration is estimated to be higher than the saturation level. Since
experiments have shown that the bulk of the electrolyte is significantly supersaturated when operating
under industrial conditions [57]. However, this supersaturation is quite a bit lower than the supersatura-
tion at the interface between the electrode and the electrolyte. Finally, the concentration at the surface
of the bubble is C,, which is the saturation concentration. As shown in figure 2.9, the concentration at
the gas-liquid interface (C,) is slightly higher than the saturation concentration (C;). This is because
of the curvature of the bubble [55].

iy

Concentration c
2]

Wall distance y

Figure 2.9: Schematic profile of the concentration of dissolved gas between an electrode and a bubble. [58]
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2.3. Influence of bubbles

The formation of bubbles in water electrolysis is a widely observed process. The cell voltage for water
electrolysis is considerably higher than the thermodynamic decomposition voltage due to a high over-
potential. In addition to the high overpotentials, the resistance from the presence of gas bubbles in the
electrolyte and at the electrode surfaces contributes to high energy consumption. Typical efficiencies
for water electrolyzers are about 60%, which is a major drawback [40]. Therefore, it is important to
better understand the influence of gas bubbles on cell performance.

2.3.1. Bubble Coverage

The fraction of a gas evolving electrode surface covered by adhering bubbles is called the bubble
coverage and was introduced by Venczel [50]. The bubble coverage is influenced by several factors,
e.g., the current density, the condition of the electrode surface and the nature of the gas [13]. Adhering
gas bubbles exert multiple effects on the electrochemical process. First, the bubbles adhering to the
electrode insulate a fraction of the surface making it inactive. However, this effect may be small due to
the small contact angle, which is often the case with electrolytes and electrodes such as clean platinum.
Additionally, the bubble coverage also affects the local current density. Therefore, the energy demand
of the cell is affected. Second, the mass transfer of the reagent to the electrode and the dissolved gas
from the electrode is affected by the adherent bubbles. Since mass transfer (of ions and dissolved gas)
is limited to the active part of the electrode, this will result in a lower mass transfer coefficient. However,
bubbles growing at and detaching from the electrode induce micro-convection in the boundary layer,
resulting in an improvement of mass transfer [59]. Moreover, the area covered by the bubbles also
influences the gas-liquid interface, which affects the rate of dissolved gas contributing to bubble growth.
Therefore, the area covered by adhering bubbles is essential for assessing the operational behavior of
gas evolving electrodes. To reduce these effects (energy losses, bubbles making part of the electrode
inactive, etc.), different techniques can be implemented, such as increasing the pressure [24], applying
an ultrasonic field [62], using a forced electrolyte flow [3], etc. An example of such an experiment was
conducted by Balzer et al. [3]. This experiment was performed with vertical gas evolving electrodes,
under a forced upward electrolyte flow. The results of this experiment are shown in figure 2.10.
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Figure 2.10: Bubble coverage on a copper electrode as a function of flow velocity in a 1 molar potassium hydroxide solution.
The solid black lines are bases on an empirical formula. [3]

The experimental data show a substantial decrease in bubble coverage for relatively high velocities.
Therefore, it is beneficial to operate a cell with a forced flow or design the cell in such a way that the
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gas bubbles induce a flow.

2.3.2. Bubble departure diameter

Bubble detachment is the process of a bubble unpinning from a surface. This process has been studied
extensively in theoretical and experimental studies [36], [26], [67], [49]. The region where these bubbles
detach from the electrode surface is called the adherence region. There are two systems in which these
bubbles detach from the electrode surface [22]. In the first system, a gas bubble releases smoothly
from the electrode surface. This is probably due to the growth of the bubbles, where the buoyancy
force exceeds the force that causes the bubbles to stick to the electrode. In the second system, the
bubbles burst out of the adherence region into the bulk of the electrolyte. Janssen et al. attributed
bubbles bursting out of the adherence region to the coalescence of bubbles [22]. Several steps are
involved in bubble formation on the electrodes such as, nucleation, growth, and departure. These steps
determine both the residence time and the diameter of the gas bubbles, which influence the resistance.
One of the most influential effects of resistance is the gas bubble departure diameter. It is important
to fully understand gas bubble behavior in order to reduce the resistance of gas bubble formation on
the electrode. Zhang et al. [67] studied the behavior of electrolytic gas bubbles and their effect on
the cell voltage. In this study, a force balance analysis was used to predict the critical diameter for the
departure of gas bubbles. Figure 2.11 shows the forces acting on the gas bubble. These forces are
the buoyancy force, the interfacial tension force, the drag force, and the lift force.

bubble

El 0:;/
“lectrode
© /,‘/

Figure 2.11: Schematic representation of a gas bubble on an electrode surface with the corresponding forces acting on the
bubble. [67]

The forces acting on a gas bubble can be decomposed into components along the x and y-axis.
The gas bubble sticks on the electrode if both ZF, and XF, are equal to zero. If one of these conditions
fails, the gas bubble will depart and detaches from the electrode. Zhang et al. reported that the force
balance consists of three terms: the buoyancy force, the interfacial tension force, and the drag force.
When the flow is stagnant, the drag force is assumed be equal to zero (In reality, the drag force will
never equal zero due to the movement of nearby bubbles causing natural convection). Therefore, in-
troducing an electrolyte flow will reduce the critical diameter of departure and improve efficiency. This
phenomenon was also reported by Landolt [28].

An experiment performed by Ibl et al. observed the bubble departure radius depends on the type of
electrode [20]. He noted that the bubble departure radius on a platinum electrode is larger compared
to a copper electrode. He concluded that the difference was due to the number of nucleation sites that
affect the growth of the bubble. Also, the wettability of the electrode material differs, which corresponds
to the bubble’s adhesion forces to the surface.

Jansen studied the effect of current density and the departing bubble size [23]. He reported an
increase in bubble departure radius with current density. However, Venczel reported a decrease in
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bubble size with current density [49]. So, there remains some disagreement in the literature regarding
the effect of current density on the departing bubble size.

The electrode material, electrolyte conditions, and surface roughness are all important factors in
the bubble departure radius [6], [5]. On smooth electrode surfaces, the bubble radius tends to increase
[32]. In the case of a rough electrode surface, the contact angle of the base bubble changes, which
may affect the bubble departure radius.

2.3.3. Bubble size in the flow direction

In addition to the losses, the formation of bubbles also creates additional modeling difficulties besides
that of simulating two-phase flow. One of the problems is the bubble size. This can be crucial for
the computational effort to accurately simulate the shape of the bubble plume, for example. Most
simulations use a mono-disperse bubble size on the electrode surface. In reality, there is a wide range
of bubble sizes, as illustrated in figure 2.12. Two things stand out here, i.e., that no bubbles were
measured smaller than 45 um and the peak that can be seen at 126 um. Bubbles smaller than 45 um
were too difficult to identify and were excluded from distribution. The peak seen at 126 um is due to
the coalescence of bubbles.
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Figure 2.12: Bubble size distribution just above the electrode in a 50 g/L sodium sulfate solution operated at a current density
of 2000 A/m?. The cathode consists of a coated titanium electrode. [5]

The characteristics of bubble size distribution depend on several parameters, such as surface con-
ditions, electrolyte solution, the concentration of dissolved gas, etc. Various experimental studies [5],
[19], [1] have shown four major phenomena that may change the bubble size:

* Bubble coalescence

» Change in hydrostatic pressure
« Water vapor

* Mass transfer of dissolved gas

Flow visualizations have shown bubble coalescence only occurs close to the electrode surface
[19]. However, due to the high ionic strength of electrolyte solutions, coalescence is limited. Therefore,
coalescence is generally neglected in numerical models. The change in hydrostatic pressure exerted
on the bubbles during their ascent is insignificant unless the height of the cell exceeds several meters
or operates at very low pressure. This can be demonstrated by means of the ideal gas law:

pV =nRT (2.8)
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According to the ideal gas law, the volume increases by about 10% for every meter a bubble rises.
Since the vertical channels used in the experiments are usually well below a meter, the volume increase
due to the change in hydrostatic pressure is quite limited. The presence of water vapor could increase
the size of the bubbles. According to Zarghami et al., the mole fraction of water vapor in the gas phase
is approximately 0.26 (in an alkaline solution at 353 Kelvin) [65]. The influence of the presence of
water vapor on the bubble size can be shown by combining the ideal gas law and Amagat’s law of
partial volumes:

_ (ng + np)RT

Vmixture -

(2.9)

Pmixture

Next, divide the volume of water vapor by the volume of the gas mixture. This results in the following
equation:

Vi

Xi =

(2.10)

Vmixture

From this, it becomes clear that the mole fraction, x;, is equal to the volume fraction. This indicates
that water vapor can take up a significant portion of the bubble growth. However, the mole fraction
of water vapor was obtained from an experiment conducted at a temperature of 353 Kelvin, which
is fairly close to the boiling point of water. In experiments conducted at room temperature, the mole
fraction of water vapor will likely be lower. Another hypothesis for the increase in bubble diameter is
the mass transfer of dissolved gas. As reported in different studies [60], [5], [1], [56], mass transfer can
cause significant changes in the bubble diameter. Nonetheless, bubble growth through mass transfer
is generally neglected in numerical models. Multiple experimental studies [5], [6], [32], [19] have shown
an increase in mean bubble diameter in the direction of flow along the electrode surface. Furthermore,
it was observed that the bubble diameter increases from the electrode surface to the bulk region [5], [6],
[32], [19]. Figure 2.14 shows the results of the experiments conducted by Boissonneau. He observed
a significant increase in the hydrogen bubble diameter between point A (bottom electrode) and point
B (top electrode). Another experiment performed by Hreiz, measured the mean bubble size of oxygen
bubbles along the height of the electrode, these results are shown in figure 2.13a. The last experiment
was performed by Lumanauw, shown in figure 2.13b. He also observed a notable increase in mean
bubble size. From the experiments mentioned above, several statements can be made. The first
statement clearly shows that bubble growth is significant in all experiments. From figure 2.13 a second
statement can be made namely, when a bubble reaches a certain size, it stops growing. Since bubble
dispersion is proportional to bubble size, it might indicate that the bubble has left the dissolved gas
layer and therefore has stopped growing. Another explanation could be that above a certain height the
dissolved gas concentration decreases to such an extent that growth is no longer or hardly possible.
Since the dispersion of bubbles is proportional to bubble size, it is important to take this into account
when performing the simulations.
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(a) The mean oxygen bubble diameter in a 0.5 molar (b) The mean hydrogen bubble diameter in a 1 molar
sodium hydroxide solution. [19] potassium carbonate solution. [32]

Figure 2.13: The mean bubble diameter as a function of height.
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Figure 2.14: The mean hydrogen bubble diameter on the titanium electrode for three different current densities in a 50 g/L
sodium sulfate solution. [5]

Parameter Properties Dimensions
k

Pressure =
m-s
4 Volume m3

n Number of moles
. kg-m?
Runiversar ~ Universal gas constant e pa—

T Temperature K

X; Mole fraction species i

Table 2.1: Parameters used in ideal gas law.

2.3.4. Bubble layer

The two-phase flow in electrolyzers has been extensively studied [18], [5], [42], [31]. It has been
reported that bubbly flows consist of three regions: adherence, bubble diffusion, and bulk region [5].
In the adherence region, the bubbles are attached to or very close to the electrode surface, which has
a thickness equal to the mean bubble diameter. In the bubble diffusion region, the bubbles are very
concentrated. The concentration of dissolved gas in the diffusion layer is several times greater than that
of the saturation level, hence bubble growth was observed. In the bulk region, only large, dispersed
bubbles are observed. These bubbles arrived there through coalescence from the electrode surface
[22]. This region is considered to have supersaturation at or near the level of the bulk solution since
no significant bubble growth was observed. The different regions in the bubble layer are illustrated in
figure 2.15.
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Figure 2.15: Schematic representation of the three regions in a bubble layer. [5]

The shape and thickness of a bubble layer depend on several parameters, e.g., the current density,
flow rate, nature of the gas, height of the electrode, etc. Unfortunately, very little experimental data is
available on bubble plume thickness. Some of the available data is shown below and in the appendix
A.2. Figure 2.16 illustrates the development of the hydrogen bubble layer along the height of the
electrode from multiple experiments. The data shown in figure 2.16 was collected from experiments
performed by Baczyzmalski et al. [2], Pang et al. [37] and Weier et al. [64]. These experiments were
conducted with a no flow configuration and at a current density of 100 to 200 A/m?. Data shown in
figure 2.16 indicates clearly that the thickness of the bubble layer corresponds reasonably well with the
different experiments. Different experiments differ slightly from each other is due to the slightly different
conditions and measurement errors.
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Experimental data Weiner 100 4/m?
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Figure 2.16: Hydrogen bubble layer thickness along the height of the electrode for various experiments. The configuration of
the cell corresponds to the configuration shown in figure 2.2c.

Figure 2.17 shows the data from figure 2.16 on a log-log scale. Where the black dashed line indi-
cates a reference line to determine the shape of the plume. As can be seen in the figure below, most
of the data points are in line with the black dashed line, with the exception of the data made available
by Pang et al. This might be due to the small scale on which Pang et al. conducted his experiments.
An overview of the bubble layers of different experiments is available in appendix A.2.
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Figure 2.17: Bubble layer thickness along the height of the electrode on a log-log plot.

Pang et al. conducted experiments operating at 200 A/m? over a wide range of Reynolds numbers
[37]. Figure 2.18 shows five images of different Reynolds numbers during electrolysis. As shown in
the images, electrolyte flow affects the thickness of the bubble layer. When the flow rate increases the
bubbles have less time to disperse, resulting in a very narrow bubble layer. However, increasing the
Reynolds number beyond the critical Re = 1200 causes the bubble layer to increase again, probably
due to flow transitioning into turbulent conditions.

No flow Re=131 1004 1211 1419

"

Figure 2.18: Representative still images of the bubble plume in a 0.5 molar sulfuric acid solution at various Reynolds numbers
operated at a current density of 200 A/m?. [37]

Pang has shown that increasing the flow rate reduces the thickness of the bubble plume, Lee et
al. observed the same phenomenon [31]. The results of the experiments performed by Lee are shown
in figure 2.19. When increasing the current density, the thickness of the plume also increases. This
is because the gas production is proportional to the current density. At a higher current density, more
bubbles are present, causing the bubbles to push each other away, resulting in a thicker bubble plume.
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Although the thickness increases with current density, the shape of the plume remains the same. When
plotting the curves from the figures below on a log-log plot, the shape of the bubble plume emerges.
The shape of the bubble plume can be described with equation (2.11).

y = AxP (2.11)

As shown in figure 2.19, the power required to fit the shape of the bubble plume is for oxygen side 0.5
and for hydrogen side 0.8.

3
e 4400 Alm? (Experiment)
£ O 800 A/m® (Experiment) g
“p24 2 g = " .
. 1200 Aim*® (Experiment) E 400 Alm* (Experimant)
E — 400 A/m? (Calculation) E o4 » SODNmQ:Ex::erimant!
<" 1.8 — 800 Aim? (Calculation) 5 9 1200 Am® (Experiment)
el ._ 2 ; E ~ 400 AJm” (Caleulation)
g 1200 A/m* (Calculation) il P o 800 Aim? (Calculation) q;
g 12 E * 1200 Afm® | Calculation) b
S £ 12 I ¢
r P 3 _ il P
— 0.6 wsgsannesene STy E " g- i
o} R e T 5 06 T — 4 —*
N et R ——h o e e
0 &= ~ e °F
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
Dimensionless distance Dimensionless distance
(a) Bubble layer thickness oxygen side. (b) Bubble layer thickness hydrogen side.

Figure 2.19: Bubble layer thickness along the height of the electrode for various current densities in a potassium hydroxide
solution (0.833 wt %) with an Ir/Ru alloy (Iridium-Ruthenium) for the electrodes. The experiment was performed in a vertical
channel using a forced flow (Re = 900, 0.18 m/s). [31]

Bongenaar et al. derived an expression for the bubble layer thickness using experimental data [7].
This study concluded that the bubble layer depends on the following parameters: current density, j,
height of the electrode, h, and the velocity of the liquid, v;. The bubble layer thickness is fitted with:

8 = je1y 2 hs (2.12)
Parameter Properties Exponent Value
j Current density Cq 0.1
v Liquid velocity C, -0.2
h Height of electrode C3 0.3

Table 2.2: Approximation bubble layer thickness.

2.3.5. Gas fraction

Regarding gas fraction near the electrode surface, only limited experimental data is available. How-
ever, some studies provide some insights into the gas fraction near the electrode. An example is a
study performed by Riegel et al. In this study, the gas fraction of hydrogen bubbles in an aqueous
solution was determined [42]. These measurements were performed in a 1 molar potassium hydroxide
solution at a mean velocity of 0.69 m/s and a temperature of 50 °C. Figure 2.20a shows the gas frac-
tion for different current densities as a function of the cathode distance. The gas fraction decreases
with increasing cathode distance and increasing the current density results in a higher gas fraction.
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Another experiment performed by Bongenaar et al. examined the gas distribution in the electrolysis
cell [7]. These experiments were also performed in a 1 molar potassium hydroxide solution at a forced
electrolyte flow (0.3 m/s). Figure 2.20b shows the gas fraction versus the distance from the electrode.
As would be expected, the gas fraction in the electrolyte increases with increasing height. The width
of the bubble layer adjacent to the electrode is dependent on the height in the electrolytic cell.
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Figure 2.20: Gas fraction as a function of distance to the electrode surface. Both experiments were performed in a gap
configuration with a diaphragm.

The experiments mentioned in figure 2.20 were conducted in the turbulent regime. For the gas
fraction in the laminar regime, no experimental data is available. There are simulation results, although
they have not been validated [63], [30]. Figure 2.21 shows the gas fraction in the laminar regime. The
gas fraction can reach 0.35, which is significantly higher in comparison with the experiments performed
in the turbulent regime.
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Figure 2.21: Simulation result for the gas fraction based on the experiment performed by Boissonneau. The simulation was
performed at a current density of 1000 A/m?.
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2.3.6. Bubble growth

During electrolysis, gases are being produced at both electrodes. Some of the produced gases will
dissolve into the electrolyte. Due to the low solubility of gases in a liquid, the adjacent liquid will quickly
become supersaturated. If the supersaturation exceeds the required value, nucleation occurs and
bubbles begin to form [51]. After nucleation, the bubble grows rapidly on the electrode surface since
the supersaturation factor in the vicinity of the electrode is high. The bubble attached to the electrode is
stationary. However, the fluid around it is in motion, also the growth itself introduces advective transport.
Figure 2.22 shows an average bubble growth in the adherence region. Also, shown in figure 2.22 the
bubble growth depends on the current density.

200
© 400 A/m? {Experiment)

'E' 2 800 A/m? (Experiment)
= 160 © 1200 A/m? (Experiment)
I —400 A/m” (Caleulation)
d
e 500 Afm? {Calculation)
% T 1200 A/m? {Calculation) _
E -
a 20 L N
© . A I+
L 4 1 _—
E ¥+ 1 1 3 3
-l . 1+ .
a ; Y " | i .
0 &
1] 01 0.2 0.3 0.4 0.5 0.6 o7 0.8 08 1

Time [t/s]

Figure 2.22: Oxygen bubble growth in the adherence region as a function of time for various current densities in a potassium

hydroxide solution (0.833 wt %) with an Ir/Ru alloy (Iridium-Ruthenium) for the electrodes. The experiment was performed in a

vertical channel using a forced flow (Re = 900, 0.18 m/s). However, the Reynolds number was assumed to be almost zero in
the adherence region. [31]

Once the bubble reaches the critical diameter, the bubble will detach from the electrode and move
through the oversaturated electrolyte. Here the bubble grows by diffusion and convection. The growth
of gas bubbles in water electrolysis is an important subject in bubble dynamics. In water electrolysis,
many bubbles are present in the electrolyte. As a result, each bubble is influenced by its nearby neigh-
bors, which makes it a rather complicated problem to solve. A more simple problem, is the growth of a
single bubble during electrolysis. In literature, bubble growth in supersaturated solutions has been in-
vestigated. Two important theoretical papers are those by Epstein—Plesset[14] and Scriven [44]. Based
on the work of Epstein—Plesset and Scriven, Vachaparambil et al. [48] made a numerical approach of a
rising bubble in a supersaturated solution. The numerical model considers a two-dimensional growing
bubble and can be described by equation (2.13).

dR,

M;
a = 5 G =6 (2.13)

g

The mass transfer coefficient, k, is based on the Sherwood number. Some examples of Sherwood
numbers reported in the literature are listed in table 2.3. Modeling mass transfer based on Sherwood
number can lead to large errors as these correlations are dependent on the local velocity. The Reynolds
number is based on the slip velocity of the bubble in question.
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Sh correlation Flow scenario
Sh=2 Re = 0 flow around a spherical bubble [52]
Sh =2+ 0.6515vVReSc Re « 1 Flow around a bubble [4]

Sh =2 + 0.6VReSc’*3 2< Re < 200 flow around a droplet  [41]

Table 2.3: Sherwood number for different operating conditions.

The mass transport coefficient for lower Reynolds numbers can be determined with equation (2.14).

D D

k = msh = E(Z + 0.6515VReSc) (2.14)

The mass transport coefficient for higher Reynolds numbers can be be determined with equation
(2.15).

D D

k = ESh = E(2 +0.6VReSc”*?) (2.15)

Neglecting the convection term, Re = 0, the equation for the mass transfer coefficient can be written
as (2.16).

kz;%bSh:R% (2.16)
Parameter Properties Dimensions

M; Molecular weight of species %

Sc Schmidt number

Re Reynolds number

Ci Concentration of species T:;—‘;l

Cs Saturation gas concentration Tzl—‘;l

R, Bubble radius m

D Diffusion coefficient mTz

Pg Density gas ::793

k Mass transfer coefficient =

Table 2.4: Parameters used in the calculation of the bubble radius.

2.3.7. Motion of bubbles

Volume forces or slip velocities can be used to describe the relative motion of the dispersed phase.
Volume forces are used in the Euler-Euler model and the slip velocities are used in the simplified
Euler-Euler models. However, this thesis mainly uses the simplified Euler-Euler model, the so-called
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Bubbly flow model (only available in COMSOL). Therefore, only the slip velocities are treated. The slip
velocities below are derived from the sedimenting of spherical rigid particles on an inclined surface.
Danhlkild [12] adapted this model to describe the relative motion of bubbles. Although, it neglects several
phenomena, such as the formation of bubbles, bubble coalescence and bubble break off. It does
provide a good approximation to represent the behavior of bubbles. The motion of the dispersed phase
relative to the liquid and can be written as given in equation (2.17). This is called the relative superficial
slip velocity. By dividing the relative superficial slip velocity by a(1 — a) we end up with the interstitial
slip velocities (real slip velocities), the derivation of this can be found in appendix A.3.

U, = Usiores + Usarr + Unairr + Usairr + Unig (2.17)

The first term Ug; ke is the Stokes flux which results from a balance between buoyancy and drag
forces and can be determined using equation (2.18).

Usiokes = af (@) Vstores€x (2.18)

The f(a) term is the hindering function induced by neighboring bubbles and was formulated by
Nicolai [35]:

fl@)=@1-a)® (2.19)

The Stokes velocity, vg;okes, describes the terminal rise velocity of a single particle of radius 1.
Where g is the gravitational constant and v, is the kinematic viscosity. The Stokes velocity can be
calculated using equation (2.20). The stokes velocity is only valid if the Reynolds number is equal to
or less than one.

29R?
Ustokes = le (2.20)

The second term U, is a lift flux resulting from the rotation of (small) particles in a sheared flow.
Where y is the shear rate term for a flow between vertical plates. The lift flux can be described as
follows:

. 6.46 [R2|y|
USaff = _af(a)UStokessgn(V)?

— (2.21)

The third term Uy 4 ¢ ¢ is the hydrodynamic self-diffusion. This describes the irregular path of bubbles
in a plume. Where D stands for the non-isotropic dimensionless dispersion coefficient, which was
empirical determined by Nicolai [35]. The non-isotropic dimensionless dispersion coefficient is a 2x2
matrix, shown in (2.23). When determining the matrix vector product (closely related to the dot product),
we get a slip velocity in the horizontal and vertical direction. The hydrodynamic self-diffusion can be
calculated using the following equation:

Uhairf = —RpVUstokesf (@)DVa (2.22)

8 0
D=[0 1] (2.23)
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The last two terms describe the increase of collision frequency. The second to last term is the shear-
induced diffusion, Ugy;rr, and can be calculated using equation (2.24). f(a) is a non-dimensional
coefficient.

Usaiss = —Rp1V1B(@)Va (2.24)

B(a) = %az(l + 0.5exp(8.8a)) (2.25)

The last term is the shear-induced migration, Uy,;,4, and is shown in equation (2.26). Here k(a) is
a non-dimensional coefficient.

. k(a)
UMig = _Rlz)lleVT (226)
k(a) = 0.6a? (2.27)

The above equations((2.17) - (2.27)) can be found in the paper by Schillings et al. [43].

U = Is the superficial velocity and is used in most papers.

u = Is the interstitial velocity and is used in COMSOL to describe fluid motion.

Parameter Properties Dimensions

a Volume fraction gas

K(a) Non-dimensional shear-induced migration coefficient

B(a) Non-dimensional shear-induced diffusion coefficient
D Non-dimensional hydrodynamic diffusion coefficient
e, Unit vector along the electrode
e, Unit vector perpendicular to the electrode
v Kinematic viscosity sz
g Gravity constant 3
T Shear stress Pa
y Shear rate st
U Superficial velocity ?
u Interstitial velocity ?
Ry Bubble radius m

Table 2.5: Parameters used in the slip velocities.
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2.4. Numerical model

2.4.1. Bubbly flow model

In water electrolyzers gas-liquid flows are of great interest since the distribution of gas throughout the
electrolyte influences the amount of electrical energy required to produce hydrogen. Computational
Fluid Dynamics (CFD) is used to get a better understanding of this phenomenon. Two main approaches
could be taken using CFD, i.e., the Eulerian and Lagrangian approach. Both approaches are character-
ized by specific advantages and disadvantages. In this thesis, only the Eulerian method is used. The
two-fluid Euler-Euler model describes the dynamics of each of the phases, using momentum balance
equations and continuity equations. However, a couple of simplifications can be made, relying on the
following assumptions [10]:

» “The gas density is negligible compared to the liquid density. Therefore, the gas density is ne-
glected in the momentum equation.”

» “The motion of the gas bubbles relative to the liquid is determined by a balance between viscous
drag and pressure forces.”

* “The two phases share the same pressure field.”

“Based on these assumptions, the momentum and continuity equations for the two phases can be
combined and a gas phase transport equation is kept in order to track the volume fraction of the bubbles”
[10]. The simplified model is called the Bubbly flow model (name of the model used by COMSOL). The
momentum equation reads:

(1-a)p[=— +u; - V] =-VP + V- [(1 — K]+ (1 — a)pg + F (2.28)

Ju
at
Where K is the stress tensor, shown in equation (2.29).

2
K=Vu +Vu] — §(v ~ap)l (2.29)
The continuity equation is shown in equation (2.30). In contrast to the momentum equation, the
density of the gas is included in the continuity equation.
0
5L = @) +pga) + V- (i (1 — )y + pgaug) = 0 (2.30)
The velocity of the gas consists of three terms, i.e., the liquid velocity, the slip velocity, and the drift
velocity. The slip velocities are described in section 2.3.7.
u,; = u; + Ugjip + Warist (2.31)

With the above equations and with the right boundary conditions, the momentum and continuity
equation can be calculated.



24 2. Theory

Parameter Properties Dimensions
u velocity vector liquid %
u, velocity vector gas ?

Uy, velocity vector slip %
Wrift velocity vector drift %
P Pressure r:-iz
a Volume fraction gas
L Density liquid %
g Gravity vector Sﬁz
Volume force %
H Dynamic viscosity liquid Pa-s

Table 2.6: Parameters used in the Bubbly flow model.

2.4.2. Transport of diluted species

Another additional phenomenon is that the layer in the proximity of the electrodes becomes supersat-
urated with dissolved gas. This layer of dissolved gas will influence the size of the bubbles and thus
the behavior of the bubbles. To take this effect into account, transport or diluted species is used. This
will allow me to calculate the concentration field of a dilute solute in a solvent. The transport of di-
lute species models the transport of species by the convection-diffusion equation, which is shown in
equation (2.32). Two types of driving forces are at work here, transport by diffusion and transport by
convection. The transport by diffusion is determined with Fick’s law, and the transport by convection is
coupled to the flow field calculated by the Bubble flow model.

9% — DV2¢; 4+ u-V¢; = Mg (2.32)
ot : ! M; '
The mass transfer rate (sink term) from liquid to gas is included.
Mlg = k(Ci - CS)Mia (233)

Henry’s law gives the equilibrium concentration c; of a gas dissolved in a liquid, this is shown in
equation (2.34) [10]. The constant used in Henry’s law depends on the composition of the solution.
Therefore, the solubility of oxygen in an electrolyte (aqueous KOH solution) is different from that in
water [29]. This is corrected with the Sechenov equation, which relates the concentration of the salt
solution to that of pure water. The Sechenov equation can be found in appendix A.1.

p
H salt

(2.34)

Cs =

The mass transfer coefficient is determined by empirical relationships mentioned in section 2.3.6.
By coupling the convection-diffusion equation to the equation from the bubble flow model, the concen-
tration field of dissolved gas can be determined.
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2.4. Numerical model

Parameter Properties Dimensions
u Velocity vector %
2
D Diffusion coefficient mT
. . mol
Ci Concentration of species —
m
. . k
M; Molecular weight of species m_§l
, Pa-m3
Hgait Henry’s constant p—
. . mol
Cs Saturation gas concentration —
m
k Mass transfer coefficient %
k
M, Mass transfer rate -
m>-s
P Pressure 5
m-s
2
a Interfacial area per volume =
m

Table 2.7: Parameters used in the transport of diluted species model.






Modeling

In this chapter, the modeling of a vertical channel is briefly discussed. First, the geometries used are
introduced. Next, the assumptions and boundary conditions corresponding to the geometries are ex-
plained. This is also done for the transport of diluted species. Subsequently, a comparison is made
between the Bubbly flow, Mixture, and Euler-Euler model. These results are compared with the exper-
imental data from Boissonneau et al. [5]. Finally, the mesh dependency study is discussed.

3.1. Geometry channel

Three different computational geometries are used in this thesis. These are based on experimental
setups. The different computational geometries are shown in figure 3.1, it should be noted that these
geometries are not drawn to scale. The first geometry is identical to the simulation performed by
Schillings et al. [43]. He based his simulation on the experiment of Boissoneau et al. [5] and is
shown in figure 3.1a. The second geometry is equal to the experiment performed by Hreiz et al. [19]
and is shown in figure 3.1b. The third geometry is comparable to the experiment performed by Lee et
al. [31] and is shown in figure 3.1c. Each geometry is briefly introduced below:

» The first geometry is used to compare the different models (e.g., Bubbly flow model, Mixture
model, and Euler-Euler model). It is also used to verify slip velocities mentioned in chapter 2.3.7.
This is done by comparing the simulated velocity profiles with the experimental velocity profiles
reported by Boissoneau et al. They conducted the experiments using a natural circulation of the
electrolyte. Schillings mimicked this by imposing a small electrolyte inlet flow. This will allow the
use of a vertical channel, shown in figure 3.1a. The inlet of the channel, where no gas evolution
occurs, was included to allow the flow to develop without bubble interference.

» The second geometry is used to visualize bubble behavior like bubble growth, velocity, and par-
ticle pathlines. The bubble growth and particle pathlines are used to identify the concentration of
dissolved gas. The concentration of dissolved gas found in the experiment is used to verify the
concentration field of dissolved gas calculated by COMSOL. This experiment was also performed
in a vertical channel, shown in figure 3.1b, also called a no net flow design (definition by Hreiz
et al. [19]). The free surface prevents the liquid from creating a net flow. However, the bubbles
can escape at the free surface. On both sides of the channel, oxygen evolution takes place, the
hydrogen evolving electrodes are placed outside of the vertical channel. This will lead to inho-
mogeneous current distributions, as ions must travel a longer path to the top of the electrode.

» The third geometry is used to verify the bubble layer simulated by COMSOL. The experiment

was again performed in a vertical channel, shown in figure 3.1c. The third geometry is a forced
convection design (definition by Hreiz et al. [19]).

27
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Figure 3.1: Three different geometries used in the simulations are based on the geometries reported by Schillings [43] (And
Boissoneau and Byrne [5]), Hreiz [19] and Lee [31] respectively. It should be noted that these geometries are not drawn to
scale.

Parameter Value Dimensions Parameter Value Dimensions

H, 40 mm Hg 40 mm
H, 38 mm Wy 3 mm
Hs 10 mm W, 6 mm
H, 220 mm W, 5 mm
Hs 180 mm

Table 3.1: The dimensions of the different geometries.
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3.2. Assumption bubble flow model

This section presents a range of assumptions and simplifications that can be applied to reduce the
computational effort associated with the CFD analysis of water electrolysis. These assumptions are
listed below:

» The flow is Newtonian and incompressible.
* The flow is considered isothermal (constant fluid properties).
» No correction of the gas fraction to the viscosity of the liquid.

» The flow is considered laminar since the Reynolds number is below the critical level (Re < 1200)
[37].

» The current density distribution along the electrode is taken as uniform (except in the case of the
experiments performed by Hreiz et al.).

* The vertical channel is modeled in 2D.

» Bubble coalescence is neglected.

3.3. Boundary conditions Bubbly flow model

When solving the momentum and continuity equation, the appropriate initial conditions and boundary
conditions must be applied. These conditions are inflow conditions, wall boundary conditions, outflow
conditions, etc. In the case of the first geometry (shown in figure 3.1a). The boundary conditions for the
two other geometries can be found in appendix A.7. The inlet boundary condition was set to a normal
inlet velocity:

Uy, =006m/s for0<y<W, andx=0

u,, =0m/s for0<y<W, andx=0 31)

The outlet boundary condition describes the conditions at the boundaries where the fluid exits the
domain. In this case a pressure outlet condition was used:

Pout = 0 for0 < y < Vvl, and x = 3H1 (32)

Wall boundary conditions are used to describe the fluid-solid interface. In viscous flows, the no-slip
boundary condition is enforced at walls, meaning the tangential is zero. This results in the following
wall boundary conditions:

w(x,y)=0m/s for0<x<H;and 2H; <x<3H;, andy=0

u,(x,y)=0m/s for0<x<H;and 2H; <x<3H; andy=0 (3:3)

w(x,y)=0m/s for0<x<H;and 2H, <x<3H;, andy=W,

u,(x,y)=0m/s for0<x<H;and 2H; <x<3H;, andy=W; (34)
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Based on Faraday’s law, the gas flux leaving the electrodes can be determined. The gas flux on the
cathode side can be calculated with equation (A.22). For the anode side, the gas flux is determined
with equation (A.23). The symbols used in equations (A.22) and (A.23) are listed in table A.4

1 Ryni Tj
Nyp(x,y = 0) = = —2aiversall) gy oy < 2H, (3.5)
2 PF
1 Rypi Tj
Npy(x,y = Wy) = ~ —amiversall) ooy o < oH, (3.6)
4 PF
Parameter Properties Dimensions
; J
Runiversar ~ Universal gas constant —
p Pressure Pa
F Faraday’s constant -
mol
T Temperature K
. . A
j Current density —
w, velocity vector liquid ?
u, velocity vector gas =

Table 3.2: Parameters used in the boundary conditions for the Bubble flow model.

3.4. Computational setup for the transport of diluted species

As mentioned previously, the electrolyte near the electrodes quickly becomes enriched with dissolved
gases, which locally reaches supersaturation. This will affect the size of the bubbles since mass trans-
port will take place. In order to account for this growth, transport of diluted species has been added to
the simulations. The computational setup is schematically shown in figure 3.2.

The channel is divided into two sections, the adherence region, and the bulk region. In the adherence
region, bubbles stick to the electrode. The fluid around these bubbles is in motion, also the bubble
growth itself introduces advective transport. However, the advective transport introduced by bubble
growth itself and the fluid around these bubbles is assumed to be small. Therefore, it was decided to
simulate bubble growth in the adherence region by means of diffusion. Outside the adherence region,
the bulk region begins, here the fluid is in motion. Since the fluid is in motion, two mechanisms for mass
transport are at work. One of these is the convective transport of a species by the bulk motion of the
fluid, and the other is the transport by diffusion. The different mass transfer coefficients are indicated
in figure 3.2.

The electrodes are present on both sides of the channel, here (at the electrode surface) the dissolved
gas is injected. The concentration of dissolved gas is set as a Dirichlet boundary condition, based on
the experimental data from Shibata et al. [45], [47]. Together with the sinks in the adherence and bulk
region, the concentration field could be established. This is indicated in figure 3.2, as the red line. Using
the concentration field and the particle pathline, the bubble growth could be calculated using equation
(2.13).
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Figure 3.2: Computational setup for the transport of diluted species
3.5. Assumption transport of diluted species

To simplify the transport of diluted species model, several assumptionscan be made. These assump-
tions are listed below:

* The concentration of the diluted species on the electrode surface was determined from the ex-
periments of Shibata et al. [47], [45] .

* In the adherence region the fluid is stagnant.
* 99% of the gas is injected in dissolved form at the surface of the electrode.

* 1% of the gas is injected in gaseous form at the surface of the electrode (results in faster simulation
convergence).

3.6. Boundary conditions transport of diluted species

The boundary conditions used to compute the concentration field of dissolved gas are listed below.
The concentration of dissolved gas can be simulated in two different ways. The first way is by applying
a certain (depending on current density) flux to the electrode surface. The flux boundary condition can
be described as follows:

-n-(—=DVc)=]; forH, <y <2H, andx=0&W, (3.7)
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The second way is to impose a Dirichlet boundary condition on the surface of the electrode. This
boundary condition is based on the experimental data of Shibata et al. During this thesis the Dirichlet
boundary condition was used in the simulations.

ci=cg; forH, <y <2H, andx=0&W, (3.8)

No-flux boundary condition is used on boundaries over which there is no mass flux:

-n-J;=0 for0<y<H,and 2H, <y < (2H,+H;), andx=0&W,

-n-J;=0 for0<y<H,and 2H, <y < (2H,+H;3), andx=0&W, (3.9)

Parameter Properties Dimensions
l
] Inward flux i
me-s
n Normal vector
. . mol
Coi Concentration of species —
. . - m?
D Diffusion coefficient —

Table 3.3: Parameters used in the boundary conditions for the transport of diluted species model.

3.7. Comparison between the bubbly flow, mixture and Euler-Euler
model

The Bubbly flow, Mixture, and Euler-Euler model can all describe the behavior of multi-phase flows. The
three models each have strengths and weaknesses. The Bubbly flow model for example, is suitable
for gas bubbles in liquids (only for small gas fractions). However, the model is only valid when the
dispersed phase has a density much smaller than the continuous phase.

The Mixture model is similar to the Bubbly flow model, but it takes into account the densities of both
phases. It is often used for modeling solid particles, liquid droplets, or gas bubbles dispersed in a liquid
phase. The Bubbly flow model is preferred over the Mixture model when it comes to gas bubbles in a
liquid [10].

The Euler—Euler model is the most accurate dispersed multiphase flow model. Since it defines one
set of Navier—Stokes equations for each phase. However, it is also relatively difficult to work with and
requires good initial conditions to get convergence in the numerical solution.

The Bubbly flow model and the Mixture model both use the same slip velocities mentioned in chapter
2.3.7. The Euler-Euler model does not operate with slip velocities, therefore volume forces are used,
which can be found in appendix A.4. The physical properties used in the three different models are
shown in table 3.4. These parameters are consistent with the operating conditions reported in the work
of Boissonneau et al.
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Figures 3.3 and 3.4 show the simulation results based on the experiment performed by Boissoneau.
The blue dots represent the experimental data, the red line is the result of the simulation with the Euler-
Euler model, the green line is the result of the simulation with the Bubbly flow model, and the cyan line

Parameter Properties Value Dimensions
o1 Density 1040 =
p Pressure 100 kPa
v Kinematic viscosity 0.997 mTZ
T Temperature 298 K
j Current density 1000 %
R, Bubble radius ~ 22+10 % um

Table 3.4: Operating conditions based on the experiments of Boissonneau et al.

is the result of the simulation with using the mixture model.
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Figure 3.3: Simulation results of the different models based on the experiment performed by Boissoneau, at a current density
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Figure 3.4: Simulation results of the different models based on the experiment performed by Boissoneau, at a current density
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When comparing the Bubbly flow, Mixture, and Euler-Euler model the results are similar. However,
there are some differences. Firstly, the Mixture model shows less accuracy near the walls in comparison
with the other two models. This is because the Mixture model uses the density of the mixture based on
the fraction of the local dispersed and continuous phase, affecting the momentum equation differently.
While the Bubbly flow uses only the continuous phase for the fluid density and the Euler-Euler model
uses each phase independently. Secondly, the Mixture model shows more accuracy in the middle part
the channel. In table 3.5 a comparison is made between the computational cost of the different models.

Model Computational cost Mesh size Study
Bubbly flow model ~ 14 min 150x200 elements (3mm x 40mm) Time dependent study
Mixture mode ~ 19 min 150x200 elements (3mm x 40mm) Time dependent study
Euler-Euler model ~ 5min 150x200 elements (3mm x 40mm) Steady state study

Table 3.5: Overview of the computational cost for the different models.

One of the advantages of the Euler-Euler model is that it is possible to run the simulation in a
steady state study, resulting in low computational costs. The Bubbly flow and mixture model do not
converge to a solution in a steady-state study. Therefore, the Bubbly flow and mixture model must be
performed in a time dependent study (simulation run until it has reached a steady state). This impacts
the computational costs of both models, resulting in higher computational costs. One of the drawbacks
of the Euler-Euler model is the convergence of the simulation when coupled with the transport of dilute
species. Coupling the transport of dilute species with the Bubbly flow or Mixture model is not a problem.
Several observations are listed below:

* In general, the Euler-Euler model is the most complete multi-phase model.
» The results of the Bubbly flow model and Euler-Euler model are quite identical.

» The Bubbly flow model is preferred over the Mixture model when it comes to gas bubbles in
a liquid (according to COMSOL [10]). This is probably since that the Mixture model uses the
average density of the mixture, which is determined based on the local gas and liquid fraction. As
the gas fraction increases, the average density of the mixture decreases affecting the momentum
equation. Therefore, under predicting the velocity of the bubbles.

» The Bubbly flow model and the Mixture model are the easiest to couple multiple extensions (called
physics in COMSOL) such as particle trajectories and/or the transport of dilute species. Coupling
multiple extensions to the Euler-Euler model caused convergence problems.

» Usually, the Euler-Euler model has the highest computational cost. This is because the Euler-
Euler model solves two equations (one for each phase), while the other models solve one equa-
tion. Resulting in a higher computational cost. In this case, the Euler-Euler model has the lowest
computational cost. This is because the Euler-Euler model can be run in a steady state.

Based on the above observations, the Bubbly flow model was best suitable during this thesis. This
is because the Bubbly Flow model allowed the coupling of multiple extensions (also possible in the
Mixture model). In addition, the computational cost of the Bubbly flow model is about 35% less than
the Mixture model. Moreover, COMSOL recommends using the Bubbly flow model over the Mixture
model in a gas-liquid mixture [10].
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3.8. Mesh dependency study

To establish the accuracy of the CFD solution, and to keep the computational costs low, the vertical
channel was analyzed using the Bubbly flow model. The grid convergence study is performed by
developing three different meshes: with a coarse, medium, and fine grid. In figure 3.5 the comparison
between the different meshes is shown. The figure shows that the mesh is independent of the solution.
Therefore, the coarse mesh is chosen, which keeps the computational cost low.

Mesh type Mesh size Computational cost
Coarse mesh  75x100 elements (3mm x 40mm) ~ 7 min
Medium mesh  100x150 elements (3mm x 40mm) ~ 11 min

Fine mesh 150x200 elements (3mm x 40mm) ~ 14 min

Table 3.6: Overview of the computational cost for the three different models.
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Figure 3.5: Mesh dependence study for the three different meshes

A mapped mesh was used as it is particularly powerful for 2D simulations. The greatest advantage of
the mapped mesh is the control it provides over the element size, quality, and growth rate. The mapped
mesh has been refined on the wall so that finer elements are obtained close to the walls. The refined
mesh at the walls is needed because of the boundary layers that typically form a no-slip boundary
condition. The anisotropic mesh is obtained by using distribution nodes, which controls the number
of elements and their distribution along the wall. All elements have 90° angles, which means that the
elements have no skewness, as shown in figure 3.6. The disadvantage of highly skewed elements (not
the same as mesh size) is a decrease in accuracy and thus destabilization of the solution.
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Results

In this chapter, the results of the simulations will be discussed and analyzed. The Bubbly flow model
is used for these simulations and is based on the experimental set-ups mentioned in chapter 3. The
videos of the experiments performed by Hreiz, were used to analyze the behavior of the bubbles [19].
The experiments performed by Lee et al. are used to verify the shape and thickness of the bubble layer
[31].

4.1. Results bubble layer fixed bubble diameter

To simulate the bubble layer, the Bubbly flow model was used together with the slip velocities mentioned
in chapter 2.3.7. The computational geometry and boundary conditions are described in chapter 3.1 and
3.3. Forthe first case, the experimental work of Lee et al. was used. He performed these experiments in
a potassium hydroxide solution (0.833 wt %) with an Ir/Ru alloy (Iridium-Ruthenium) for the electrodes.
The electrode surface conditions are unknown. The physical properties are listed in table 4.1 and
correspond to the operating conditions in the work of Lee et al.

Parameter Properties Value Dimensions
o, Density 1040 %
P Pressure 100 kPa
v Kinematic viscosity 0.997 mTZ
T Temperature 298 K
Ry Bubble radius 25 um

Table 4.1: Operating conditions based on the experiments of Lee et al.

The simulation was performed with a forced electrolyte flow. The inlet boundary condition was ap-
plied as a uniform velocity profile of 0.18 m/s (Re = 900). The operating current density was set to
800 A/m? and the bubble size remains constant along the electrode. The size of the bubble was de-
termined by taking the critical bubble diameter found by Zhang et al. [67]. He performed experiments
in a 1 molar potassium hydroxide solution at a current density of 600 A/m?. Which is slightly below the
current density used in the simulations. Therefore, the critical bubble diameter will deviate slightly.
Figure 4.1 shows the simulation result of the development of the oxygen bubble layer along a vertical
electrode. The orange dots are Lee’s experimental data, and the blue line is the result of the simulation.

37
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Lee determined the thickness of the bubble layer by averaging multiple images (reducing the fluctu-
ating movement of the bubbles), then a reference image (just the water flow without the presence of
bubbles) is subtracted from the obtained average image, resulting in the thickness of the bubble layer.
The result of the simulation is compared with Lee’s experimental data. In both cases, the thickness
of the bubble layer increases along the vertical electrode. However, there are some noticeable differ-
ences, such as the thickness and shape of the layer. As can be observed in figure 4.1, the simulation
predicts a larger dispersion of bubbles between 0 and 125 mm, while between 125 and 180 mm the
dispersion of bubbles is underestimated. The criterion used to determine the thickness of the bubble
layer in the simulation is explained in appendix A.6.
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Figure 4.1: Development of the oxygen bubble layer thickness for a forced flow (Re = 900, 0.18 m/s), current density = 800
A/m? in a 0.833 wt% potassium hydroxide solution.

When both lines are plotted on a log-log plot, they appear as straight lines. This means that the
lines have a relationship of the form y = Ax?. The power corresponds to the slope of the line. Figure
4.2 shows both lines on a log-log plot, it becomes apparent that the shape of the simulated bubble layer
does not match the shape of the bubble layer found in experiments. The simulated bubble layer scales
with a power of about 0.3, while the bubble layer found in the experiments scales with a power of 0.5.
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Figure 4.2: Development of the oxygen bubble layer thickness on a log-log plot for a forced flow (Re = 900, 0.18 m/s), current
density = 800 A/m? in a 0.833 wt% potassium hydroxide solution.

The two graphs above show the dispersion of bubbles is not simulated properly. A possible cause
could be that a constant bubble diameter cannot accurately describe the spread of a bubble. As re-
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ported in chapter 2.3.3, the bubble size in the flow direction undergoes a significant increase in diame-
ter. Therefore, it makes sense that the model cannot simulate the dispersion of bubbles correctly when
using a constant bubble diameter.

4.2. Visualization of bubble behavior

4.2.1. Mean bubble size along with the height of the electrode

No experiments were conducted during this thesis. Therefore, the videos of the experiments performed
by Hreiz were used to analyze bubble behavior. These experiments were conducted in a 0.5 molar a
sodium hydroxide solution. The geometry of the channel is shown in figure 3.1. The physical properties
are listed in table 4.2 and correspond to the operating conditions reported in the work of Heinz et al. The
measurements and simulations covered in this section (4.2.1) all use the conditions described below.

Parameter Properties Value Dimensions
. kg
o) Density 1022 =
D Pressure 100 kPa
U Dynamic viscosity 1.1 mPa - s
T Temperature 293 K

Table 4.2: Operating conditions based on the experiments of Heinz et al.

The experiment was conducted at an average current density of 130 A/m?, with a no net flow con-
figuration. It is worth noting that the anode is divided into segments, shown in figure 4.3.

12 mm

38 mm -
I() mm

T 23mm

Figure 4.3: Composition of the segmented anode.

Each anode consisted in seven nickel pieces. As mentioned before, oxygen production takes place
on both sides of the channel, the hydrogen evolving electrodes are placed outside the vertical channel.
This setup will lead to an inhomogeneous current distribution, as ions must travel a longer path to the
top of the anode. The current for each segment is shown in table 4.3.

Segment number 1 2 3 4 5 6 7

Current (mA) 84.04 383 998 647 494 255 413

Table 4.3: Experimentally measured average current at each anode segment under a 130 A/m? current density on the anodes.
The width of each section is 30 mm.
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The video used to analyze the average bubble size is split into two parts, the upper part, and the
lower part. First, the video was split into a sequence of images. To extract data from these images,
they were converted to grayscale images. A grayscale image is an image in which the value of each
pixel represents an amount of brightness. Since the bubbles in this sequence of images are dark,
the algorithm was set to recognize dark features instead of light features. Next, the grayscale images
shown in figure 4.4a were cropped to analyze the region of interest, corresponding to the red rectangle
shown in 4.4b located right next to the electrodes. Using the Trackpy algorithm (Python package), the
dark features are tagged, shown in figure 4.4c. The tagged bubbles are then stored in a DataFrame
(extension of Pandas a Python package). In this DataFrame the size of the feature, frame number,
brightness, roundness, x and y coordinates are stored.
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Figure 4.4: As an example, the upper part of the channel (the top 200 px no electrode is present) is used to visualize the
algorithm. The first step is to select the region of interest, the second step is to detect all features and the last step is to tag all
features and store them in a Dataframe. The scale of each pixel about 0.025 mm x 0.025 mm.

After filtering out the noise (such as extremely large bubbles), the algorithm will run over all the
frames. In the case of Hreiz's video, a total of 120 frames were analyzed (10 frames per second). This
resulted in more than 15000 features. It should be noted that the videos provided by Hreiz are 6 times
slower than reality. Figure 4.5 represents the upper half of the channel while figure 4.6 represents the
lower half of the channel. Figure 4.5 and 4.6 shows the size distribution along the vertical plane. Here
each red dot represents a bubble. Since the spread in bubble size is large along the entire length of
the electrode, a moving average is included. A moving average will smooth out short-term fluctuations
and highlight longer-term trends, this is indicated by the blue line. It should be noted that the y-axis is
inverted, so 0 px is the top of the channel and 1100 px is the bottom of the channel. From figure 4.5
and 4.6 the average bubble diameter increases in the flow direction. Which could be a verification of
the observations made from flow visualizations mentioned in chapter 2.3.3. Another explanation could
be the decrease in current density along with the height of the electrode. It has often been reported
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that an increase in current density leads to smaller bubbles [17], [49]. However, the opposite has also
been reported [23], [5], [19].
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Figure 4.5: Result of the bubble size measurement for the upper half of the channel. The length of the upper part of the
channel is approximately 1100 pixels, of which the first 200 pixels are without electrodes. The remaining 900 pixels correspond
to 22.5 mm (15.5-38 mm).

The length of the lower half of the channel was shorted due to an obstruction affecting the algorithm.
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Figure 4.6: Result of the bubble size measurement for the lower half of the channel. The length of the lower part of the channel
is approximately 1100 pixels and corresponds to 25 mm (0-25 mm). However, due to obstacles, the last 300 pixels are not
included, which corresponds to the first 7.5 mm of the channel.

As shown in the figures above, the average bubble diameter starts at about 50 um and ends at
about 80 um. This means about a 60% increase in size. It should be noted that there is a slight overlap
in the videos made available by Hreiz. In the next section, individual bubbles were tracked to determine
where this change in bubble size occurs.
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4.2.2. Tracing individual bubbles

In the previous section, it was verified that the mean bubble size is not a constant along with the height
of the electrode. According to several studies, this change in mean bubble size is due to mass transfer
of dissolved gas [5], [19], [57]. To identify where in the channel the bubbles grow, individual bubbles
were tracked. This was done at various locations in the channel. The images from the experiment
conducted by Hreiz mention in section 4.2.1 were used to track bubbles. Multiple regions are discussed
in this section to indicate where the tracked bubbles are located. These regions are the adherence
region, the diffusion region, and the bulk region. The adherence region is the area adjacent to the
electrode, which is approximately the thickness of a bubble diameter. Next is the diffusion region, which
is located between the adherence region and the bulk region. The diffusion region has a thickness of
approximately the bubble layer. Last is the bulk region, which is the area outside the bubble layer.
Figure 4.7 shows the particle pathline of two different bubbles located at the lower part of the vertical
channel. Here the green line corresponds to a bubble tracked in the bulk region and the blue line
corresponds to a bubble tracked in the diffusion region.
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Figure 4.7: The particle pathlines at two different locations for the lower half of the channel. The green line represents a bubble
in the bulk region and the blue line represents a bubble in the diffusion region

Bubbles were also tracked in the upper part of the vertical channel, as shown in figure 4.8. As in
the previous figure, the green line corresponds to a bubble being tracked in the bulk region and the
blue line corresponds to a bubble being tracked in the diffusion region. All tracked particles show a
dispersion away from the electrode.
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Figure 4.8: The particle pathlines at two different locations for the upper half of the channel. The green line represents a bubble
in the bulk region and the blue line represents a bubble in the diffusion region

In figure 4.9 and 4.10, the behavior of the tracked bubbles is examined in more detail. The figure
consists of two y-axes, the left y-axis shows the growth of the bubble and the right-hand y-axis indicates
the position of the bubble relative to the electrode. The measuring technique is briefly explained in
appendix A.8.
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Figure 4.9: Change in bubble size corresponding to the two bubbles followed in figure 4.8. The secondary axis shows the
position of the "blue” bubble relative to the electrode.

The green and blue lines correspond to the same bubbles followed in figure 4.7, which is located
in the lower part of the channel. As can be seen in the figure 4.9, the bubble closest to the electrode
(blue line) undergoes significant growth due to mass transfer. | believe this growth spurt is due to the
bubble’s proximity to the electrode. The bubble located in the bulk region (green line) does not change
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significantly in size. This implies that the dissolved gas layer is quite thin and does not reach the bulk
region, since no mass transfer takes place. To see a correlation between the change in bubble size and
the proximity of the bubble to the electrode, both lines are plotted in figure 4.9. As can be observed,
the rate of change in bubble radius strongly depends on its proximity. The closer the bubble is to the
electrode, the more this bubble grows.

The behavior of the tracked bubbles for the upper part of the channel is shown in figure 4.10. The
green and blue lines correspond to the same bubbles followed in figure 4.8. These bubbles have some
similarities and differences with the bubbles tracked in the lower part of the channel. As illustrated in the
figure 4.10, the bubble closest to the electrode (blue line) shows some growth. Although this bubble is
in close proximity to the electrode, the growth rate is significantly lower than the growth rate observed
in figure 4.9. This is probably due to the inhomogeneous current distribution caused by the electrode
configuration. Therefore, the presence of dissolved gas in the upper part of the channel will be lower.
The bubble located in the bulk region (green line) shows no growth. This reinforces our suspicion that
the growth is due to the proximity of the bubble to the electrode.
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Figure 4.10: Change in bubble size corresponding to the two bubbles followed in figure 4.7. The secondary axis shows the
position of the "blue” bubble relative to the electrode.

The above measurements indicate that bubble growth only occurs in the vicinity of the electrode.
Therefore, several more bubbles are evaluated in the vicinity of the electrode to give more strength to
this hypothesis. The results of these measurements are shown in figure 4.11. Here each line is an
individual bubble. The measurements of these bubbles were all made at a distance between 0.05 to
0.3 mm from the electrode surface. Several observations can be made from figure 4.11:

+ All the bubbles show significant growth. However, the growth rate varies quite a bit. This has
several causes, namely the variation in slip velocity of the bubbles, which are affected by neigh-
boring bubbles. In addition, rising bubbles leave a wake of a lower concentration of dissolved
gas. Which in turn affects the growth of the bubbles that follow/cross the wake of the previous
bubble.

» Another observation is that bubble growth stops after it reaches a certain size. This is due to
the dispersion forces, which are strongly dependent on the size of the bubble. As a result, a
larger bubble will experience more dispersion, causing the bubble to exit the dissolved gas layer.
Another explanation could be the inhomogeneous current density (decreases with height) along
the height of the electrode. Therefore, the concentration of dissolved gas is expected to be lower,
resulting in less growth as the bubble rises.

In appendix A.5, the bubble diameter versus distance from the electrode is plotted.
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Figure 4.11: Change in bubble size over time for twenty randomly selected bubbles. The bubble measurements were taken
from the video provided by Hreiz [19]

A correlation matrix is shown in figure 4.12, which is used to measure the correlation coefficients
between variables. In this case, the correlation between the growth rate and the position of the bubbles
is examined. The line of 1s running from top left to bottom right is the main diagonal, showing that each
variable always correlates perfectly with itself. In addition, the matrix is symmetric and shows the same
correlation above the main diagonal, which is a mirror image of the one below the main diagonal. The
correlation between the Y-coordinate and growth rate is quite strong. There are several reasons for
this:

» Depletion of dissolved gas.

» Asthe Y coordinate increases, so does the distance from the electrode and thus the concentration
decreases, affecting the growth rate.

While the correlation between the X-coordinate and growth rate is rather weak. The weak correlation
can also be attributed to the inhomogeneous current distribution.

As can be seen, the correlation coefficients between the position (X- and Y-coordinates) and the growth
rate are negative. This means that as the X and Y coordinates increase, the growth rate will decrease.
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Figure 4.12: Correlation matrix for three different parameters, namely the x-position, the y-position and the change in bubble
radius over time.
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4.2.3. Concentration dissolved gas

The bubble growth curves, shown in figure 4.11, are used to determine the growth rate of each bubble.
The growth rate is determined by dividing the change in bubble radius over a time interval. Figure 4.13
shows the change in bubble radius versus position relative to the electrode.
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Figure 4.13: The change in bubble radius corresponding to the bubbles followed in figure 4.11. The equal distance between the

measurements is due to the resolution of the images (the pixel size is 0.025 mm x 0.025 mm).

After the dr/dt has been determined together with the position of the corresponding bubble, the local
concentration of dissolved gas can be calculated with equation (2.13) (for the mass transfer coefficient
equation (2.14) was used). The following figure illustrates the concentration of dissolved gas based on
the measured bubble growth. A total of 200 measuring points has been carried out, which are indicated
by blue dots. The wide spread of the measured concentration levels is due to several reasons namely,
the variation in slip velocity, the sharp decrease in current density along the electrode and depletion
of dissolved gas by neighboring bubbles. In addition to the reasons mentioned above, measurement

errors also play a role.
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Figure 4.14: Concentration of dissolved gas corresponding to the bubbles followed in figure 4.11. The equal distance between

because of the pixel size.

The concentration depicted in figure 4.14 shows a lot of scattering due to the reasons mentioned
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above. For greater clarity, the upcoming figures are indicated by means of a color code. The figure
below illustrates the coordinates where the measurements were taken. The color bar next to the figure
indicates the concentration corresponding to those specific coordinates. It is clear from this figure that
the concentration decreases sharply as the height increases. In addition, the concentration also seems
to decrease as the distance from the electrode increases.
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Figure 4.15: The location of the measurements, along with a color code for the dissolved gas concentration. The equal
distance between because of the pixel size.

After the concentration of dissolved gas was determined by bubble growth measurements. Next,
the concentration of dissolved gas is calculated by COMSOL. For this the convection-diffusion equation
was used and is explained in chapter 2.4.2. It should be noted that the mass transport of the diluted
species (sink term in the convection-diffusion equation) does not change the size of individual bubbles.
However, it does increase the total gas fraction. The computational setup used in this simulation is
described in chapter 3.4. For the wall boundary condition, the results of the experiments performed by
Shibata et al. were used, which can be found in chapter 2.2. As mentioned before, the current density
is not constant along the electrode, which affects the concentration of dissolved gas. Therefore, a
different Dirichlet boundary condition is imposed on each segment, which is based on the measured
current of each segment (table 4.3). The Dirichlet boundary condition along the electrode is shown in
figure 4.16.
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Figure 4.16: The Dirichlet boundary condition along the electrode is based on the experimental results of Hreiz [19].

The result of this simulation is shown in figure 4.17. Here the dashed lines indicate the concentration
of dissolved gas and the blue solid line the gas fraction. The dashed line in red indicates the saturation
level. From the graph it becomes clear that the dissolved gas layer is quite thin, also the concentration of
dissolved gas changes along the height of the electrode due to the inhomogeneous current distribution.
Another notable result is the increase in concentration as the distance from the electrode increases (for
most of the heights). This is rather strange because it would mean that the dc/dy has a positive value,
meaning the current density becomes negative as equation (4.1) shows. The reason for this is an

artifact of the boundary condition used and is caused by advection of higher concentration electrolyte
from below.

de = _J& (4.1)
dy 2FD

Moreover, according to the simulated concentration profile, the bulk region also becomes slightly
oversaturated. This phenomenon was also reported by Vogt et al. [57]. The fact that the bulk also
becomes slightly oversaturated is probably due to the internal recirculation, which is caused by the
configuration of the channel. In a forced convection configuration, this phenomenon will be absent in
simulations, due to the constant supply of “clean” electrolyte. In reality, the forced convection config-

uration, will probably also become (over)saturated since the electrolyte will be recycled. In appendix
A.9, the concentration results of Hreiz's experiment are available.

Parameter Properties Dimensions
y Distance m
c Concentration 1:1—?
D Diffusion coefficient mTZ
F Faraday constant A—'Osl
j Current density n%

Table 4.4: Parameters used in the equation (4.1).
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Figure 4.17: The simulated concentration profiles (dashed lines) for different heights based on the current distribution shown in

table 4.3. The dip visible for the 0.35 mm is again due to the internal recirculation of the electrolyte. The gas fraction in
indicated on the secondary y-axis.

Next, the concentration field of dissolved gas shown in figure 4.14 and figure 4.15 is compared with
the concentration field simulated by COMSOL. Figure 4.18 shows this comparison. Here the blue and
orange dotted lines are the simulated concentration profiles for two different heights and the red dashed
line is the linear fit of the measured concentration. Knowing that the measurements are not 100%
accurate, the dissolved gas concentration will therefore deviate from that of COMSOL. Another issue
is the low number of measuring points before 0.05 and after 0.25 mm. Nevertheless, the concentration

field found by COMSOL is quite close to the concentration field found in the measurements.
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Figure 4.18: The concentration of dissolved gas found in the measurements is overlaid with the simulated concentration
profiles (dotted lines) for two different heights.
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Figure 4.19 shows a zoomed-in version of figure 4.17. Here the solid lines are the simulated con-
centration profile for different heights and the red dotted line is a polynomial fit of these solid lines. To
simplify the calculations, the polynomial fit is used to approximate the concentration along the electrode.
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Figure 4.19: The simulated concentration profiles, between a height of 8 mm to 24 mm. The red dashed line is a polynomial fit
of the simulated concentration profiles. The black dashed line is a linear fit from the measured concentration (figure 4.14).

4.2.4. Bubble growth

To calculate the bubble growth, the method discussed in chapter 2.3.6 is used. However, some adjust-
ments have been made. Since the bubble rises in a non-uniform solution, the position of the bubble is
important. Therefore, the particle pathline is needed to calculate the growth of the bubble. Figure 4.20
shows the pathline of 12 bubbles indicated with the dotted lines. The black solid line is the average path
the bubbles travel and will be used as 'the average particle pathline’ in the calculations. From the graph
below, it becomes clear that the average pathline of the particles is rather unpredictable. Therefore,
a linear fit is used to describe the average particle pathline. The position of the bubble relative to the

electrode is described in equation (4.2).

x(t) = 0.0494t + 0.1285
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Figure 4.20: Particle pathline associated with the bubbles in figure 4.11 (the bubbles were tracked using the video provided by

Hreiz [19]).

Figure 4.20 is re-plotted without the particle path lines of the individual bubbles. The red dashed
line is the linear fit corresponding to the average particle pathline.
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Figure 4.21: Linear fit corresponding to the average particle pathline.

Knowing the average particle pathline, which is a function of time, the next step is to determine
the concentration at that particular position. This is done by taking the average concentration over a
certain height (between 8-24 mm along the electrode). The average concentration can be described
with equation (4.3) (polynomial fit from figure 4.19). Here the variable x stands for the distance to the
electrode. Substituting equation (4.2) into equation (4.3) gives the concentration of dissolved gas as a
function of time associated with the average particle pathline.

C(x(t)) = 1514.7x(t)® — 705.11x(t)? + 40.899x(t) + 11.446 (4.3)

Next, the concentration of dissolved gas associated with the average particle pathline can be sub-
stituted in equation (4.4).

R M) - ¢ (4.4)
dt  pg

The k stands for the mass transfer coefficient, which can be determined using equation (4.5). As
can be seen from the equation, the mass transfer is dependent on the slip velocity (difference between
the velocity of the gas bubble and the liquid). However, the slip velocity is not known, but the velocity of
the gas bubble itself is known. This is determined using PIV (Particle image velocimetry). The velocity
of the gas bubbles was about 0.01 m/s. The velocity of the gas bubble is used as an indication of the
slip velocity (assuming that the slip velocity is less than the velocity of the bubble itself). For the slip
velocity, two velocities have been used, a "low” slip velocity and a "high” slip velocity (20% and 80% of
the measured velocity obtained by the PIV).

D
k= 5=(2+0.6515VReS0) (4.5)

The differential equation (4.4) has been solved and the result is shown in figure 4.22. The two
red lines are the calculated bubble radii for two different slip velocities. The transparent lines are the
measured bubble radii associated with figure 4.11. When comparing the red lines with the transparent
lines, it is noticeable that the calculated bubble radii correspond reasonably well with the measured
bubble radii. However, the growth rate of the measured bubbles between 0 and 0.2 seconds seems to
deviate slightly from the calculated bubble radius. After the 0.2 seconds the calculated bubbles radius
fits well with the measured bubble radii.
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Figure 4.22: Calculated bubble radii, along with bubbles associated with figure 4.11.

4.2.5. Modeling bubble layer

In this subsection, the bubble layer will be simulated using a bubble diameter that increases with the
height of the electrode. Using the information collected from figure 4.5, figure 4.6 and figure 4.11
along with the calculated bubble radius 4.22, it was determined that the average bubble increases
approximately 50% after the bubble is released from the electrode. The bubble diameter before release
is according to the experiments mentioned in chapter 2.3.3, between 30 to 50 um. In addition, Zhang
et al. reported similar detachment diameters [67]. However, it is not possible to include bubble growth
in COMSOL. Therefore, a piecewise function is applied to change the bubble diameter along with
the height of the electrode. A piecewise function can describe a function on different intervals. The
piecewise function used in this simulation is shown in figure 4.23. Here the bubble radius starts at 20
um and goes up to 30 um. It was chosen to mimic the growth of the bubble by a faster growth at the
beginning and slower growth at the end of the electrode.
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Figure 4.23: Piecewise function to account for the change in bubble size along the electrode.

To simulate the bubble layer, the Bubbly flow model was used together with the slip velocities men-
tioned in chapter 2.3.7. The computational geometry and boundary conditions are described in chapter
3.1 and 3.3. In figure 4.24, the result of the simulation is shown. The red dots are the data points of
the experiment performed by Hreiz and the blue line is the simulated bubble layer. As can be seen in
figure 4.24, the simulation captures the shape and thickness of the bubble layer very well. The same
technique has been used for two different cases, namely at a current density of 65 and 260 A/m? and
is shown in the appendix A.10.
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Figure 4.24: Development of the oxygen bubble layer thickness along the electrode in a 0.5 molar a sodium hydroxide solution.
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4.3. Modeling bubble layer forced convection configuration

In this section, we return to the case discussed in section 4.1, in which a fixed bubble diameter is
applied. The experiment was performed using a forced electrolyte flow (Re = 900) at a current density
of 800 A/m?[31]. The bubble layer thickness on the oxygen side is used as a comparison for the
simulation. However, the simulated bubble layer did not match the bubble layer thickness found in the
experiment. As proved in the previous section, by including bubble growth, the bubble layer can be
accurately simulated. Therefore, the increase in bubble diameter along with the height of the electrode
is now considered. To determine the bubble growth, the method used in paragraph 4.2.2 is applied.
First, using the computational setup in section 3.4, the dissolved gas layer will be simulated. The result
of this simulation is shown in figure 4.25. When comparing the dissolved gas layer from the previous
section (4.17), it is noticeable that the layers are approximately equal in thickness while the current
density is more than 6x higher. This has to do with the forced electrolyte flow, the dissolved gas has
less time to diffuse into the bulk of the electrolyte.
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Figure 4.25: The concentration profiles (solid lines) for different heights in a 0.833 wt% potassium hydroxide solution, at a
current density of 800 A/m? and a forced flow (Re = 900, 0.18 m/s). The secondary axis indicates the gas fraction (dashed
lines) for the different heights.

4.3.1. Particle pathlines

Since there are no videos available of the experiments performed by Lee, the particle pathlines had to
be tracked in a different way. Fortunately, COMSOL can help us with this by adding particle trajectories.
With this tool the particle pathlines can be calculated by releasing particles in the geometry. Once the
particles are released, they are coupled with the velocity of the gas bubbles, which is calculated by the
Bubbly flow model. As shown in figure 4.26, the particle pathlines corresponding to conditions of the
experiment mentioned above. Here 15 particles (gas bubbles) are evenly distributed over the electrode
and released at the same time. The colored bar on the right side indicated the velocity of the particle
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(gas bubbles).
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Figure 4.26: Fifteen particles (gas bubbles) evenly distributed over the electrode along with their trajectories. The dots/circles
represent the particles (gas bubbles).

Based on the data from COMSOL, the zoomed-in particle path lines are plotted in figure 4.27.
Remarkably, the trajectory of the particle depends on where the particle is released into the channel.
This is because the electrolyte experiences an upward flow caused by the bubbles, which changes the
velocity profile along the electrode.
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Figure 4.27: Zoomed in particle trajectories associated with the particle pathlines in figure 4.26.



56

4. Results

The velocity profile along the electrode is shown in figure 4.28. As shown in the figure below, the
velocity along the electrode increases. Thereby influencing the behavior of the particle, resulting in a

different pathline.
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Figure 4.28: Liquid velocity profiles for the different heights.

4.3.2. Bubble growth

Now that each particle pathline is known, along with the concentration of dissolved gas, the bubble
growth could be determined. This is done by solving the differential equation (4.4) for each bubble, so
that the average bubble radius can be calculated. The result is shown in figure 4.29, the solid blue line
represents the average bubble radius along the electrode. The blue dots represent the bubble radius
based on the interval given by the particle pathline. As can be seen in figure 4.26 the bubble moves
rapidly out of the layer of dissolved gas, which causes a short growth spurt.
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Figure 4.29: Calculated bubble radii associated with the particle pathlines shown in figure 4.26.
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4.3.3. Simulation bubble layer

As explained in section 4.2.5 COMSOL cannot account bubble growth due to mass transfer. Therefore,
a piecewise function shown in figure 4.30 is used to account for this growth. As can be seen in figure
4.29 the average bubble grows gradually; this has been imitated in the piecewise function.
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Figure 4.30: Piecewise function to account for the change in bubble size along the electrode based on the calculated average

bubble size.

Figure 4.31 illustrates the development of the oxygen bubble layer indicated as the orange line. The
green dots are the data points from the experiment performed by Lee. If we compare the simulated
bubble layer with the bubble layer found in the experiments, it can be said that they match very well.
The thickness is nicely captured as well as the growth of the layer.
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Figure 4.31: Development of the oxygen bubble layer thickness along the electrode, taking into account the increase in bubble

size.

When comparing both lines on a log-log plot, it becomes clear that the shape of the simulated bubble
layer is quite close to that of the experiment. The simulated bubble layer scales closely with a power
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of 0.5, which was also found in the experiments. In short, modeling the bubble layer with an average
bubble diameter will not yield the correct bubble layer. The bubble layer differs in bubble dispersion and
bubble layer shape. When the increase in bubble diameter due to mass transfer is taken into account,
the bubble layer can be simulated well. In both bubble dispersion and bubble layer form, the simulation
will calculate the correct bubble layer.
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Figure 4.32: Development of the oxygen bubble layer thickness on a log-log plot, taking into account the increase in bubble
size.

In appendix A.11 a comparison between the simulated bubble layers and the bubble layers found
in the experiments is displayed. The general trend is that the bubble layer can be simulated well at a
Reynolds number below the critical Reynolds (Re = 1200) [37]. Above the critical Reynolds, the experi-
ments show more (turbulent) dispersion, therefore the thickness of the bubble layer is underestimated.
This is because we end up in the turbulence regime. An example is given in figure 4.33. This is where
the fluid flow enters the turbulent regime. As can be seen from the figure, the dispersion of the bubble
is underestimated.
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Figure 4.33: Development of the oxygen bubble layer thickness along the electrode, in the turbulent regime.



Conclusion

The aim of this thesis was to identify the behavior of the bubbles and their relationship to the shape and
thickness of the bubble plume. For this, the Bubbly flow model together with the transport of diluted
species was used. The simulation results are then compared with the experimental data. The main
findings of this are summarized below.

First, a simulation was performed in COMSOL using the Bubble flow model to model the bubble
plume found by Lee et al. This resulted in a bubble plume that differed in thickness and shape from
the bubble plume found in the experiments. Notably, the shape of the bubble plume deviated, the
plume simulated by COMSOL scales with a power of 0.3 while the plume found in the experiments
scales with a power of 0.5. As mentioned in chapter 2.3.3, the bubble undergoes a significant
change in size in the direction of the flow. Since the slip velocities are strongly dependent on
the bubble size, it is likely that the bubble size influences the shape and thickness of the bubble
plume.

Several experimental studies have shown that there are four major phenomena that can change
bubble size, e.g., bubble coalescence, change in hydrostatic pressure, water vapor, and mass
transfer. In chapter 2.3.3 the above reasons are explained, concluding that most of the bubble
growth is probably due to mass transfer. To strengthen this hypothesis, we first investigated
whether the bubble size indeed increases in the flow direction. The videos made available by
Hreiz were used for this. Using the Trackpy algorithm (Python package), the bubbles in the video
are tagged and measured, the results are shown in figure 4.5 and figure 4.6. This indeed shows
that the mean bubble size increases considerably in the flow direction.

The Trackpy algorithm has verified that the mean bubble size is not constant along the height
of the electrode. To determine where in the channel the bubbles grow, individual bubbles were
tracked. This shows that bubbles grow in size close to the electrode and bubbles that are multiple
bubble diameters away from the electrode do not or hardly grow. This implies that no mass
transfer takes place multiple bubble diameters away from the electrode, therefore the layer of
dissolved gas is quite thin.

Twenty bubbles were tracked to determine the concentration field of dissolved gas in the vicinity
of the electrode. The size of these bubbles is accurately recorded and was used to determine the
growth rate of each bubble. Based on these growth rates, the local concentration of dissolved gas
can be determined. This is compared to the concentration field calculated by COMSOL, which
corresponds reasonably well to the measured concentration field.

The concentration field calculated by COMSOL is then used to determine bubble growth using
differential equation 2.13. The differential equation appears to be able to describe the bubble
growth well.

By correcting for this bubble growth in the simulation, it was possible to accurately simulate the
bubble plume found by Hreiz’s experiment. This has been verified by applying the same technique
to simulate the bubble plume reported by Lee.
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There are some notable conclusions that can be drawn: when using a fixed bubble diameter, the
simulation does not show the correct bubble layer shape and thickness. Flow visualizations have
shown significant bubble growth after the bubbles are released from the electrode. In addition, several
experiments have also shown that the bubbles significantly increase in diameter in the flow directions.
This bubble growth depends on four main phenomena, e.g., bubble coalescence, change in hydrostatic
pressure, presence of water vapor, and mass transfer of dissolved gas. Of these, the mass transfer of
dissolved gas contributes the most to bubble growth. This means that the electrolyte in the vicinity of the
electrode becomes enriched with dissolved gases. By including mass transfer of dissolved gas in the
simulations, the growth of the bubbles could be calculated. This bubble growth could then be related
to the average bubble diameter along the height of the electrode. Using the calculated average bubble
diameter along the electrode height, the bubble layer can be accurately simulated (both in thickness
and shape), over a wide range of different operating conditions. Therefore, bubble growth must be
included in the simulations to determine the correct bubble layer.



Recommendations

In this final chapter, recommendations are made to improve or extend the work of this thesis.

» A major obstacle was the availability of good and reliable information about plume thickness. The
available data varies widely in terms of cell arrangement, electrolyte, flow conditions, surface con-
ditions of the electrode (rough or smooth), and electrode material. All this affects the production
of the bubbles and the concentration of dissolved gas. It would be helpful to do these experiments
in-house to be able to control those variables.

+ COMSOL is very user-friendly but has some shortcomings, i.e., it is not possible to include bubble
growth. Perhaps another program such as OpenFOAM or Fluent can include this in the simula-
tions.

* The simulations and bubble growth calculations were done in 2D, it might be interesting to see
the outcome of the simulations and calculations in 3D.

* Include the adherence region in the simulation.
» Change Dirichlet boundary condition (concentration obtain from the experiment from Shibata) to:

) dc
Ji :—NFDd—y (6.1)
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A.1. Sechenov equation

Appendix

As mentioned before, the Sechenov equation relates the concentration of the salt solution to that of

pure water. The equation is shown below:

log< Ho > = kga1th
Hsalt

(A1)

Parameter Properties Dimensions
H, Henry’s constant for pure water P:ZS
Hgait Henry’s constant for salt solution %
ksart Constant of Sechenov M
b Molality of the salt mk—;l

Table A.1: Parameters used in the equation of Sechenov.
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A. Appendix

A.2. Bubble layers of the different experiments.

This section provides an overview of the bubble layers from various experiments. The first three figures
show the thickness of the bubble layer. The last three figures show the same bubble layers on a log-log

scale.
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Figure A.2: Experiment preformed by Weier for three different current densities.
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A.3. Derivation real slip velocities

To convert the relative motion of the dispersed phase to the real slip velocities, U,. is divided by a(1—a).
The following set of equations is used to show that if we divide by a(1 — ), we do indeed get the real
slip velocities.

U, = au, (A-2)
U =>0-au (A3)

U=U,+U, (A.4)
U, =U, —aU (A-5)

By substituting equation A.2 and A.3 into equation A.4, we end up with the following equation:

U=au,; + (1 -a)w (A.6)
Next, substituting equation A.6 and equation A.2 into equation A.5. This results in the equation
shown below:
U, = au; —a(auy + (1 — a)u;) (A.7)
Dividing both sides by a and rearranging the equation gives the following equation:

U,

m =u, - (A8)

Equation A.8 indeed shows that dividing the "relative superficial velocity” U,. by (1 — «), we get the
real slip velocities.

Parameter Properties Dimensions

U, Superficial velocity gas %
U, Superficial velocity liquid %
U, Relative velocity gas phase %
u; Phase velocity ?

. m
u, Phase velocity 5
U Superficial velocity %
a Gas fraction

Table A.2: Parameters used to derive the true slip velocities.
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A.4. Volume forces used in the Euler-Euler model

In addition to the slip velocities, it is also possible to describe the movement of the bubble via volume
forces. These volume forces listed below are based on the two-phase model reported by Le Bideau et
al. [30]. The first volume force is the drag force:

3 Cp
Fp=——ap—|u; —uju; —u, (A.9)
4" dy

The second volume force is the lift force:

Fiire = —Cureplug — wy|rot(u;) (A.10)

The last volume force is the bubble dispersion force:

K
Fyp = —apﬁh.lg —w|Va (A.11)

The slip velocities can be converted into volume forces with:

F = 18a,ulushpd2 (A12)
Parameter Properties Dimensions
u, Phase velocity ?
. m
u, Phase velocity 5
dp bubble diameter m
. kg
p Density gt
a Gas fraction
K, Fitting parameter
Cp Drag coefficient
Cist Lift coefficient
W Dynamic viscosity liquid Pa-s
Ui, Phase velocity %
d Bubble diameter m

Table A.3: Parameters used in the volume forces equations.
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A.5. Bubble diameter versus distance from the electrode

The bubbles tracked in figure 4.11 are plotted versus the distance from the electrode. It looks quite
messy because the bubbles have an unpredictable particle pathline (sometimes jumping back and
forth). However, it becomes apparent that as the bubble grows, the distance from the electrode also
increases. This is believed to be the main reason that the bubble layer shape and thickness are not
simulated well when using a fixed bubble diameter. Therefore, the bubble growth must be included in
the simulations.
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provided by Hreiz [19].
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A.6. Determination of the bubble layer thickness

The thickness of the bubble layer is determined by drawing two straight lines (by hand). The first line
is drawn where the gas fraction decreases sharply with increasing distance from the electrode. The
second line is drawn where there is only a small decrease in the gas fraction with increasing distance
from the electrode. The intersection of these lines is assumed to indicate the thickness of the bubble
layer.

In figure A.8 an example is given how the thickness of the bubble layer is determined. Here the experi-
ment performed by Lee is used [31]. The experiment was conducted using a forced electrolyte flow (Re
= 900) at a current density of 800 A/m?. As can be seen in the figure A.8, the gas fraction decreases
sharply with increasing distance from the electrode (up to 0.3 mm). After the sharp drop in the gas
fraction, the gas fraction decreases slightly until it reaches zero. By drawing two lines corresponding to
the slope of the change in the gas fraction. Two distinct slopes can be seen, the intersection of these
lines indicates the thickness of the bubble layer.
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Figure A.8: Determination of the bubble layer thickness.
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A.7. Boundary conditions Bubbly flow model

The boundary conditions for the second and third geometry are listed below. For the second geometry
(shown in figure 3.1b), the initial and boundary conditions are briefly summarized below. Note that on
both sides of the channel oxygen evolution takes place, the working electrodes are places outside of
the channel. The inlet and outlet boundary conditions are:

u,=0m/s for0<y<W, andx=0

u,=0m/s for0<y<W, andx=0 (A13)
P =0 for0<y<W, andx=(2H,+ H3) A 14
Slip condition for liquid for0 <y <W,, andx = (2H, + H3) (A-14)
The no-slip boundary condition is enforced at walls:
w(x,y)=0m/s for0<x<H,and 2H, <x < (2H,+H;), andy =10 (A15)
u,(x,y) =0m/s for0<x<H,and 2H, <x < (2H, +H;), andy =10 ’
w(x,y) =0m/s for0<x<H,and 2H, <x < (2H,+H3), andy=W, (A.16)
u,(x,y) =0m/s for0<x<H,and 2H, <x < (2H,+H3), andy=W, .
The gas flux leaving the electrodes:
_ _ _ 1RTj
Noa(x6,y =0&x,y =W,) = ———= for H, < x < 2H, (A.17)

4 PF

In the third geometry (shown in figure 3.1c), the initial and boundary conditions are briefly summa-
rized below. The inlet and outlet boundary conditions are:

U, =018m/s for0<y<W; andx=0

u, =0m/s for0<y<W; andx=0 (A.18)
Poue(x) =0 for0<y<W; andx=H, (A.19)

The no-slip boundary condition is enforced at walls:
u;(x,y)=0m/s for0<x<Hgand (Hi+Hs)<x<H,, andy=0 A.20
u,(x,y)=0m/s for0<x<Hgsand (H¢+Hs) <x<H, andy=0 (A-20)
u(x,y)=0m/s for0<x<Hgand (Hg+Hs)<x<H, andy=W; (A21)

u,(x,y)=0m/s for0<x<Hgand (H¢+Hs) <x<H, andy=W;

The gas flux leaving the electrodes:

1 RTj
Nyp(x,y = 0) = EP_F] for Hy < x < (Hg + Hs) (A.22)
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1 RTj
Npy(x,y = Wy) = ZP_F] for Hy < x < (Hg + Hs) (A.23)
Parameter Properties Dimensions
: J
Runiversal ~ Universal gas constant p——
P Pressure Pa
F Faraday’s constant £
mol
T Temperature K
j Current density %
u, Liquid velocity =
. m
u, Gas velocity <

Table A.4: Parameters used in the boundary conditions
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A.8. Measuring technique

The measuring technique is quite straightforward. The videos made available by Heinz are divided into
a sequence of images (.TIFF stack, .PNG or any other format), with each image representing a frame.
Once divided, you can scroll through the images and zoom in. The width of the channel is about 240
pixels and the height of the channel is about 1000 pixels. Which means that each pixel is approximately
0.025x0.025 mm.

The accuracy for bubble tracking is 1 pixel, that's why the measurements are equally distributed in
figures 4.14, 4.15, 4.18, 4.20, 4.21. In the case of measuring the bubble radius, a circle can be drawn
around the bubble of interest (using a Python package called OpenCV). An example of an area mea-
surement is given in figure A.9. Then the area is calculated by the number of pixels enclosed by the
yellow circle. The accuracy of measuring the bubble radius is ~ 0.001 mm?.

Figure A.9: Measuring technique bubble size.
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A.9. Simulation results experiment Hreiz

In this section, the results of the simulation based on Hreiz's experiment are briefly discussed. First
the concentration of dissolved gas is plotted over the entire domain. As shown in the figure, the steps
in the Dirichlet boundary condition are clearly visible. An improvement would be to use a piecewise
function so that the steps in concentration are smoothed out.
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Figure A.10: Concentration of dissolved gas over the entire domain based on the conditions reported by Hreiz.

The zoomed in version of figure A.10 is shown in figure A.11. The faint lines are the contour lines
of the concentration.
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Figure A.11: The zoomed in version of figure A.10.
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A.10. Bubble layer Hreiz

The red dots are the data points of the experiment performed by Hreiz and the blue line is the simulated
bubble layer. As can be seen in figure A.12, the simulation captures the shape and thickness of the
bubble layer very well. The thickness of the oxygen bubble layer was determined by analyzing the
videos of Hreiz [19]. The experiment was performed in room temperature, i.e. around 20 °C. The
electrolyte was a 0.5 M NaOH solution with nickel for the electrode.
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Figure A.12: Simulation results of the oxygen bubble layer for different current densities.
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A.11. Bubble layer simulation Lee

The method explained in section 4.3 has been applied to various operating conditions (different current
densities and flow rates). He performed these experiments in a potassium hydroxide solution (0.833
wt %) with an Ir/Ru alloy (Iridium-Ruthenium) for the electrodes. As can be seen from the figure A.13,
the thickness and shape of the simulated bubble layers are nicely simulated of a wide range of different

operating conditions.

Lee determined the thickness of the bubble layer by averaging multiple images (reducing the fluctuating
movement of the bubbles), then a reference image (just the water flow without the presence of bubbles)

is subtracted from the obtained average image, resulting in the thickness of the bubble layer.
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Figure A.13: Simulation results of the oxygen bubble layer for different operating conditions.
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