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SUMMARY

Oceans have always been of paramount importance to society, as they are a major means
of international cargo transportation. As markets became increasingly globalized, ship-
ping volumes soared over the years. Up to the present day, about 90% of global trade by
volume is being transported by sea. A direct result of this ever increasing transportation
demand is that the industry’s annual carbon emissions account for more than 3% of the
global anthropogenic CO2 emissions - comparable to that of a major national economy.
Considering the environmental challenges that society faces on the 21st century, a dras-
tic emission reduction and fossil fuel usage is almost mandatory for all major industries,
including the maritime sector. Ultimately, near-zero emission levels will be required,
pushing the development of electric and fuel-cell vessels. For now, hybrid vessels are a
cleaner and more efficient alternative to conventional vessels in certain specific niche
markets, without compromising expectations regarding performance and durability.

A major challenge in the operation of hybrid vessels is the powertrain’s supervisory or
tertiary control. The role of a supervisory controller is to optimize the energy flow within
the vessel, subject to the components’ operational constraints. The algorithms used in
these controllers are known as Energy Management Strategies, and they are the main
research objective of this work. More specifically, the design and assessment of such an
integrated control solution for the current generation of Damen’s hybrid tugboats which
will optimally split the power produced between the various energy sources on board,
with the aim to minimize the fuel consumption of the vessel.

Currently, a heuristic strategy is being used in this type of vessels. Although reli-
able and well-designed, it does not achieve the goal that initiated this work, i.e fuel con-
sumption minimization. As an alternative, a control scheme based on the principles
of Equivalent Consumption Minimization Strategy (ECMS) has been developed, tested,
and compared to the currently-used heuristic strategy. This is a very interesting com-
parison as the application of ECMS on a hybrid tugboat with hybrid power supply and
a Diesel-generator, has not yet been found in the available literature, to the best of the
author’s knowledge. In order to render the real-time solution of the arising Mixed In-
teger Optimal Control Problem possible, a novel solution method has been proposed,
based on a combination of Convex Programming and the Branch and Bound algorithm,
as discussed in Chapter 5. Moreover, an exhaustive-search solution method (Dynamic
Programming) has also been applied, in order to benchmark the newly-proposed con-
trol strategy. For the purpose of this comparison, a forward-facing simulation model of
the vessel has been developed, in which the dynamics of all power sources have been
included. Furthermore, the development and validation process of the model led to sev-
eral useful insights, including the need to extend the Diesel engine model of [Geertsma
et al.], and the necessity of modeling and controlling the induction machines in the ro-
tary reference frame to drastically decrease simulation time.

Simulation results demonstrate that the proposed control solutions can achieve av-

xix
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erage fuel savings of 4-6% in comparison to the heuristic strategy that is currently being
used. The exhaustive-search solutions that were obtained proved useful as well, as they
showed that an additional 2-3 % extra fuel reduction (compared to the proposed real-
time strategies) can be achieved. Furthermore, it was also revealed that it is possible
to devise a new rule-set that can be used in order to reach fuel savings of comparable
magnitude.

Finally, through this work, it became evident that the results obtained with ECMS can
approach the global optimum (in terms of fuel consumption) only through the proper
sizing of battery energy, which can be only estimated by the control designer. It is the
conclusion of the author that if further research is conducted in this field, Equivalent
Consumption Minimization Strategy has the potential to greatly improve the fuel con-
sumption characteristics of marine-based hybrid vehicles.



1
INTRODUCTION

"Do not call for black power or green power,
call for brain power."

-Barbara Jordan

The aim of this introductory chapter is to present the rationale behind the initiation of this
work and to reflect on how the problems and considerations discussed in this text can be
embedded in a broader setting. From the existing challenges, the research objectives are
defined, and an overview of this work is presented.

1.1. THE NEED FOR ENERGY EFFICIENCY IN SHIPPING
Pondering on the importance of transportation, one can easily reach the conclusion that
it constitutes one of mankind’s most basic needs. Transportation is a critical component
of economic development, with a profound impact on industrial growth, physical mo-
bility and social welfare, both in primitive and advanced societies. Its availability has the
potential to accelerate global development patterns and can be a boost - or a barrier - to
economic growth within individual nations [Krugman, 1979]. Therefore the search for
faster, and less costly (both in terms of people and cargo volume) transportation solu-
tions has continued throughout history, ever since the invention of the wheel.

Oceans have always been of paramount importance to society as they are a major
means of international cargo transportation. As markets became increasingly global-
ized, shipping volumes soared over the years. In the time span between the 1950s up
to the latest global economic crisis, shipping transportation has been growing by 5% on
average every year [International Council on Clean Transportation, 2007]. As a result,
about 90 percent of global trade by volume is being transported by sea [Stopford, 2008,
Corbett and Winebrake, 2008], a figure that is expected to rise from 10 billion tonnes to
approximately 17 billion tonnes by 2030 [International Chamber of Shipping, 2010].

1
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From an environmental perspective, this increase in transportation demand brings
about an increasing necessity in energy saving and emissions regulations. After all, the
shipping industry’s annual carbon emissions account for more than 3% of the global
anthropogenic CO2 emissions - comparable to that of a major national economy. A rate
that can increase up to 8% by 2050 [International Maritime Organization, 2014], without
the employment of additional energy-efficiency measures.

The International Maritime Organization (IMO) has been introducing increasingly
strict environmental regulations, such as requirements regarding the adoption of the
new efficiency indexes EEDI - EEOI [DNV-GL, 2011], progressively tighter emission limits
on NOx and SOx , and the so-called Emission Control Areas (ECAs). Since 2015, vessels
operating in Sulphur Emission Control Areas (SECAs) are required to use fuel with less
than 0.1% sulphur content [International Maritime Organization, 2014].
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Figure 1.1: Crude Oil Price History Chart
[Oil].1

From an economic perspective, low
freight rates [Beverelli et al., 2010] and no-
toriously fluctuating fuel prices (see Fig-
ure 1.1) have led to a growing interest in
the maritime industry to search into fuel
efficient solutions, subdivided between
operational and design oriented.

Operational measures include opti-
mal voyage planning, by maximizing the
volume of cargo being transported while
reducing the ballast volume needed [Wen
et al., 2016], route adaptation so as to
avoid weather conditions with negative
impact on fuel consumption [Vettor and
Soares, 2016, Shao et al., 2012], the im-
provement of trim characteristics and
draft settings in combination with maintenance schedule optimization, with the ulti-
mate goal of ship resistance reduction [Lu et al., 2015, Galeazzi et al., 2015], and the well-
known "slow-steaming" mode of operation, which takes advantage of the propeller law
to enhance fuel savings [Guan et al., 2014, Cariou, 2011].

Design oriented measures refer to all the physical solutions that result in more fuel
efficient vessels. The majority of the existing approaches so far concentrate on enhanc-
ing the performance of individual components of the vessel, most notably the engine
block [MAN B & W, 2012, Risse and Buchmann, 2013, Burel et al., 2013], propeller [Xie,
2011, Motley et al., 2012, Nelson et al., 2013], hull form optimization [Huang and Yang,
2016], resistance reduction through air lubrication [Latorre, 1997], or on the addition of
waste heat recovery systems on board [Nielsen et al., 2014, Baldi et al., 2015a, Singh and
Pedersen, 2016].

1Prices adjusted for inflation
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1.2. HYBRID TECHNOLOGY
From a historical point of view, marine energy systems have relied upon a relatively sim-
ple setup: the main engine, designed to manage the (large) propulsion power demand,
and the auxiliary engines, to deal with the electric power demands. The main prob-
lem with this approach is that each component fulfills one specific demand [Woud and
Stapersma, 2002] which, taking into consideration the large number of combinations of
propulsion and electric power demand of a vessel, is not the most energy efficient ar-
rangement.

A solution to this inherent inefficiency of conventional marine energy systems is hy-
brid propulsion. Such arrangements are popular in the automotive industry [Guzzella
et al., 2007, Jager et al., 2013], but only very recently they have been adopted in the ship-
ping sector, namely in naval ships, supply vessels, and few harbor tugs and yachts. Ap-
plication and challenges of these arrangements are discussed in depth in the work of
[Geertsma et al., 2017].

Hybrid electric propulsion systems allow the main engine and the auxiliary engines
to contribute both to propulsive and electric power production, thus allowing for addi-
tional flexibility on the overall power production [Sciberras et al., 2015]. Additionally,
the inclusion of battery packs allows for energy storage, which can further enhance the
efficiency of the hybrid power supply system as a whole (hybrid power supply refers to
the combination of at least two types of power sources to provide the electrical power)
[Sciberras et al., 2015, Grimmelius et al., 2011, Dedes et al., 2012]. In summary, the main
advantages of adopting a hybrid propulsion system (mechanical coupling of an Inter-
nal Combustion Engine (ICE) and an Electric Machine (EM) to the propulsor) are [Jager
et al., 2013]:

• Adaptation to a large variation of operating modes (appropriate for a flexible power
demand profile), which results in enhanced operational capability, including fast
system response and high plant flexibility.

• High redundancy/reliability due to:

– Freedom to drive the propulsor either from the ICE or from the EM at any
given time.

– Provision of back-up power from the battery pack, in case of Diesel generator
failures.

• Reduction of emissions due to high plant efficiency over a wide range of operating
modes.

• Reduction of underwater noise and vibrations, because in electric mode the con-
ductive noise transmission path from the engine can be isolated better.

• Fuel consumption reduction, because at low loads the main engines do not run at
part load, but the required power is provided by the generators, which run at their
optimum load, due to the shared load from propulsion and hotel loads.

On the other hand, numerous challenges regarding the design and operation pro-
cesses of such systems arise, including:
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• The design of an effective Energy Management Strategy (EMS), as will be explained
in detail in the chapters that follow.

• The highly sensitive sizing process, so as to balance the trade-off between reduced
fuel consumption and increased capital expenses - a common trait of all systems
with such a high degree of integration [Baldi, 2016].

Finally, it should be stressed that there is still much room for improvement when it
comes to hybrid schemes, as advancements in other engineering branches can also be
incorporated, such as improved battery life, higher energy density of individual compo-
nents, or by integrated thermal management [Jager et al., 2013].

1.3. HARBOR TUGBOATS
Given that the benefits arising from the adoption of hybrid propulsion have already been
identified by the scientific community and such systems are slowly being introduced
to commercial vessels, the question that can be raised at this point is the following: Is
hybrid technology being exploited to its fullest?

As it seems, the answer lies within the intended operational profile of the vessel.
Types of vessels that experience large variations in power demand, accompanied by rel-
atively long periods of low power needs seem to be benefiting the most out of hybrid
technology, and thus present the best candidates for further study and analysis. Yachts,
dredgers, offshore support vessels and, most of all, tugboats present such diverse oper-
ating profiles [Grimmelius et al., 2011].

Tugboats are used to tow container-ships, bulk carriers and oil tankers to the harbor,
where the waters are too shallow for the vessels to move by themselves. This results in
a highly volatile operating profile, as illustrated in Figure 1.2 2 which includes transit
mode: [200 s,300 s]∩ [500 s,700 s], standby mode: [0,200 s]∩ [300 s,500 s], and assist
mode: [700 s,3500 s].

Nevertheless, to the best of the author’s knowledge, not a large number of studies
[Grimmelius et al., 2011, Vu et al., 2014, Vu, 2015, Yuan et al., 2016a, Vlaskos et al., 2013,
Shiraishi et al., 2013, Boonen, 2016] have addressed quantitatively the merits of hybrid
propulsion on harbor tugboats, with equally limited actual applications.

More specifically, the works of [Vu et al., 2014, Vu, 2015, Yuan et al., 2016a] underline
the potential of an optimization-based EMS, with a focus on Diesel electric propulsion
with hybrid power supply. They reported a 9% and 16% reduction in total energy con-
sumption, when compared to a rule-based control system, thus underlining the poten-
tial of an optimization-based EMS. [Vlaskos et al., 2013] provides a comparative analysis
of different hybrid architectures and configurations on a harbor tugboat, though operat-
ing under the influence of rule-based EMS only - as is the case in the work of [Shiraishi
et al., 2013], and [Boonen, 2016] who focuses on the development of a hybrid propulsion
tugboat model with hybrid power supply, whose operation is controlled using a rule-
based strategy. This strategy however was charge-sustaining, designed in such a way so
as to improve the ICEs’ operational points.

2as measured by Damen Shipyards Group
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Thus, both from an environmental and economical perspective, it would be of in-
terest to assess the merits arising from the application of a fully hybridized drivetrain
(hybrid propulsion with hybrid power supply). And more so, to a vessel with the op-
erating characteristics of a harbor tugboat. The key point is that a well-designed, fully
hybridized drivetrain generally presents fewer losses in comparison to a Diesel-electric
propulsion system, therefore its combination with an appropriate EMS is expected to
give even better results than the ones reported in the works of [Vu et al., 2014, Vu, 2015,
Yuan et al., 2016a].
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Figure 1.2: Typical Operating Profile of a Harbor Tugboat (Operating Modes by color:
Standby, Transit, Assist ).

1.4. ENERGY MANAGEMENT OF HYBRID POWERTRAINS
In any conventional powertrain, the operator (driver) imposes the wanted power de-
livery to the vehicle instantly. All his actions, being the inputs to the component-level
controllers of the drivetrain, are immediately translated into specific actions that need
to be taken from each component itself, such as fuel injection to the engine, or a gear
shift in the transmission system.

On the other hand, controlling a hybridized vessel, or any other hybrid electric ve-
hicle (HEV), includes two different sets of tasks as shown in Figure 1.33, and presented
below:

• The component-level control task, which consists of [Geertsma et al., 2017]:

– Governor speed control for the ICE.

– Combinator curve control with pitch reduction in case of a CPP.

3Adjusted accordingly from the work of [Geertsma et al., 2017]
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– Automatic Voltage Regulation (AVR) for the generators.

– In case of electric propulsion, the motor drive torque is being regulated using
the switching signals of PWM converters, coupled with one of the following:

¦ Field Orientation Control

¦ Direct Torque Control

¦ Direct Self Control

• The power management strategy, which regulates the on/off state of each compo-
nent, making sure that the power demand can be met at any given time.

• The tertiary control, whose role is to optimize the energy flow of the drivetrain,
while meeting several constraints. This is the control layer that is called Energy
Management Strategy, as mentioned in Section 1.2 [Sciarretta and Guzzella, 2007].

Transmission, propeller, ship

ICE

Governor

EM

Electric Drive

ICE

Governor

G

AVR

B PC
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Energy Management Strategy

Control Lever Position
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Power Management Strategy

Figure 1.3: Control Layers of a Hybridized Vessel.

The EMS receives information from the HEV as well as its operator, processes this
data, and produces the optimal "power-split", i.e. the amount of power produced by
each component of the drivetrain so as to meet the power demand in the optimum way
(with respect to fuel consumption minimization, pollutant emission minimization, bat-
tery life maximization, or any combination of all), while also satisfying all the imposed
constraints (which typically include all the physical limitations of the components that
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constitute the HEV). An EMS plays a critical role on an HEV, as the fuel savings poten-
tial, and emissions, of the hybrid drive-train depend on the optimality of this power
distribution. It has been estimated [Sciarretta and Guzzella, 2007] that the achievable
fuel economy for an HEV can range between 10% to more than 30%, compared with a
conventional drivetrain, provided that a sophisticated controller is present to realize the
potential of the hybrid drivetrain. As such, the importance of EMS has sparked a con-
siderable amount of scientific research over the last decade, resulting in an abundance
of different approaches, each with its own merits and demerits. The general consensus
of the scholars who are active in this field of study has been summarized, in the most
articulate way, in the work of [Onori et al., 2016], stating that:

The adoption of systematic model-based optimization methods using mean-
ingful objective functions to improve the energy management controllers
is the pathway to go in order to achieve near-optimal results in designing
EMSs.

In spite of this remark, mostly rule-based strategies have been applied to hybrid or
electric tugboats so far, except from the works of [Vu et al., 2014, Vu, 2015, Yuan et al.,
2016a] focusing on Diesel electric propulsion with hybrid power supply, which gener-
ally result in non-optimal system operation, therefore limiting the benefits of a fully hy-
bridized propulsion system. Further enhancements are only possible with the applica-
tion of optimization-based strategies, as concluded in the works of [Grimmelius et al.,
2011, Vu et al., 2014, Vu, 2015, Yuan et al., 2016a, Vlaskos et al., 2013].

1.5. RESEARCH OBJECTIVES
The aim of this work is to provide further insights regarding the fuel savings potential of
an optimization-based EMS applied in a hybrid propulsion system with hybrid power
supply. Moreover, a quantitative comparison will be given, with respect to the existing
rule-based strategy that is thus far being used, as developed by Damen Shipyards Group,
and the solution obtained by the application of an exhaustive search method.

To address all these considerations, the following questions will be answered through-
out this text:

• How can the propulsion plant be modeled to allow for evaluation of energy man-
agement strategies?

• Which optimization strategy presents the highest potential and ability to identify
the optimal power split between the existing, distinct types of power sources?

• How can operating constraints, such as direct availability of full bollard pull, be
taken into account in the EMS?

• How can discrete decisions, such as starting and stopping of engines be imple-
mented in the EMS?

• What is the potential fuel consumption reduction of the proposed control strategy?
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1.6. THESIS OUTLINE
This work is structured as follows:

• In chapter 2, a review of the different hybrid propulsion architectures of marine
vessels is given, along with an overview of their current modeling approaches.

• Chapter 3 provides an extensive analysis of the currently used Energy Manage-
ment Strategies.

• In chapter 4, the modeling approach followed in this work is presented, and the
mathematical models of each component are given, along with validation results.

• In chapter 5 the formulation of the optimization problem is presented.

• Chapter 6 shows detailed results of the simulation and an analysis of the behavior
of the proposed supervisory controller.

• Finally, in chapter ??, the conclusions of this work are drawn, and recommenda-
tions for further research in this field are discussed.



2
HYBRID POWERTRAINS: OVERVIEW

"It is not the strongest of the species that survives,
nor the most intelligent,

but the ones most responsive to change."

-Charles Darwin

In this chapter, the concept of the hybrid powertrain will be explained, and different com-
ponents and architectures will be presented. Finally modeling problems and considera-
tions, typically encountered during the development and testing of new ideas regarding
marine propulsion systems, will be touched upon, and an overview of the available mod-
eling approaches will be given.

2.1. HYBRID POWERTRAIN CONCEPT
As discussed in Section 1.2, conventional powertrains utilize only one energy source to
deliver propulsive power, the ICE, as shown in Figure 2.1. On the other hand, a hybrid
powertrain consists of at least two powertrains capable of generating power. These typi-
cally include an ICE to produce mechanical energy and an electrical network responsible
for the generation and distribution of electric energy. The main motivation for the de-
velopment of hybrid powertrains is the possibility to combine the advantages of purely
electric propulsion, in particular zero emissions, with the advantages of ICE-based pow-
ertrains, namely high energy and power density. Moreover, this hybridization allows for
a broad spectrum of topologies that can be generated, depending on the connections
between the powertrains, and a wide variety of patterns regarding power delivery. To
illustrate the flexibility that a hybrid powertrain is able to provide, a conceptual illustra-
tion of such a powertrain, is presented in Figure 2.2. In the most usual case of an ICE
working in parallel with an EM & battery combination, indicated as powertrains (1) and
(2) respectively, the possible patterns to meet the load requirements include:

9
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1. Power delivery from pow-
ertrain (1): Engine-alone
propelling mode, used when
the batteries are depleted,
and the power demand is
too high for the engine to
recharge the batteries as
well, or when the batteries
are already fully charged,
and the engine is able to
meet the complete power
demand.

2. Power delivery from power-
train (2), in which the ICE
is turned-off. It is used pri-
marily for situations where
the ICE cannot operate effi-
ciently (very low speed oper-
ation), or in strict emission
control areas.

3. Power delivery from both
powertrains simultaneously,
in cases of high load demand
or sharp accelerations.

4. Power delivery from power-
train (1) towards both power-
train (2) and the load, i.e. si-
multaneous battery charging
and power supply to meet
load demands.

loads

G G

Figure 2.1: Conventional Propulsion
System.
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Figure 2.2: Conceptual Hybrid power-
train.

2.2. HYBRID POWERTRAIN ARCHITECTURES

The two basic hybrid configurations with hybrid power supply applied to marine propul-
sion systems are the following:

2.2.1. DIESEL ELECTRIC PROPULSION WITH HYBRID POWER SUPPLY

In this configuration, two different types of power sources (gen-sets and batteries) pro-
vide the propulsive power to the propellers via the electric motors.

The presence of the EM removes the need for a mechanical link between the ICE and
the drive shaft, a characteristics which provides the following advantages:
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• The ICE’s operation is not related to the power requirements of the vessel, so it
can be switched-off when running on part load, or operated at any point on its
speed-torque map, regardless of the rotational speed of the drive shaft.

• Flexibility regarding the physical location of the various powertrain components
is facilitated, making it suitable for application in vehicles with irregularly-shaped
machinery spaces [Silvas et al., 2016].

• The battery can enable load leveling and peak shaving, depending on power fluc-
tuations and demands. This results in constant loading of the engines, potentially
maintaining an efficient operating point, or even lessen the sizing of the engines
[Geertsma et al., 2017].

• Redundancy, as in the case of failure of one generator part of the power can be
supplied by the battery pack.

+ -

G
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EM

loads

(1) Engine (ICE)
(2) Generator (G)
(3) Transformers
(4) Frequency Converters
(5) Electric Machine (EM)
(6) Shore Connection
(7) Battery Pack

(1) (2)

(7)

(3) (5)(4)

(6)

Figure 2.3: Diesel Electric Propulsion with Hybrid Power Supply

On the other hand, in order to transform the brake power of the ICEs to thrust power
in the propellers, more energy conversions are needed (mechanical-to-electrical in the
generator after the ICE, electrical-to-mechanical in the motor before the load, and twice
electrical-to-electrical conversion in transformers and frequency converters), which in-
advertently introduce higher transmission losses. Furthermore, the EM has to be sized
for the maximum power requirements since it is the primary source of power, increasing
capital costs and overall size of the plant.

At this point, it should be stated that a further distinction regarding this propulsion
scheme can be made, into AC or DC electric propulsion, each with each own distinct
features. However, a comparison between the two is not in the scope of this work, and
the interested reader is referred to the survey of [Geertsma et al., 2017], the works of
[Zahedi and Norum, 2013, Zahedi et al., 2014] which focus on DC propulsion, or the
textbook of [Woud and Stapersma, 2002].
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2.2.2. HYBRID PROPULSION WITH HYBRID POWER SUPPLY

The key of this configuration is that two independent power sources (from the ICEs and
the EMs) are added together in a mechanical coupling system, able to operate indepen-
dently from, and assist, each other, as shown in Figure 2.4. In this architecture the ICEs
provide thrust in case of high power demand, with the EMs acting as a potential power-
booster. For lower load requirements, the EMs can be used either as motors (to prevent
the inefficient operation of ICEs at part-load) or as generators (so as to provide electrical
power from the ICEs instead of the Diesel generators). Understandably, using this ar-
chitecture, the vessel combines the benefits of electric (reduced noise & vibrations) and
mechanical propulsion (high power density), with an even higher degree of redundancy
and efficiency in both design and part-load conditions.

+ -

EMG

G EM

loads

(1) Engine (ICE)
(2) Generator (G)
(3) Transformers
(4) Frequency Converters
(5) Electric Machine (EM)
(6) Gearbox
(7) Battery Pack
(8) Shore Connection

(1) (2) (3) (4) (5) (6)

(7)(8)

Figure 2.4: Hybrid Propulsion with Hybrid Power Supply

Other advantages of this configuration include that the propulsive power can be de-
livered to the propellers from the ICE with less conversion stages, in comparison to the
topology of Section 2.2.1, which results in fewer transmission losses (since the extra
mechanical-to-electrical power conversion observed in the previous powertrain is no
longer present). Also, the EMs and ICEs can be sized accordingly so as to deliver jointly
the full power demands in the most efficient way (what is also known as the optimal
’power-split’).
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2.3. MODELING OF HYBRID-ELECTRIC POWERTRAINS
This section contains an overview of the available modeling approaches of the principal
components of a hybrid-electric propulsion plant, suitable for control systems design.

2.3.1. GENERAL CONSIDERATIONS

For efficient model-based controlling of HEVs, an "appropriate" mathematical descrip-
tion is of crucial importance. To this end, "appropriate" modeling of a power plant for
the development and testing of an EMS, refers to a model whose scope is twofold: The
capability of capturing the physics of the powertrain, while also being non-computationally
intensive and implementable in real-time situations. Note that, because the focus of
EMS is supervisory control, and not component-level control, only the slower dynamics
of the powertrain are of interest, and in most cases only power-based models are usually
considered, whereas torque- or current- based models get limited attention.

In the same respect, it is important to realize that it is not sensible to derive a model
taking into account all the possible physics effects, primarily because most of these phe-
nomena are not of interest to the main problem. Moreover, such an approach always
results into a "heavy", CPU-intensive model, whose validation always needs experimen-
tal data that are not readily available, or costly to obtain through experiments [Jager et al.,
2013].

This provides us with the freedom to use approximate mathematical models, using
reasonable assumptions, which will need to describe only the slower powertrain dynam-
ics, and also represent relevant power losses in nominal conditions, as well as part-load.
Moreover, the ability of the model to represent technical, physical, and economic limita-
tions of the powertrain components must be maintained, so as to allow for meaningful
simulation results.

2.3.2. MODELING APPROACHES

A lot of research has been conducted on the cyber-physical modeling of hybrid electric
powertrains, mainly from the automotive engineering branch, which is arguably at the
forefront of hybrid technology. The effort to introduce and develop component models
for HEVs has been well documented in literature, and the interested reader is referred to
[Chan et al., 2010] for an overview, and in [Guzzella et al., 2007, Ehsani and Emadi, 2009,
Mi et al., 2011, Eriksson and Nielsen, 2014, Pistoia, 2010, Husain, 2011, German, 2003]
for detailed analysis.

A basic overview of the different approaches used in practice will be presented in
this section. In general, three distinct modeling approaches can be identified that are
capable of predicting the fuel economy of a hybrid-electric powertrain and are used for
the design, and control system optimization of HEVs. In order of increasing complexity:

Average Operating Point Approach: The simplest modeling approach, whose key point
is to sum up the full operating profile of the power system to one average point, which
is then used to calculate the fuel consumption at that regime. It is well suited to provide
a preliminary estimation of the fuel consumption in relatively simple powertrains, but it
is not able to yield satisfactorily accurate results when complex propulsion systems have
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to be analyzed in a high level of detail.

Quasi-static Approach: In this type of simulation a driver model compares the target
operational characteristics of the HEV with the actual ones, and generates a power de-
mand profile in order to follow the target values. As a next step, the generated power
demand time series is divided into numerous time intervals, small enough so that the
powertrain is required to follow specific, constant, operating characteristics, and the av-
erage operating point approach is applied at every time interval. In that sense, the model
can be regarded as a "quasi-static" model since the behavior of the prime movers within
the powertrain is described by means of steady state performance maps. The quasi-
static approach can be used to solve the problem of fuel consumption minimization in
relatively complex powertrains, and has been applied in supervisory control problems
[Jager et al., 2013, Eriksson and Nielsen, 2014].

Dynamic Approach: Finally, in the dynamic approach, the powertrain is formulated
using sets of differential equations, so solutions to equations governing conservation of
mass, momentum and energy flows can be obtained, thus capturing the dynamic ef-
fects of the powertrain. In this way, dynamic events such as abrupt accelerations and
maneuvering can be simulated with reasonable accuracy, but at a higher computational
burden.
Usually quasi-static methods of modeling are used for the development and analysis of
EMS, whereas dynamic methods are only chosen when no other option is available.

2.4. COMPONENT MODELING
Regardless of the chosen modeling approach, the performance of any powertrain model
relies upon the methodologies applied to model each of the components. Therefore, in
the current section, the most common modeling techniques for each component will be
presented.

2.4.1. INTERNAL COMBUSTION ENGINES
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Figure 2.5: Time vs. Detail of ICE
Models.

One of the most complex tasks in a powertrain
simulation is certainly the modeling of the main
engine, especially if a good level of fidelity is
needed. Many studies exist in literature, dealing
with performance prediction and simulation of
ICEs, and the choice of a suitable model depends
primarily on the requirements of each application
and, of course, the available computational tools
[Johnson et al., 2010]. It must be pointed out that
the analysis and categorization presented here is
based on the excellent survey of [Grimmelius et al.,
2007].

Following, the most-used ICE modeling ap-
proaches are presented, in order of increasing
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complexity, and therefore computational effort. Figure 2.5 provides a qualitative idea
of this trade-off. At this point, it should be noted that for the development of supervi-
sory control algorithms, only the slower, pressure-related dynamic effects of an ICE are
relevant to fuel consumption and may have to be taken into account, whereas the rel-
atively fast dynamics can be safely ignored[Guzzella et al., 2007, Kiencke and Nielsen,
2005, Guzzella and Onder, 2009] offer an elaborate analysis.

2.4.1.1. BLACK BOX MODELS

An approach in which the ICE is modeled in terms of its inputs and outputs, based on:
Regression Fits: Which consist of look-up tables or polynomials in which the mea-

sured data is stored, (general regression fits are the Willans line approximation [Guzzella
et al., 2007, Rizzoni et al., 1999], the Mossel model, and the Strictly Convex Polynomial
Equation model [Jager et al., 2013]).

Transfer Function Models: In which the ICE is represent by first, or higher degree
order systems capable of capturing only the most basic dynamics.

Figure 2.6: Structure of a simple
feed-forward ANN.

Artificial Neural Networks (ANNs): ANNs are
computational algorithms designed in such a way
so as to process information in a similar way to hu-
man brain. At their core they are, in essence, sim-
plified models of biological neurons, able to pro-
cess data in many simple and parallel processing
units [Grimmelius et al., 2007]. The structure of an
ANN is shown in Figure 2.6.

The black-box modeling approach seems to be
the preferred option for control-oriented model-
ing purposes (where only input-output relations
are of interest), due to its superior real time ca-
pabilities. A disadvantage is that, in order to cap-
ture the ICE behavior accurately, all these methods need a considerable amount of data
which is usually not available, hard to come across, or time consuming to obtain through
experiments. Moreover, they are all tied to the specific engine whose data is being fitted
(or used for training the ANN), thus they are not generic. If one of the engine parame-
ters changes, it is unclear how the measured data should be treated, or how the models
should be adjusted.

2.4.1.2. ANALYTICAL MODELS

This category consists of all the models that are, up to some extent, analytical. They
consist of a set of algebraic and differential equations solved at each time step, and can
be categorized as follows:

Mean Value / First Principle (MVFP) Models: In MVFP approaches, the ICE model is
constructed by considering the processes occurring in each of its sub-components. De-
pending on the complexity of the model, components modeled include cylinders, scav-
enging and exhaust receivers, the compressor and turbine of the turbocharger, the en-
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gine air filter and air cooler and the exhaust pipe. The in-cylinder process is usually
approximated by a 6-point Seiliger cycle in order to obtain the work, and thus mean
effective pressure and torque. Such models are regarded as a valuable solution to com-
bine low computational requirements with relatively high accuracy, and can be found in
abundant in scientific literature, as in the works of [Shamekhi and Shamekhi, 2015, Reb
et al., 2015, Sturzebecher et al., 2015, Nikzadfar and Shamekhi, 2015, Baldi et al., 2015b,
Maroteaux and Saad, 2015, Theotokatos, 2010, Li et al., 2013, Guardiola et al., 2014] to
name a few. MVFP models are mostly used in cases where the ICE model has to be inte-
grated within a larger powertrain system and in which the in-cycle variations are not of
primary interest.

Figure 2.7: MVFP Model developed at TU
Delft [Stapersma, 2010].

Figure 2.8: In-cylinder process concept of
an MVFP [Stapersma, 2010].

Crank-Angle Engine Models: Also known as filling and emptying models, the various
components of the ICE (cylinders, compressor, air-intake) are modeled as control vol-
umes, in which the mass and energy balance equations are solved, whereas the pipe
elements are used to solve mass transfer equations. The in-cylinder process is modeled
using the fundamental energy balance, and a fuel burning function (as the coupling of
two or more Wiebe equations) for the Heat Release Rate. Because of the fast changes oc-
curring in the cylinder process1, the differential equations involved are solved in small
time steps, per crank angle degree [Grimmelius et al., 2007, Casoli et al., 2014].

Computational Fluid Dynamics (CFD) Models: Finally, the most complete and de-
tailed modeling approach is a CFD model, in which the process of the cylinder is solved
by dividing the combustion chamber into small volumes or elements (tens of thousands
of them), and in each of these elements the basic equations of fluid dynamics, thermody-
namics and chemical reactions (reaction kinetics and equilibrium equations) are solved
[Grimmelius et al., 2007]. Understandably, this modeling approach provides extremely
detailed information regarding the operation of an ICE, with a high computational bur-
den.

Of course, the number of elements of the combustion chamber can be reduced,
therefore reducing the computational time as well. This type of models are known as
Phenomenological multi-zone models, and usually the number of combustion chamber’s
elements are in the order of tens.

1Of the order of magnitude of a small fraction of the time required for a complete shaft rotation.
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2.4.2. BATTERIES
Battery models (mostly analytical ones, as will be discussed in this section) rely on the
type of the battery, which is determined by the their electrolyte, according to Table 2.1:

Table 2.1: Types of HEV Batteries

Battery Type Anode Cathode Electrolyte Cell Voltage

Lithium - ion C Li2O lithiated solution 3.6 V
Lead - acid Pb PbO2 H2SO4 2 V
Nickel - metal hydrate metal hydrate Ni (OH)2 KOH 1.2 V
Nickel - cadmium C d Ni (OH)2 KOH 1.2 V

Quantitative comparative studies regarding the different battery types are abundant
in scientific literature [Gutmann, 1999, Chau et al., 1999], whereas in [Wang et al., 2016]
emerging trends in the subject of HEV batteries are given.

As expected, a variety of models have been proposed to evaluate batteries’ interac-
tion with the rest of the powertrain [Rahn and Wang, 2013], all of which recognize that
the dynamics of the batteries are rather slow compared to the rest of the components
in the powertrain, therefore they have to be accounted for regardless of the modeling
approach. Taking that into account, battery modeling can be a gruesome task, since
the parameters that influence the battery’s properties (mainly the State of Charge (SoC),
voltage and current) are dynamically and related to each other, in a highly non-linear
fashion.

A complete battery model accounts for electrical, thermal and aging dynamics. The
electrical system can be considered as the top of the modeling pyramid, and can be used
without the rest of the subsystems. The thermal subsystem requires the electrical sub-
system so as to determine the heat produced by the battery pack, whereas the aging
subsystem requires the temperature calculated by the thermal subsystem and the SOC,
so as to incorporate temperature, storage, and charging/discharging cycles’ effects and
generate the remaining maximum available capacity of battery as time progresses.

In the modeling of a powertrain for control-oriented purposes usually only the elec-
trical subsystem needs to be modeled [Stanislovaitis, 2015]. This is because, in practice,
the battery pack temperature is tightly controlled so as to avoid chemical process in-
stabilities and is kept low to reduce battery wear, thus the influence of the temperature
needs not be modeled [Jager et al., 2013]. Nevertheless, regarding the thermal subsys-
tem the reader is referred to [Hu et al., 2012, Jaguemont et al., 2016, Tan et al., 2011, Mi
et al., 2007], and for capacity fading effects in [Honkura et al., 2011, Broussely et al., 2001,
Bloom et al., 2001, Sarasketa-Zabala et al., 2016, Berecibar et al., 2016, Petit et al., 2016].

In order to correlate the battery current and voltage to the power exchange with the
rest of the powertrain, the electrical subsystem can be simulated using the following ap-
proaches [Shafiei et al., 2011]:

Fitted Models: One of the most straightforward ways to develop a simplified battery
model, based solely on experimental data and simple semi-empirical equations. Of
course, in direct relation to the fitted models of ICEs, they suffer from the same draw-
backs, and present the same merits.
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Example of some simple semi-empirical formulas used for data fitting are:

• Peukert’s equation [Rakhmatov and Vrudhula, 2001], which approximates battery
lifetime (L) as a function of the discharge current (I), using the simple equation:
L = ∫ t

t=0
α

I (t )β
d t , with α and β being constant parameters.

• the Shepherd model [Shepherd, 1965a,b], which describes how the voltage of a
battery changes with respect to the current load using a formula of similar com-
plexity as Peukert’s equation.

Figure 2.9: Kinetic Battery Model.

Another well-known model is the Kinetic Bat-
tery Model (KiBaM), developed in [Manwell and
McGowan, 1993, 1994] which simulates the bat-
tery’s charge as a combination of two connected
water reservoirs, according to Figure 2.9. This
model was specifically developed to describe
the response of large lead-acid storage batteries,
which have a distinct (flat) discharge profile. Thus,
it can not be used for modern batteries, like Li-ion,
due to their sloped discharge profile.

More advanced and complicated analytical models, can be found in literature, such
as Rakhmatov and Vrudhula’s diffusion model, given in [Rakhmatov et al., 2002, 2003],
which uses the concentration of active materials in the electrolyte as a key point in the
modeling process, to give predictions regarding the battery’s lifetime.

Stochastic Models: This approach has not been widely applied in the modeling of bat-
teries despite it’s promising results, and it is based on the use of discrete-time Markov
chains to describe the charging and discharging effects of the battery (a Markov chain is
a stochastic simulation approach used to model randomly changing systems, where it is
assumed that future states depend only on the current state and not on the events that
occurred before it.)

An interesting application is the stochastic KiBaM, which is an extension of the tradi-
tional KiBaM model, with a few modifications so as to model a Ni-MH battery. Interest-
ingly, simulation results showed that the model was sufficiently accurate for predicting
battery lifetime, with a maximum error of 2.7% [Rao et al., 2005].

Circuit-oriented Models: In these approaches, electrical components are used to model
the behavior of the battery, including constant or controlled voltage sources, connected
in series with resistors and resistors with capacitors connected in parallel. By using
different connections, several battery effects can be modeled. In general, these mod-
els fall under the following categories [Chen and Rincon-Mora, 2006]: Thevenin-based,
Impedance based, and Runtime-based, all shown in Figure 2.10.

Electrochemical models: Which represent the most complete modeling approach, and
are based on chemical reactions occurring within the battery cells. They mostly consist
of six coupled, non-linear differential equations. The most complete electrochemical



2.4. COMPONENT MODELING

2

19

model can be found freely online in [University of Berkeley], called ’DualFoil’, and it is
often used as a benchmark for testing other newly developed battery models. To give an
indication on the amount of detail needed for the very highly accurate simulation that
this software provides, apart from the load profile more than 50 battery parameters need
to be given as inputs.

Figure 2.10: Circuit - Oriented Battery Models.

As can be seen, several approaches can be used to simulate battery behavior. The
most complete is the use of electrochemical models, however the complexity of solv-
ing the six coupled partial differential equations directly reflects on computational time.
Moreover, a very detailed knowledge of the battery system is required by the user in or-
der to set up the parameters, which include data that is usually hard to find. Stochastic
models are generally somewhat limited, as they are designed only for specific discharge
profiles, therefore they can not handle more abstract cases of arbitrary load profiles, with
varying discharge currents etc. Circuit-based models are capable of variable complex-
ity (depending on the number of parameters used) and therefore varying levels of ac-
curacy and computational time. This gives the user the freedom to choose freely the
time/accuracy trade-off, a characteristic that the other approaches do not have. More-
over, they are the most suitable for simulation purposes, due to their inherent electrical
nature, which makes them possible to be connected directly to an electrical network. Fi-
nally, fitted models are generally tied to specific types of batteries, or in the case of holis-
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tic approaches, like Peukert’s equation, they only offer below medium-level accuracy
(around 10% error, depending on the simulated conditions, as mentioned in [Rakhma-
tov and Vrudhula, 2001]).

2.4.3. ELECTRIC MACHINES
Electric Machines are another key component of HEVs, capable of mechanical-to-electrical
power conversion and vice versa. EMs used on hybrid propulsion systems typically in-
clude synchronous AC generators and induction motors, which are particularly complex
systems with a high number of components, therefore the complete modeling of all of
them is seldom attempted. Moreover,the spread of their frequency response can also be
very broad, making the modeling process even more difficult. The following approaches
can be used for simulating EM behavior:

Fitted Models: The simplest modeling technique that can be used, similar to the ap-
proaches described for ICEs and batteries. Such models typically use piece-wise quadratic
functions in order to describe the conversion characteristics of the EM (including the
losses of the power converter) and a simple relation between the input and output power
so as to determine the EM efficiency, or torque and efficiency maps, in which desired
values of electrical power or torque as used as control inputs [Jager et al., 2013, Guzzella
et al., 2007].

Electric-Equivalent Circuit Models: Another modeling technique employed for EM
analysis, introduced in the late 1960s [Lwithwaite, 1967, Carpenter, 1968] is the MEC
approach. The key characteristic of this modeling approach is that the complex mag-
netic circuit of the machine is transformed into a much simpler electrical network solved
using electric circuit theory, coupled with differential equations to account for the rota-
tional dynamics of the machines when necessary. In this way numerous parameters, for
a variety of EM types, can be calculated with relative ease. Such models can be found in
most textbooks nowadays [Krause et al., 2013, Gomez-Exposito et al., 2016], their major
advantage being computational accuracy, in combination with limited model complex-
ity, easy parametrization and relatively low computational time. As such, this approach
is particularly attractive as an analysis and design method. However, in cases for which
an accurate estimation of the dynamics of the electric machine are important and their
transient behavior has to be taken into consideration, a more advanced approach must
be used which includes modeling inductances, flux linkages, etc. One such approach
can be found in [Ong, 1998].

Finite Element Analysis (FEA): A more computationally expensive approach for the
simulation of EMs. FEA tools incorporate complex geometries, coupled circuits and
non-linearities in an EM model, and are typically used when designing efficiency op-
timized machines, especially for new designs incorporating new shapes and material
properties. However, they are not computationally efficient to be used as part of a large-
scale dynamic simulation. To give an example, a typical time-domain model of an EM
modeled with a typical FEA tool needs hours to reach a steady-state solution, which cor-
responds to about one second of real time [Yilmaz, 2015]. To overcome this drawback,
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several reduced FEA approaches have been proposed, which aim to minimize the com-
putational effort associated with FEA, while maximizing the amount of available infor-
mation [Sizov et al., 2012].

2.4.4. GEARBOXES
Hybrid powertrain configurations implicate the use of gearboxes capable of switching
between diesel and electric drives. The most important characteristic is the loss of torque
in a gearbox, which, as shown in [Godjevac et al., 2015], it can be a highly complex cal-
culating procedure when taking into consideration gear losses, losses in the seals and
bearings etc. Whereas investigations of the performance of gearboxes are available, the
majority of them focus on the automotive industry [Schlegel et al., 2009]. Regarding
maritime gearboxes, power loss models have not been investigated in detail, apart from
[Godjevac et al., 2015, Stapersma, 1994]. The existing approaches are summarized below.
For a comparative analysis the reader is referred to [de Jong et al., 2015].

• Stapersma Model: Developed in [Stapersma, 1994], this simple model proposes a
linear equation for the calculation of the nominal power losses, as a function of the
shaft speed and the power produced by the prime movers. As stated in [de Jong
et al., 2015], the model does not take into account the detailed configuration of
each specific gearbox (type, size,lubrication), which can influence the total power
loss, however it is sufficient to provide a rough approximation of the gearbox loss
behavior at the nominal operating point of the prime mover.

• Drijver Model: Developed in [Drijver, 2013], it can estimate power losses during
heavy- and part-load conditions. The total losses are the sum of losses from bear-
ings, teeth, lubrication and seals, which are considered to be a function of shaft
speed and load. It can very accurately determine the efficiency of the gearbox
in part- or heavy-loading conditions, while requiring very few input parameters
[Godjevac et al., 2015].

• Geertsma Model: Which proposes a quadratic fit model for power and torque
losses, as functions of shaft rotational speed and torque [Geertsma, 2015].

2.4.5. PROPELLERS
Several propeller models are available which, in combination with data series, are ca-
pable of providing an adequately accurate simulation of the propeller. For the scope
of this work, of interest is the torque and thrust developed at a certain rotational shaft
speed and thrust angle. This can be modeled quite easily with the use of the Open Water
Diagram, or the Four Quadrants Diagram, the later having been developed by the Mar-
itime Research Institute Netherlands (MARIN) [Woud and Stapersma, 2002]. Regarding
the Open Water Diagram, the performance of the propeller is represented in terms of
three non-dimensional coefficients, namely the thrust coefficient KT , torque coefficient
KQ , and their variation with respect to the advance ratio J . On the other hand, the Four
Quadrants Diagram uses thrust and torque coefficients, (CT andCQ respectively), as a
function of the hydrodynamic pitch angle (β) of the propeller. The Open Water diagram
has the limitation of representing stationary forward sailing only (J > 0), whereas the
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Four Quadrants diagram can provide insight into the whole field of operation for the
propeller, including running astern and dynamic behavior, like stopping or abrupt ac-
celerations [Woud and Stapersma, 2002].

Finally, the most complete approach to simulate propeller behavior is the use of
Computational Fluid Dynamics (CFD) methods to solve the Reynolds Averaged Navier-
Stokes (RANS) equations, which give the most accurate prediction regarding the hull-
propeller interaction, maneuvering characteristics, and the flow field around the pro-
peller. As expected, since such models account for highly complex and fundamental
physical effects, the increase in computational resources is extremely severe.

2.4.6. POWER ELECTRONICS
For the scope of this work, the only data required from a power electronics component
(inverter, rectifier, etc.) simulation is only power losses. The dynamic behavior is not
of importance, since the dynamic response of such components is of the order of mil-
liseconds (which results in an even smaller time-step size during the simulation pro-
cess) [Bacha et al., 2014], therefore not affecting the vessel’s fuel consumption charac-
teristics. Once again, the simplest approach to replicate steady-state or dynamic input-
output characteristics of power electronic components are fitted models (also known as
behavioral models among electrical engineers). The power losses are determined with
the use of numerical surfaces constructed using manufacturer data, or on the basis of
semi-empirical formulas - usually quadratic functions of current load.

Another modeling approach used for the design and optimization process of power
electronics, is a complete circuit model. Depending on the assumptions used, circuit
models can be divided into [Bacha et al., 2014]:

• Switched Models: which describe the converters’ behavior exactly and as such,
they are the most computational-time intensive.

• Sampled-Data Models: Which provide information about the system’s state in a
periodic manner. In other words, they provide a representation of the component
sampled at each complete operating period, and not at switching moments.

• Averaged Models: Able to replicate an average behavior of the system’s state over a
specific time-window.

2.5. CONCLUSIONS
As stated in section 2.3.1, the most fundamental question in modeling is the objective of
the simulation itself and, as such, it should be carefully evaluated. In general, it is not
desirable to simulate all aspects of the system in detail, the reason being that the output
of the simulation may be overwhelming, therefore obscuring the phenomena that are
of primary interest. In this respect, the preferred modeling approach is the one that
employs the simplest possible technique so that the simulation meets the immediate
objective. As such, it is important to consider which effects influence the parameters that
are of immediate interest when it comes to supervisory-control-strategy development
and testing. As a first basis, the most important parameters include: Fuel and electrical
efficiencies, thermal loading of the engine, and capacity fading effects of the batteries.
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2.5.1. MODELING APPROACH OF THIS WORK
Although not the most usual choice [Guzzella et al., 2007] for control systems studies, the
dynamic approach will be followed. This is deemed necessary considering that an elec-
tric machine used in an adjustable speed applications is capable of significantly faster
dynamic response in torque loads compared to a medium speed Diesel engine. This
ability can, and should be, exploited in a propulsion system where the two can operate
in parallel, provided that their joint operation can be properly controlled. As this aspect
will be also considered in this work, the need for a dynamic modeling approach, at least
for the prime movers arises. This approach will be based on the general ship modeling
approach introduced in [Grimmelius et al., 2007] and generally applied by the marine
engineering section of Delft University of Technology, as shown in Figure 2.11.
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Figure 2.11: General Ship Propulsion Model.

Inputs of the general model are the speed settings of the prime mover, and the pitch
setting of the thrusters. The speed setting is processed in the engine control system
block, from which the amount of fuel to be injected to the propulsion machine is cal-
culated. Based on that, the propulsion machine block determines the torque produced
by the prime mover. The propeller model will determine the required torque and result-
ing thrust of the propeller based on the input pitch setting, shaft speed, and ship speed.
Next, the torque output of the prime movers is compared with the required propeller
torque, and their difference results in the rotational speed of the propeller shaft from the
shaft rotational dynamics sub-system, according to Newton’s second law of rotational
motion. In the ship dynamics sub-system, the thrust delivered by the propeller and the
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forces resulting from the vessel’s movement give the net forces and moments, which are
then translated into ship movements using Newton’s equations of motions [Grimmelius
et al., 2011].

Although further adjustments will be necessary in order to incorporate the compo-
nents of the specific propulsion system that will be studied in this work (i.e. EMs and
batteries), this generic model presents a very good baseline simulation approach to work
with, as it provides an accurate representation of all the relevant characteristics of a real
vessel and it has been used successfully in the past for the simulation of propulsion sys-
tems [Grimmelius et al., 2007, Boonen, 2016] and the evaluation of EMS and their influ-
ence on the sailing behavior of a vessel [Grimmelius et al., 2011].

2.5.2. COMPONENT MODELING REQUIREMENTS
Moreover, a first insight into the requirements of the component models that were pre-
sented in Section 2.4 can also be provided after the overview of the modeling approach
that will be used. Regarding the ICE model, an approach is needed capable of captur-
ing most of the dynamics of the ICE, without going into a detailed crank-angle related
calculations, as these will increase the computational time, and the level of detail they
provide is not needed. In this respect, an MVFP approach capable of capturing the clas-
sic dynamic behavior of an ICE, i.e. the inertias of the engine, and the turbocharger sys-
tem (2nd order model). As stated in Section 2.4.2, the dynamics of the batteries must be
taken into consideration, since one of the state parameter that affects the EMS is the SoC
of the battery. As such, batteries will be modeled using an equivalent circuit approach, as
shown in Figure 2.10, as these have been widely used in the past for control-oriented pur-
poses, are capable of capturing the dynamics of the battery system, and can be incorpo-
rated into a wider model with relative ease. In the same respect, electric machines will be
modeled using an MEC approach, which presents sufficient accuracy regarding system
dynamics. Note that, although the system dynamics (being of the order of magnitude
of seconds) are not expected to influence the EMS strategy that will be developed, they
still need to be accounted for when an adjustable speed drive is considered, as stated
in Section 2.4.3. The gearbox can be modeled using either of the three approaches pre-
sented in Section 2.4.4, depending on their accuracy with respect to power and torque
losses, as they are the only piece of information that is of interest for the scope of this
work. Regarding the modeling approach of the propellers, the Four Quadrants approach
will be used, as it is the only one that allows the reverse operation of the shaft. Finally,
power electronics will be modeled using fitted models, due to their favorable approach
with respect to simulation time, according to the discussion of Section 2.4.6.
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ENERGY MANAGEMENT

STRATEGIES: AN OVERVIEW

"We can only see a short distance ahead,
but we can see plenty there that needs to be done."

-Alan Turing

In this chapter, an overview of the different categories of Energy Management Strategies
available today will be presented, and a qualitative description and comparison will be
given. Based on these remarks, the most appropriate optimization strategy will be chosen.

3.1. OVERVIEW
It is generally accepted that the fuel economy potential of hybrid systems can only be
achieved with a sophisticated control system [Sciarretta and Guzzella, 2007]. This re-
alization has spurred a considerable amount of research over the last years, which has
resulted in a wide variety of control strategies for the optimal performance of hybrid
systems. To the best of the author’s knowledge, an exhaustive classification of all the
contemporary optimization strategies is presented in Figure 3.1, which is based on the
review articles [Jager et al., 2013, Sciarretta and Guzzella, 2007, Neffati et al., 2013, Sabri
et al., 2016, Silvas et al., 2016, Zhang et al., 2015, Olatomiwa et al., 2016, Chong et al.,
2016, Gurkaynak et al., 2009, Wirasingha and Emadi, 2011, Panday and Bansal, 2014].

EMS can be divided into two classes. Non-causal methods, which control the driv-
etrain using exact knowledge of the power trajectory, and causal, i.e. real-time imple-
mentable strategies, which are able to control the drivetrain without having exact knowl-
edge of the power demand. A different categorization involves optimization-based, and
heuristic (or rule-based) strategies. Optimization-based strategies have received more
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attention than their rule-based counterparts. Although rule-based strategies cannot ob-
tain the optimum working point of the drivetrain, they are still being used, primarily due
to their easy implementation. Regarding global optimization, DP, PMP and some of the
stochastic search algorithms present the mostly used approaches, whereas for real-time
optimization, ECMS and MPC are the most popular and rapidly developing [Neffati et al.,
2013, Panday and Bansal, 2014].

3.2. RULE-BASED CONTROL STRATEGIES
These strategies constitute the first schema to appear in industrial control, in which a
set of rules is derived, based on human expertise and intuition. They are based on ’IF-
THEN’ type of control rules, and require virtually no computational effort or storage ca-
pacity. As such, they are easily implementable and have been widely applied in proto-
types and commercial HEVs. They can be further divided into deterministic and fuzzy
rule-based strategies.

3.2.1. DETERMINISTIC RULE-BASED
In which the rules are derived on the basis of fuel consumption/emission data, operating
maps of the ICE, or human expertise for the system to be controlled. More specifically:

• In the thermostat strategy, once the ICE is switched on, it operates on its optimal
working point only, whereas the battery is charged/discharged depending on the
state of the engine (on/off). Note that the only difference between the thermostat
and the power follower strategy is that, in the latter, when the engine is turned on,
it operated along its optimal working curve, instead of having just a single operat-
ing point.

• The frequency based scheme splits the power demand into high- and low-frequency
regions incorporated with load leveling. It is superior than the previous two ap-
proaches of this category, as it has been reported to result in better fuel economy,
decreased emissions and improved battery life [Sabri et al., 2016].

• The engine optimal efficiency region is also a form of power-balancing strategy,
used primarily in series-parallel HEVs, whose primary goal is to keep the ICE run-
ning in its most efficient operating region while balancing the operation of the EM
as needed, taking advantage of its favorable speed-torque characteristics.

• Finally, the system optimal operational point takes also into consideration the
transmission power losses, delivering the optimum point as a trade-off between
the optimality of the ICE’s operation, and the maximization of the transmission
efficiency.

Deterministic rule-based strategies have shown success in commercial HEVs (like
Toyota’s Prius), however their most severe limitation is lack of flexibility under different
operating conditions [Shaohua et al., 2012, Kim et al., 1999, Trovao et al., 2013].
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3.2.2. FUZZY RULE-BASED

This limitation was overcome using Fuzzy Logic controllers (FLC). Fuzzy logic, firstly
introduced in [Zadeh, 1965], has a fundamentally different approach when it comes to
handling numerical data, which can be used as a tool in intelligent control. According to
classical Boolean logic, any statement can be represented as a zero, being false, or one,
true. Fuzzy logic introduced another concept, in which the truth of any statement is a
matter of degree, interpreting it by any number between zero and one. This idea of ap-
proximate reasoning, rather than precise, when applied to controllers can translate the
knowledge and experience of the designer in an extensive collection of IF-THEN rules
that can be used more efficiently in the decision making process [Arsie et al., 2001, Lee
et al., 2000]. In a sense, a fuzzy logic controller is a natural extension of many rule-based
controllers implemented (via look-up tables) today [Zhang et al., 2015]. The main advan-
tages of fuzzy logic based controllers over deterministic strategies are robustness against
uncertainties and measurements noise, and the ability to be tuned and adapted accord-
ingly, therefore enhancing the degree of freedom of control - highly useful properties as
the complexity of the drivetrain increases [Olatomiwa et al., 2016, Baumann et al., 2000,
Won and Langari, 2002]. The analysis so far is enough to cover the conventional fuzzy
controllers. Without going into much detail, a short introduction about the extended
fuzzy logic controllers is presented:

Adaptive-fuzzy Control: It is capable of optimizing conflicting objectives (such as fuel
economy and emission reduction) simultaneously, with the optimal operating point be-
ing achieved using a weighted-sum approach optimization of conflicting objectives. These
weights are adapted according to different driving cycles, achieving tremendous reduc-
tion in emissions, with negligible compromise in fuel economy [Panday and Bansal,
2014].

Predictive fuzzy control: The current state is being evaluated based on the available
history of the system to be controlled and its variability in the near future, as a look-
ahead window. By using rule-based strategies specifically developed for each possible
operating condition within this time window, it is possible to obtain a solution closely
related to the optimal one, without using any form of optimization. The downside of
this approach is that the information used to define the future behavior of the drivetrain,
based on known past states, is hard to predict, and it is equally difficult to derive the huge
amount of rule sets for each possible operating condition.

3.3. OPTIMIZATION-BASED CONTROL STRATEGIES

In optimization-based strategies, the goal of the controller is to minimize an objective
function, usually represented by fuel consumption (or emissions, or both). System op-
timization takes place as the result of a system-learning-and-adapting approach to the
operating conditions, within a given framework of rules and constraints [Wirasingha and
Emadi, 2011].
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3.3.1. GLOBAL OPTIMIZATION STRATEGIES

Global optimization strategies require an a priori knowledge of the operating conditions,
so they are also called a-causal control approaches. Understandably, as future condi-
tions can not be predicted exactly, this kind of strategies can not be implemented directly
for real-time optimization. However, their biggest limitation of this strategy category is
heavy computational burden (significantly higher in comparison to rule-based strate-
gies) [Gurkaynak et al., 2009, Wirasingha and Emadi, 2011]. Despite their preview-like
nature and computational complexity, they are still studied and used today, mostly for
quality comparison and evaluation purposes of all the rest control strategies.

A further subdivision is possible, into two main categories:

3.3.1.1. STATIC OPTIMIZATION

Static Optimization: Which in essence takes as input a rule-based EMS (along with the
operating conditions and the drivetrain characteristics) and optimizes its parameters
(rules) with respect to minimum fuel consumption. Thus, the energy management prob-
lem is converted into a parameter optimization, static problem, in which the optimum
can be obtained via gradient based and derivative free approaches. The key difference
between the two is the use of derivatives in the search of the optimum point - the main
characteristic of gradient-based methods. Moreover, due to the multi-modal and dis-
continuous nature of the functions that describe a complex drivetrain’s optimization
process, their convexity and differentiability are far from guaranteed. Therefore, gradient-
based methods have seen limited use on HEVs, mostly on the simplest of drivetrain con-
figurations [Oh et al., 2007]. On the other hand, derivative-free methods aim for the op-
timal solution using iterative procedures rather than relying on derivatives [Zhang and
Chen, 2001, Shuaiyu et al., 2007], which have been proven to be a more appropriate ap-
proach for EMS on HEVs and superior to gradient-based methods in searching for the
global optimum over the entire search space[Gurkaynak et al., 2009, Panday and Bansal,
2014].

3.3.1.2. DYNAMIC OPTIMIZATION

In this approach, the EMS problem is formulated as a dynamic, nonlinear, constrained
optimization problem, largely known as optimal control problem. The main characteris-
tic of this approach is that the dynamic problem is decomposed into a sequence of sub-
problems, by discretizing it over time [Sundstrom et al., 2008, Sundstrom and Guzzella,
2009], forming an instantaneous cost function at each sample time. By solving the sub-
problems consecutively, the optimal control schedule can be obtained. Dynamic opti-
mization strategies are further divided into analytical and numerical solution methods,
both of which are analyzed in [Jager et al., 2013]1.

3.3.1.3. OTHER METHODS

More unconventional optimization methods used in HEVs’ EMS include Game Theory,
proposed in [Dextreit and Kolmanovsky, 2014, 2010], and Stochastic Optimal Control
[Kolmanovsky et al., 2008, Malikopoulos, 2013, Moura et al., 2011]. These methods have

1Interested readers (with a sufficient mathematical background) are also referred to the work of [Bryson, 1996].
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not seen wide application (compared to other global optimization strategies) in EMS,
due to several, distinct for each approach, reasons.

Game Theory is a mathematical approach to human behavior, used primarily in Eco-
nomics and Political Sciences. It originates as a mathematical representation of the fol-
lowing concept: A non-cooperative game in which each participant’s gain (or loss) is
exactly balanced by the losses (or gains) of the other participants. The mathematical so-
lution to such a concept (also known among mathematicians and economists as Nash
Equilibrium) has found its application to EMS for HEVs, as it provides the ability to de-
couple optimal solution of the EMS from the operating cycle. It has seen limited appli-
cation due to its complex nature and high sensitivity.

Stochastic Optimal Control is a framework for modeling optimization problems that
involve uncertainty. The main characteristic of this approach is the formulation of the
EMS problem as an infinite-horizon stochastic dynamic optimization problem. It pre-
dicts future power demands by generating a probability distribution for them. The opti-
mal control strategy is then obtained using stochastic dynamic programming, which has
been known to outperform rule-based strategies [Panday and Bansal, 2014, Malikopou-
los, 2013]. The limitations of this approach include sensitivity to calibration parameters
and difficulty in the online estimation of probabilities and online reconfiguration of the
control law [Zhang et al., 2015].

3.3.2. REAL-TIME IMPLEMENTABLE STRATEGIES

In real-time optimization the global optimal criterion is reduced to an instantaneous op-
timization approach, by discretizing it over time, as in the dynamic optimization strate-
gies of Section 3.3.1.2, and including a cost function that depends only on the present
state of the system parameters. According to Section 3.3.1, when all the information
regarding the operating profile is known from the outset, global optimization strate-
gies can be used to provide an optimal solution. The key difference of real-time im-
plementable strategies is their ability to estimate, with a degree of uncertainty the future
operating conditions of the system, with the latter being already in operation, based only
on past and present time information. Of course, the quality of this prediction directly
reflects on the optimality of the solution, which will understandably be sub-optimal, i.e.
when the implemented strategy is evaluated retrospectively with the offline computed
optimal solution, a control sequence that achieves a lower fuel consumption can usually
be found.

One of the objectives in the design of a real-time implementable strategy is to achieve
a fuel consumption that is close to the off-line computed optimal solution. Additional
requirements on such a strategy is imposed by the limited computational requirements
that it must exhibit, so as to have a computational burden suitable for real-time imple-
mentation, while in the same time not requiring a profound understanding of the com-
plete underlying mathematics of optimal control theory [Ehsani and Emadi, 2009]. De-
pending on the approach that the strategies employ in order to deal with this degree of
uncertainty while satisfying the rest of the requirements, they are further subdivided in
the following:
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3.3.2.1. EQUIVALENT CONSUMPTION MINIMIZATION STRATEGY

ECMS is arguably the most well-known real time optimization strategy, the concept of
which originates from the work of [Paganelli et al., 2000]. In this approach, the instan-
taneous optimization function is the sum of the actual fuel consumption used by the
ICEs and an equivalent fuel consumption related to the SoC variation, thus allowing for
a unifying continuous representation of both the energy used in the battery and ICEs.
This function is being optimized on a real-time basis, therefore no prior knowledge of
the power demand is needed in order to provide an optimal solution. The only disad-
vantage of this strategy is that it does not guarantee charge sustainability of the plant,
[Sciarretta et al., 2004, Won et al., 2005, Pisu and Rizzoni, 2005].

The principle underlying the ECMS approach is that a cost is assigned to the elec-
trical energy, so that the use of electrical stored energy is made equivalent to using (or
saving) a certain quantity of fuel. This cost, mostly known as Equivalence Factor is ob-
viously unknown, as it depends on future vehicle behavior, but it has been shown that
it can be related to driving conditions in a broad sense. Practically speaking, the equiv-
alence factor represents the chain of efficiencies through which fuel is transformed into
electrical power and vice - versa. As such, it changes for each operating condition of
the drivetrain. In the original formulation of ECMS, the equivalence factor was a vector
of constants, one for charge and one for discharge of the battery, both of which can be
interpreted as the average overall efficiencies of the electric path for the corresponding
operating mode (charging/discharging), and a specific driving cycle. [Onori et al., 2016]

Clearly, the concept of equivalent fuel consumption is tied with the necessity of at-
tributing a meaningful value to the equivalence factor, and as such, it has been the topic
of extensive research that involves primarily estimation methods and impact factors.
The chosen approach in the estimation of the equivalence factor is the characteristic
based on which ECMS can be categorized further into:

• Constant: In which this assumption for the equivalence factor is made (conven-
tional ECMS), for the whole operation of the drivetrain. The optimal constant
equivalence factor is based on different optimization methods which, although
easy to implement, they require full knowledge of the power demand. Therefore a
re-calibration of the factor is necessary for different operating conditions - limiting
the generality of ECMS [Zhang et al., 2015].

• Online calculation: Based on the SoC of the battery, direction of electrical current
and power demand information (A-ECMS and T-ECMS). According to the level of
information, different maps and and relevant factors are constructed so as to up-
date the equivalence factor. This can be done with the use of a P, PI control or
adaptive law functions.

3.3.2.2. MODEL PREDICTIVE CONTROL

MPC is a popular real-time optimization strategy, employed to deal with multivariate
constrained optimization problems. The main feature of MPC is to allow the current
time-slot to be optimized, taking also future time-slots into consideration. This is gen-
erally performed in three steps [Yang and Zhu, 2016]:
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1. Calculation of the optimal control sequence in a prediction horizon that mini-
mizes the objective function, while satisfying all the constraints.

2. Implementation of the optimal control policy derived in (1).

3. Moving the entire prediction horizon one step forward, so as to repeat the se-
quence.

In MPC approaches, dealing with future state uncertainties generally involves a pre-
diction method. This prediction method (in automotive engineering) is based on navi-
gation technology and on board sensors, or on mathematical prediction models of two
types:

• Deterministic: which provides a deterministic power demand over the prediction
horizon.

• Stochastic (SMPC) [Ripaccioli et al., 2010]: which describes the future torque de-
mand with probability distributions, based on the current state of the system or
historical data.

As such, MPC can be seen as a receding horizon approach, able to adapt to vari-
ations of power demand online, with reduced computational requirements. Since the
optimization problem is solved over a future prediction horizon, MPC can be thought of
as neither short-sighted, nor sensitive, which is considered as an advantage over ECMS
[Zhang et al., 2015]. MPC approaches can also be classified based on the characteristics
of the control-oriented model, into linear time-varying MPC (LTV-MPC) and non-linear
MPC, with opposing views regarding the time requirements - model complexity trade-
off. Non-linear MPC provides higher fuel economy, but at a higher computational cost.
A further extension of SMPC is Stochastic MPC with learning (SMPCL), originating from
the work of [Cairano et al., 2014]. It has been proposed so as to provide increased robust-
ness and quicker adaptation compared to SMPC, and is proven to have an overall better
performance.

3.3.2.3. MACHINE LEARNING

Among intelligent control strategies, machine learning algorithms are mostly used in
EMS for HEVs. All machine learning algorithms try to emulate the decisions of human
brain, and they are powerful computational methods able to learn and generalize from
any training data, which makes them suitable to use for intelligent control strategies in
the control of HEVs. Several machine learning techniques have been used for such an
application, including Artificial Neural Networks (ANNs) [Murphey et al., 2013, 2012],
Support Vector Machines (SVMs) [Wang et al., 2007b], and other machine learning con-
cepts [Park et al., 2009]. The advantage of these approaches is that precise powertrain
models are no longer needed, while computational effort is extremely reduced. On the
other hand, in order for the control strategy to work satisfactorily, an extensive database
is needed for the training of the control algorithm, which is difficult and time consuming
to obtain, especially for an optimized drivetrain database obtained, for example with the
use of DP, as observed in [Chen et al., 2014].
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3.3.2.4. EXTREMUM SEEKING CONTROL

Extremum Seeking Control (ESC) is applicable to non-linear control problems, with the
only aim of the policy being to find the operating set-points that minimize or maximize
(extremize) an objective function. Being a model-free control approach, it can, and has
been, used with success in a wide variety of applications [Dochain et al., 2011], one of
which being as an EMS for an HEV, originally proposed in the work of [Dinccmen et al.,
2010]. It has sufficiently low computational requirements and presents high robustness
to uncertainties, however it can only obtain local optima [Dochain et al., 2011]. Although
suitable as a real-time control strategy, to the best of the author’s knowledge, studies on
ESC-based EMS for HEVs still remain under the simulation phase. An excellent primer
for ESC can be found in [Ariyur and Krstic, 2003].

3.4. CONCLUSIONS
A summary presenting the most important remarks of all EMS discussed in Chapter 3 is
given below:

Deterministic Rule-Based: Easy implementation, exceptionally low computational re-
quirements, however they present inability to optimize energy flow [Shaohua et al., 2012,
Kim et al., 1999, Trovao et al., 2013].

Fuzzy Logic Rule-Based: Relatively easy implementation, the controllers are robust
and tolerant to imprecise measurements and component variations, and can be easily
re-tuned and adapted if necessary. Further improvements have been reported when the
rule-set is optimized using stochastic search methods [Arsie et al., 2001, Lee et al., 2000,
Baumann et al., 2000, Won and Langari, 2002, Schouten et al., 2002, Khoucha et al., 2010].

Sequential Quadratic Programming: Straightforward implementation and high effi-
ciency in the solution of continuous problems. However, the use of SQP requires the
imposing of strong assumptions on the objective function, so as to obtain the deriva-
tives, which can be non-realistic. There is also high possibility of obtaining local optima
only [Oh et al., 2007].

Simplex Method: There are no requirements regarding the description of the objec-
tive function, or its derivatives, in analytical form and it presents strong capabilities of
local search. However, the initial search point affects the quality of the solution, and it
has been reported that this approach can easily get trapped in local optima [Zhang and
Chen, 2001].

Complex Method: As in the Simplex method, there are no requirements regarding an
analytical expression for the objective function and its derivatives. Again the solution
relies on a good initial search point, with the danger of getting trapped in local optima.
Not suitable for high-dimensional, multi-constraint problems [Shuaiyu et al., 2007].
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DIRECT: Does not require neither the derivative of the objective function, nor the
specification of the starting point, and it has the ability to cover the entire design space
in search of the global optimum. However, it suffers from slow convergence to the true
global optimum when reaching the global optima region [Gao and Porandla, 2005].

Stochastic Search Methods: They are capable of finding the global optimum over the
entire search space, without requiring any derivatives of the objective function. They
present strong robustness and have an extensive application scope. Parallel calculation
is possible, and they can be easily combined with other methods. On the other hand,
their performance depends on the tuning parameters. Furthermore, they exhibit slow
convergence to the true optimum when reaching the global optimal region [Montazeri
et al., 2006, Wang et al., 2007a, Wu et al., 2008, Zhang et al., 2009b,a, Long and Nhan,
2012, Wu et al., 2014].

Dynamic Programming: An exhaustive search method, applicable to both linear and
non-linear systems, constrained and unconstrained problems. However, it requires a
priori knowledge of the operating profile, therefore it can not be used on-line, but it
is primarily used to benchmark other, real-time implementable strategies [Sundstrom
et al., 2008, Lin et al., 2003, Koot et al., 2005, Sundstrom and Guzzella, 2009].

Game Theory: As a method, it has the ability to decouple the optimal solution from
the operating conditions, with satisfactory (compared to DP) computational times. Its
only advantage is its rather weak robustness [Dextreit and Kolmanovsky, 2014, 2010].

Stochastic Optimal Control: It an be used under a variety of problems and systems,
with relatively high computational time (although less than DP methods). Capable of
optimizing the control policy over a family of diverse operating profiles with sufficient
efficiency. However, the controllers using this approach are highly sensitive to calibra-
tion parameters, and also the online reconfiguration of the control law is rather difficult
and time consuming [Kolmanovsky et al., 2008, Malikopoulos, 2013, Moura et al., 2011].

Equivalent Consumption Minimization Strategy: It can lead to a system behavior very
close to the optimal, with medium computational time requirements. Limited manual
tuning of few control parameters is needed, and this approach is adaptable during real-
time operation. It fas exhibited the highest potential to be used in future HEVs [Paganelli
et al., 2000, Sciarretta et al., 2004, Won et al., 2005, Pisu and Rizzoni, 2005, Musardo et al.,
2005].

Model Predictive Control: Also adaptable during real-time operation, neither short-
sighted nor sensitive regarding future event anticipation, so it can take control actions
accordingly. However, the future power demand must be known in advance by the pre-
diction method. Finally, it has a higher computational cost than ECMS [Tang et al., 2016,
Yang and Zhu, 2016, Ripaccioli et al., 2010, Li et al., 2016].
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Machine Learning: These methods provide quick adaptation to different operating
conditions, they are easily adjustable and consistent in providing high-efficiency opera-
tion under various scenarios. On the other hand, they are in need of initial training sets,
which require a high amount of data, so as to increase the robustness of the controller
[Murphey et al., 2013, 2012, Wang et al., 2007b, Park et al., 2009, Chen et al., 2014].

On the basis of this description and comparison, the following characteristics of each
control category can be given as a conclusion:

Table 3.1: Main Characteristics of EMS approaches

Strategy Type Advantages Disadvantages

D-RB Computational Efficiency, easy
implementation

Extensive calibration and tuning
of parameters

FLC Robustness to measurement noise
and component variability, Low
computational requirements

Optimality not guaranteed, cali-
bration of membership function
and fuzzy rule set required

Real - Time Several approaches have the
potential to be implemented in
HEVs, can obtain sub optimal
solutions

Cannot obtain global optimum,
some approaches are still difficult
to be implemented in current ve-
hicle controllers.

Global Can obtain optimal solution,
no parameter calibration re-
quirements, used to benchmark
real-time strategies

A priori knowledge of the power
demand required, high compu-
tational requirements, cannot be
implemented directly

ac
au

sa
l

RB
Machine 
Learning

DP

MPC

ECMS

Optimality

Rea
l - 

tim
e 

im
plem

en
tat

ion

sub-optimal optimal

Off-
lin

e

Real
-tim

e

C
on

tr
ol

  H
or

iz
on

ca
us

al

Figure 3.2: Classification of Energy Manage-
ment Strategies [Silvas et al., 2016].

Based on Table 3.1, it can be seen
that no current EMS is considered to be
the absolute best solution, and both rule-
based and optimization-based strategies
have their own characteristics, advan-
tages and disadvantages. So far, the ma-
jority of EMS being applied today, are
rule-based strategies due to their simplic-
ity, disregarding their inability to obtain
optimal solutions. On the other hand,
optimization-based EMS, although new
compared to rule-based strategies, have
shown thus far very promising results in
the available literature.

However, the trade-off between complexity and optimization performance is always
present. All the existing approaches reduce computational requirements at the expense
of optimization performance. A qualitative comparison is given in Figure 3.2, taken from
[Silvas et al., 2016]. In this respect, real-time implementable strategies seem to pro-
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vide an overall balance in this time-optimality trade-off, and they are currently the most
promising solution, as they can provide us with a solution close to the optimal, with
satisfactory computational requirements. Among those, ECMS along with its variations
have shown great potential, as they are able to provide solutions of the same quality as
the rest of the real-time implementable strategies, while requiring the lowest computa-
tional burden among them. Moreover, it does not require any extensive calibrations with
respect to control parameters, apart from the equivalence factor. As such, an ECMS-
based approach will be implemented in the hybrid tug.



4
TUGBOAT SIMULATION MODEL

"We make ourselves pictures of facts.
The picture is a model of reality.

There is no picture which is a priori true."

-Ludwig Wittgenstein

In this chapter, the process of modeling the constituents of the electric and propulsion sub-
systems of the hybridized tugboat will be described, and the physical equations used to
model the behavior of each component will be presented.

4.1. MODELING APPROACH OVERVIEW

4.1.1. GENERAL CONSIDERATIONS

Reality

Computerized

Model

Conceptual

Model

Model Verification

Programming

Figure 4.1: Development
cycle of a simulation model
[Schlesinger et al., 1979].

In order to develop and test a new control strategy
a valid simulation model of the propulsion plant is
needed. Building the simulation model that will be de-
scribed in this chapter proved to be a time-consuming
task, with relatively difficult choices regarding com-
plexity, structure and desired accuracy. The whole pro-
cess was based on ideas and considerations presented
in the excellent work of [Vrijdag et al., 2009], who pro-
pose a systematic approach towards modeling, veri-
fication, calibration and validation of a ship propul-
sion simulation model, quantifying both the validity of
static operating points and the system’s dynamic be-
havior. A brief summary of these considerations will
be given in this section.
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The basic elements of a credible simulation model are presented in Figure 4.1, taken
from [Schlesinger et al., 1979]. The inner arrows describe the processes which relate the
elements to each other, and the outer arrows refer to the procedures which evaluate the
credibility of these processes. The first step towards the development of a conceptual
model is to define the goal of the simulation. This was briefly mentioned in Sections
2.3.1 and 2.5.2, and it could be summarized as follows:

The ship propulsion simulation model should be capable of capturing
the physics of the hybrid propulsion drivetrain accurately enough for the
development of a control strategy that minimizes the overall fuel consump-
tion. As such, the prediction of power losses for all the components is of
primary importance, both in nominal and part-load conditions, as well as
the fuel consumption of the main engines and the Diesel-generator set, and
the state of charge of the battery. Furthermore, the model should provide
an accurate representation of the dynamic behavior of the induction ma-
chines and main engines, in case their difference in dynamic response can
be used by the tertiary control system (i.e. fast acceleration requirements,
etc.). Finally, (to the degree that this is possible) the model should be non -
computationally intensive so as to allow for fast simulations during the de-
velopment and testing of the control scheme.

Although this summary is somewhat abstract and includes vague terms (the descrip-
tion ’accurately enough’ is highly subjective), it provides a first insight regarding the
model’s complexity, adequacy, and required accuracy. With this in mind, the following
specifications for the model can be extracted, which give an adequte starting point for
the final model:

• The model has to include mathematical representations of the electrical system
(batteries, and Diesel-generator set), prime movers, transmission system, propellers,
and maneuvering.

• The models of the main engines and induction motors that drive the shaft should
provide accurate results in terms of efficiency and dynamic response, as discussed
earlier.

• The accuracy of the electrical system should be confined mostly to power losses
for the rest of the components, apart from the battery, for which a more detailed
model is needed, capable of predicting accurately its state of charge, as it will ulti-
mately affect the decisions of the control scheme.

• The maneuvering system should be accurate enough with respect to straight line
maneuvering behavior of the vessel (the control system will only be tested against
straight line maneuvers).

4.1.2. PROPULSION & ELECTRICAL SYSTEM DESCRIPTION
As stated in Section 1.5, one of Damen’s hybridized tugboats will be considered for the
application of an EMS. The layout of its propulsion system is presented in Figure 4.2.
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Figure 4.2: Propulsion System Layout.

The tugboat is 28 meters long and 10 meters wide, with a displacement of about 600
tons. As can be seen from Figure 4.2, the system consists of two battery packs of 120
kWh each, an 800kVA Diesel-generator set, two high-speed 4-stroke Diesel engines with
a combined power of 3680 kW (4935 hp) at 1600 rpm, and two main electric engines
(induction machines) of 230 kW each. The main engines are capable of propelling the
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vessel up to 13 knots, with a maximum bollard pull of around 60 tons.
The presence of the induction machines allows for the coupling of both chemical and

electric power sources to propel the vessel or to generate power for the consumers of the
grid, whereas the presence of the battery packs allows for energy storage and the future
use of it. The question that arises is when to use the energy stored in them and when to
replenish it, so as to achieve the lowest possible fuel consumption while the system is in
operation.

4.1.3. CONCEPTUAL SYSTEM MODELS
The conceptual models that will be used in this work are schematically shown in block
diagram form in Figures 4.3 - 4.5. According to Figure 4.3, the EMS controller (the devel-
opment of which is the main goal of this project) will receive feedback regarding the state
of the electrical and propulsion systems, and depending on the power demand from the
operator and grid consumers, will distribute the power accordingly among the available
power sources. Its structure will be discussed in detail in Chapter 5.

Electrical 
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Propulsion 

System

Manoeuvring

System 

Operator

EMS
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Vgrid

Hotel 

Loads
Τ
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IIM

IDG
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Physical Signals

Control Signals

IHotel_dem

Xtow_set

vs

IBAT nDE MIM

Figure 4.3: Causality Graph: Complete Vessel Model.

The command system block involves the ’simulation’ of the operator’s behavior. In
essence, it consists of two feedback loops with respect to the vessel’s speed and tow-
ing force, which are translated into shaft rotational speed and the next towing force set-
point. In the ’Hotel Loads’ subsystem, a kind of on/off logic for the load steering pumps
and the cooling water system has been coded which, in addition to other constant loads,
constitute the electric power demand of the vessel. The maneuvering system block is
responsible for the translation of the thrust provided by the system to vessel’s speed and
bollard pull by means of the Kijima maneuvering model [Kijima and Nakiri, 2003], which
is a method to determine the hull’s hydrodynamic masses and mass moments of inertia
of the vessel, based on basic vessel parameters (such as length, beam, draft and block
coefficient). Then, the hull forces are determined and translated into vessel speed and
bollard pull by means of the motion equations. Note that the model is confined to the
longitudinal direction of the vessel only, as only this direction of motion will be consid-
ered in this work (the maneuvering system had been already modeled by the Research



4.1. MODELING APPROACH OVERVIEW

4

41

& Development department of Damen Shipyards Group prior to the commencement of
this project).
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In Figures 4.4 - 4.5, the block diagrams of the vessel’s propulsion and electrical sys-
tems are presented, along with the linking variables between the different sub-models.
The sub-model boundaries and their input-output relations were chosen based on the
functional relations between the models, and in such a way so as to facilitate the anal-
ysis of each sub-model individually, without being coupled to the other models. The
propulsion system model (Figure 4.2) consists of the models for the prime movers, i.e.
Diesel Engines (DE) and Induction Machines (IM) (including low level control systems
for those), Shaft (SH) and Gearbox, the Shaft Rotational Dynamics block, and the Pro-
pellers. Finally, the electrical system model (Figure 4.5) consists of the Diesel - generator
set (D/G), inverter - rectifier models, and the battery packs.

4.1.4. VALIDITY OF THE SIMULATION MODEL

After the development and programming of the conceptual models, the resulting (com-
plete) simulation model must be verified, calibrated and validated.

4.1.4.1. VERIFICATION

The objective here is to show that the model results comply with theoretical process
knowledge, i.e. that the simulation produces results that are equal (or similar) to ana-
lytical or otherwise known solutions. [Schulten and Stapersma, 2007, Oberkampf et al.,
2004]. The problem that occurs at this point is that analytical solutions for complex,
non-linear systems are generally hard to derive [Vrijdag et al., 2009], although (as will be
shown in the next sections) numerical solutions for individual sub-models of the propul-
sion and electrical systems could be obtained, due to their limited complexity.

However, considering the difficulty of a formal verification process, and that the
scope of this work is not to develop a highly accurate model, but rather to investigate
the advantages that a sophisticated propulsion control system entails compared to a
baseline model, it could be argued that complete validation is not absolutely neces-
sary. As such, a less formal, simplified, verification was performed, where the results of
each individual sub-model were checked against the general expectations of the author
(trend-line resemblance etc), before they were connected with each other. As this was an
ongoing process throughout the programming phase, specific results will not be shown
here. Finally, as the dynamic behavior of the system is also of importance, it was verified
against some characteristic accelerations and decelerations. The results are shown in
Section 4.12.

4.1.4.2. CALIBRATION

Calibration of the model parameters is necessary to improve the agreement between
computational results and experimental data/measurements, or supplier information
Thacker et al. [2004]. In this project, the sub-models of all the components of the system
were calibrated individually, as will be shown in the rest of this chapter. For each sub-
model specific inputs were enforced, and the model’s parameters were calibrated so as to
get sufficient agreement for the variables that are chosen as outputs. In all the cases, the
number of independent variables (parameters) of the models are more than the number
of independent output signals. Therefore, the tuning of the parameters could result in
an infinite number of combinations that all result in the same output.
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As such, the strategy proposed in [Schulten and Stapersma, 2007] was applied: First,
all the parameters that are known from an external source are set to their value (the so
called known parameters. Secondly, from the remaining set of parameters, a few are set
to a probable and logical value that may be known from knowledge obtained during the
verification phase (set parameters) and, finally, the rest of the parameters are used to ac-
tually match the model output to a known output (matched parameters). If the required
agreement cannot be reached for reasonable settings of the parameters, the concep-
tual models should be reconsidered through re-analysis of reality [Vrijdag et al., 2009].
This might possibly lead to adjustment of the conceptual model and re-programming of
parts of the simulation model (In this work, adjustment of the sub-models of the Diesel
engines and the induction machines was deemed necessary to obtain satisfactory accu-
racy).

Although it has not been performed in this project, it should be pointed out that apart
from the sub-model calibration, the complete model might also need re-calibration of
the parameters. It would be expected that the complete model would give the same
level of agreement between simulation and reality as the obtained sub-model calibra-
tion results. However, this is not necessarily true due to error propagation between the
sub-models. A simple but powerful example on error propagation in simulations can be
found in the work of [Vrijdag et al., 2009].

4.1.4.3. VALIDATION

Figure 4.6: Validation Quality [Oberkampf et al., 2004].

A perfectly calibrated model is almost impossible to obtain regardless of the quality of
the measurements of the necessary variables, because a simulation model can never
capture all the phenomena that are of influence to the propulsion system’s performance.
The quantification process of this error between simulation predictions and reality is the
core of the validation procedure. In this work, focus has been given in the validation of
steady state operating points for the complete vessel model.
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Figure 4.6 (taken from [Oberkampf et al., 2004]), illustrates different validation proce-
dures of increasing quality, starting (a) from simple side-by-side comparison of contour
plots, up to (e) and (f), where validation results include uncertainty information in mea-
surements and simulation results, in both inputs and outputs of the model. In general,
quality assessment of steady model behavior lies between levels (c) and (d), however in
this work the second (b) type of validation has been performed, known as deterministic
validation. Simulation results have been compared with measurements or supplier in-
formation without showing extra information on the uncertainty intervals. It should be
stressed that validation of the dynamic behavior of the model has not been performed,
due to lack of measurements (measured time-histories) of the vessel’s dynamic response.

4.1.4.4. CONCLUSIONS

As will be seen in the following sections, the simulation model has been partially verified
and validated qualitatively, using simplified procedures. When a highly accurate rep-
resentation of reality is deemed necessary, uncertainty and sensitivity analysis are the
next steps, so as to enable an objective quality assessment of the simulation, and a more
founded appreciation of model - measurement comparisons. From there, the focus on
further model improvements can be determined. For the interested reader, informative
examples can be found in the works of [Vrijdag et al., 2009, Schulten and Stapersma,
2007, Vrijdag, 2014, Du and Chen, 2002].

4.2. DIESEL ENGINE

4.2.1. INTRODUCTION

As stated in Section 2.5.2, for the scope of this work focus will be given only on the aver-
age dynamic performance of the Diesel engine. As such, a third-order MVFP model will
be used to simulate the main engines, developed by [Geertsma et al.], and the interested
reader is referred there for a comprehensive analysis and validation results.

4.2.2. MODEL DESCRIPTION & RESULTS ANALYSIS

In brief, a PID controller and a time delay represent the governor and fuel pump of the
engine, accounting for the pump’s inertia and ignition delay. The six-point Seiliger pro-
cess is used to determine the work produced per cycle along with the relevant gas prop-
erties, and the turbocharger is modeled on the basis of the Büchi balance.

After an extensive calibration of all the model parameters, it was evident that the
model could accurately capture the behavior of the engine on the upper half of its op-
erating envelope, however the results for loads lower than that were not satisfactorily
accurate. In more detail, simulation results against measurements regarding the specific
fuel oil consumption of the engine, demonstrated in Figure 4.7, show absolute errors
of the order of magnitude of less than 5% between 50% to 100% of the nominal point,
but for lower loads the model increasingly overestimates the specific fuel consumption,
with error values ranging between 10% to 45% near the minimum rotational speed of the
engine.

For the scope of this work however, equally important is the accurate representation
of the engine’s operation down to 5% load, as the fuel consumption of the main engines
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is one of the primary states of the propulsion system that are going to influence the deci-
sions taken by the EMS controller that will be designed later on. As such, it was deemed
necessary to introduce a few modifications to the model, so as to increase its accuracy
during part-load conditions.
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Figure 4.7: Diesel Engine Fuel Consumption.

4.2.3. MODEL EXTENSIONS
As already pointed out in [Geertsma et al.], two limitations of the existing model include
(1) the assumption that mechanical losses are linearly dependent on the rotational speed
of the engine, and as such are independent of engine load, and (2) that the heat lost to
the cylinders which, as discussed in the same work, it could be greater than what the
model accounts for. Taking these considerations into account, the following extensions
were introduced to the model:

4.2.3.1. MECHANICAL LOSSES

In the work of [Chen and Flynn, 1965] it has been identified that mechanical (friction)
losses can be accurately predicted as a function of mean piston speed and mean effec-
tive pressure (which is directly related to the engine’s load). For practical reasons, more
convenient would be the correlation of friction losses to primary parameters of the en-
gine, such as engine’s rotational speed and pressure at a distinct point of the Seiliger
process.

The correlation with rotational speed is fairly straightforward considering that the
mean piston speed is directly proportional to rotational speed:

cm = 2nLs ∝ n (4.1)

with:

n : Engine rotational speed [Hz]
Ls : Stroke Length [m]

1Courtesy of Damen Shipyards Group.
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Taking into account available data, a
general power-loss-due-to-friction curve
was obtained (shown in Figure 4.8), from
which it can be deduced that torque
losses can be accurately predicted as a
quadratic function of the engine’s rota-
tional speed.

The connection between friction losses
and pressure, on the other hand, is not as
simple. In order to identify it, the Seiliger
process must be analyzed in more de-
tail. Primarily for reasons of simplicity,
the ideal 5-point Seiliger (or dual com-
bustion) cycle will be considered, shown
in Figure 4.9. It is a combination of the Otto and the Diesel cycle, as heat is added partly
at constant volume and partly at constant pressure, thus allowing for extra time for the
fuel to combust.
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Figure 4.9: 5-point Seiliger Cycle.

The process description is given below:

1 → 2 : Adiabatic compression
2 → 3 : Heat addition at constant volume
3 → 4 : Heat addition at constant pressure
4 → 5 : Adiabatic expansion
5 → 1 : Heat rejection at constant volume
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Adiabatic compression (1 → 2):

rc = v1

v2
=

(
p2

p1

) 1
γ =

(
T2

T1

) 1
γ−1

(4.2)

Heat addition at constant volume (2 → 3):

q2→3 = cv (T3 −T2) (4.3)

α= p3

p2
= T3

T2
(4.4)

Heat addition at constant pressure (3 → 4):

q3→4 = cp (T4 −T3) (4.5)

β= v4

v3
= T4

T3
(4.6)

Adiabatic expansion (4 → 5):

(
T5

T4

) 1
γ−1 = v4

v5
= v4

v3

v3

v5

Fig. 4.9==== v4

v3

v2

v1
= β

rc
(4.7)

Heat rejection at constant volume (5 → 1):

q5→1 = cv (T5 −T1) (4.8)

Net work per cycle:

wnet = q2→3 +q3→4 −q5→1 (4.9)

Mean effective pressure:

pme = wnet

vs
= q2→3 +q3→4 −q5→1

v1 − v2
=

= p1rc(
γ−1

)
(rc −1)

(
r γ−1

c
(
(α−1)+γα(

β−1
))− (

αβγ−1
))

(4.10)

From Equation (4.10) it can be seen that the mean effective pressure is directly pro-
portional to the cycle’s maximum pressure p3, through the pressure ratio α. As such,
correlating torque losses due to friction to the maximum pressure of the Seiliger pro-
cess, instead of the mean effective pressure should, in theory, produce the same effect.

As such, mechanical torque losses can be expressed as follows:

Mfr.loss = a +bp3(t )+ cn(t )+dn(t )2 (4.11)
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4.2.3.2. HEAT LOSS IN THE CYLINDER

According to the primer of [Heywood et al., 1988], several variables affect the magnitude
of the heat flux to the different surfaces of the engine combustion chamber, including
engine speed, engine load, overall equivalence ratio, compression ratio, spark or injec-
tion timing, swirl and squish motion, mixture inlet temperature, coolant temperature
and composition, wall material and wall deposits. Of all these variables, engine speed,
load and equivalence ratio have the greatest effect, and will be the focus of the analysis
that follows:

Neglecting radiative heat, the overall heat transferred to the cylinders over a com-
plete cycle is given by Equation (4.12):

Q̇loss =
∫ 360κ

0

3∑
i=1

(
hi

(
φ, x

)
Ai

(
φ, x

)(
Tgas

(
φ, x

)−Twall
(
φ, x

)))
dφ (4.12)

where:

i = 1,2,3 : index referring to cylinder wall, piston head, valves
hi : Heat transfer coefficient [W /m2K ]
Ai : Surface exposed to the gas [m2]
φ : Crank-angle [deg]
x : Position along the cylinder wall

Assuming that heat is lost only on the cylinder walls, Equation (4.12) can be reduced
to:

Q̇loss =
∫ 360κ

0
hwall

(
φ, x

)
Awall

(
φ, x

)(
Tgas

(
φ, x

)−Twall
(
φ, x

))
dφ (4.13)
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Figure 4.10: Temperature pro-
file from gas via cylinder wall to
coolant medium.

Mean heat flux over a complete cycle:

q̄loss =
¯̇Qloss

Āwall
= h̄wall(x)

(
T̄gas(x)− T̄wall(x)

)
(4.14)

Assuming that the heat transfer coefficient and
the temperatures are uniformly distributed along
the wall of the cylinder (independent of x):

q̄loss = h̄
(
T̄gas − T̄wall

)
(4.15)

with:

1

h̄
= 1

ᾱg→w
+ tw

λw
+ 1

ᾱw→c
(4.16)

where:

tw : Wall thickness [m]
λwall : Wall’s thermal conductivity [W/mK]
ᾱg→w : Convective heat transfer coefficient from gas to wall [W /m2K ]
ᾱw→c : Convective heat transfer coefficient from wall to coolant medium [W /m2K ]
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Assuming that the major part of the heat transfer takes place from gas to cylinder
wall (αg→w À ᾱw→c + λw

t according to Figure 4.10), it can be stated that h̄ ≈ ᾱg→w .
Following the same path as the works of [Woschni, 1965, Sitkei, 1962], the heat trans-

fer phenomena from exhaust gas to cylinder wall can be thought of as turbulent convec-
tive heat transfer in a pipe. In such an analysis, Nusselt (Nu), Prandtl (Pr) and Reynolds
(Re) numbers must be introduced:

Re = ρgaswDH

µgas
(4.17)

Pr = µgascp,gas

λgas
(4.18)

Nu = ᾱg→w DH

λgas
= c1RemPr n (4.19)

where:

ρgas : Density of the gas inside the cylinder [kg /m3]
w : Combustion velocity [m/s]
DH : Hydraulic diameter of the pipe [m]
µgas : Dynamic viscosity of the gas in the cylinder [Pa s]
cp,gas : Specific heat capacity at constant pressure of the gas [J/kgK]
λgas : Thermal conductivity of the gas in the cylinder [W/mK]

As Prandtl is only dependent on fluid properties, which considering the conditions
of the gas in the cylinder, do not vary much, it can be assumed as a constant number.
Therefore:

Nu = c2 Rem (4.20)

with m=0.7, considering the works of [Taylor, 1960, Annand et al., 1963].
Under the assumption that DH ≈ Db (Db being the bore diameter), w ≈ cm ∝ n, and

perfect gas behavior (pV = nRT ), it can be stated that:

Re ≈ p̄gascme Db

µgas

pgas≈p3∝ np3 (4.21)

Considering Equations (4.13 -4.21) in reverse order:

Re ∝ np3
(4.19)===⇒
(4.20)

ᾱg→w ∝ Nu ∝ (
np3

)0.7 (4.15)===⇒
(4.14)

¯̇Qloss = q̄loss A ∝ (
np3

)0.7 [W ] (4.22)

Taking into account that the time available per cycle is inversely proportional to the
rotational speed of the engine ( 1

n ), for the heat lost to the cylinders per cycle the following
applies:

¯̇Qloss ∝
(
np3

)0.7 1

n
= p0.7

3 n−0.3 ⇒
¯̇Qloss

¯̇Qloss,nom

∝
(

p3

p3,nom

)0.7 (
n

nnom

)−0.3

(4.23)
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Figure 4.11: Predicted average
heat-transfer rate to combustion
chamber walls as a function of
equivalence ratio (φ) and burn rate
(δθb) [Heywood et al., 1988].

Equation (4.23) captures the effects of engine
speed and load, but the effect of the equivalence
ratio is still missing. This effect appears through
the gas temperature (T̄gas) of the overall heat trans-
fer and heat flux equations (4.12) - (4.15), which is
proportional to the air-excess ratio λ (defined as
the inverse of the equivalence ratio φ). According
to [Heywood et al., 1988]:

Peak heat flux occurs for mixture
equivalence ratio equal to that for
maximum power, and decreases as the
equivalence ratio is leaned out or en-
riched from this value.

Considering Figure 4.11, it could be argued
that the effect of the air-excess ratio could be
approximately captured by a quadratic function,
peaking at nominal conditions. As such, the fol-
lowing should apply for the air-excess ratio:

f (λ) =−c1

(
λnom

λ

)2

+ c2

(
λnom

λ

)
+ c3 c1,c2,c3 ∈ [0,+∞) (4.24)

d f (λ)

dλ

∣∣∣∣
λ=λnom

= 0 ⇒−2c1 + c2 = 0 ⇒ c2 = 2c1 (4.25)

Finally:

¯̇Qloss

¯̇Qloss,nom

∝−c1

(
λnom

λ

)2

+2c1

(
λnom

λ

)
+ c3 c1,c3 ∈ [0,+∞) (4.26)

Combining the effects of Equations (4.23), (4.26), the following occurs:

¯̇Qloss

¯̇Qloss,nom

∝ f = w1

(
−c1

(
λnom

λ

)2

+2c1

(
λnom

λ

)
+ c3

)
+w2

(
p3

p3,nom

)0.7 (
n

nnom

)−0.3

(4.27)

ηq = 1− (
1−ηq,nom

)
f (4.28)

with tunable parameters:

c1,c3 : ∈ (0,+∞)
w1, w2 :

∑2
i=1 wi = 1, wi ∈ [0,1]
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4.2.4. CALIBRATION RESULTS
The introduction of the above modifications on the model and the calibration of the
parameters, results in a considerable improvement in predicting the specific fuel con-
sumption at part-load conditions. From Figure 4.12 it can be seen that the maximum
error has a value of 8% and occurs for 5% of the nominal load of the engine. Equally im-
portant is the fact that fuel consumption maintained the same accuracy levels for higher
loads (> 50%Pnom) as before.
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Figure 4.12: Diesel Engine Fuel Consumption - Improved Model.
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Figure 4.14: Diesel Engine Fuel Consumption - Improved Model.
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4.3. INDUCTION MACHINE

4.3.1. INTRODUCTION
Although the traditional per-phase equivalent circuit (shown in Fig. 4.15) has been widely
used in the steady-state analysis of induction motors, in adjustable speed drives the tran-
sient behavior of the machine is equally important. As such, for the scope of this work, a
dynamic model has been developed to accurately represent both transient and steady-
state conditions.

vas

+

-

rs

(ωe /ωb) xls =

(ωe /ωb) 2π f Lls

(ωe /ωb) xm=

(ωe /ωb)  2π f Lm

ias

im

i ar=iar/α

(ωe /ωb) x Lr = 

(ωe /ωb) α
2 2π f  Llr

r r /s = α2 rr /s

vas= per-phase terminal voltage

is  = stator current

rs= per-phase stator winding resistance

Lls= per-phase stator winding inductance

ir  = rotor current

im  = magnetizing current

Lm  = magnetizing inductance

Llr= per-phase rotor winding inductance

rr= per-phase rotor winding resistance

α = stator-to-rotor turns ratio

s = slip

v ar/s= α var /s

+

-

ri

Figure 4.15: Induction Machine per-phase Equivalent Circuit [Ong, 1998].

4.3.2. MACHINE MODEL DESCRIPTION

4.3.2.1. PARK’S TRANSFORMATION

In the study of power systems, mathematical transformations are often used to decou-
ple variables, to facilitate the solution of difficult equations with time-varying coeffi-
cients, or to refer all variables to a common reference frame [Sen, 2007]. In this work,
a commonly-used transformation will be employed, to allow for the representation of a
poly-phase machine in an arbitrary reference frame of two orthogonal phases (called d-
and q- axes). Among electrical engineers it is known as Park’s transformation, given by
Equation (4.29).Fqs

Fd s

F0s

= 2

3

cos(θ) cos(θ−2π/3) cos(θ+2π/3)
sin(θ) sin(θ−2π/3) sin(θ+2π/3)

1/2 1/2 1/2

 Fas

Fbs

Fcs

 (4.29)

In a similar way, inverting Park’s transformation, the three-phase variables can be
expressed in terms of their qd0 components:Fas

Fbs

Fcs

=
 cos(θ) sin(θ) 1

cos(θ−2π/3) sin(θ−2π/3) 1
cos(θ+2π/3) sin(θ+2π/3) 1

 Fd s

Fqs

F0s

 (4.30)

where:

θ(t ) =
∫ t

0
ω(t )d t +θ(0) (4.31)

With θ being the transformation angle between the q-axis of the reference frame ro-
tating at a speed ω and the a-axis of the stationary stator winding. F denotes any three-
phase variable (current, voltage or flux linkage) of the machine. By setting the appro-
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priate value for ω in Equation (4.31), the variables of the machine can be transformed
into the required reference frame (Reference frames that will be referred to in the follow-
ing sections include the stationary, rotary, and synchronously rotating, denoted by the
superscripts s,r and e respectively.)

4.3.2.2. MACHINE MODEL ON THE ARBITRARY ROTATING REFERENCE FRAME

The mathematical model of the induction machine, along with its equivalent d and q
axis is presented below. Note that, due to lack of data, magnetic saturation effects will
not be considered in this work (for the interested reader, this topic is partially covered in
the work of [Ong, 1998]).
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Figure 4.16: Induction Machine dq Equivalent Circuit on the Arbitrary Reference Frame.
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Synchronous speed and slip:

ωs,mech = 2

P
ω (4.32)

Ns =
60ωs,mech

2π
= 120 fe

pp
(4.33)

s = ωs,mech −ωr

ωs,mech
(4.34)

Stator and rotor voltage equations:

uqs = d

d t
λqs + rs iqs +ωλd s (4.35)

ud s =
d

d t
λd s + rs i s

d s +ωλqs (4.36)

u0s = d

d t
λ0s + rs i0s (4.37)

uqr = 0 = d

d t
λ

′
qr + (ω−ωr )λ

′
dr + r

′
r i

′
qr (4.38)

udr = 0 = d

d t
λ

′
dr − (ω−ωr )λ

′
qr + r

′
r i

′
dr (4.39)

u0r = 0 = d

d t
λ

′
0r + r

′
r i

′
0r (4.40)

Magnetic Branch Voltage Equations:

ri iqi = d

d t
λqm +ωλqm (4.41)

ri idi =
d

d t
λdm +ωλm (4.42)

Stator and rotor flux linkages:

λqs =λqm +Ll s iqs (4.43)

λd s =λdm +Ll s iqs (4.44)

λ
′
qr =λqm +L

′
l r i

′
qr (4.45)

λ
′
dr =λdm +L

′
l r i

′
dr (4.46)

Mutual flux linkages:

λdm = Lm idm (4.47)

λqm = Lm iqm (4.48)

Current Equations:

id s + i
′
dr = idm + idi (4.49)

iqs + i
′
qr = iqm + iqi (4.50)



4

56 4. TUGBOAT SIMULATION MODEL

Torque equation:

Mem = 3

2

pp

2

(
λdr

(
iqs − iqi

)−λqr (id s − idi )
)

(4.51)

where:

ωr : Rotor’s rotational speed [rad/s]
ω : Angular speed of the stator’s mmf [rad/s]
Ns : Synchronous speed [rpm]
s : Slip [-]
pp : Number of poles of the machine
ud q0,r s : Stator and rotor voltages in the d- q- and 0- axes [V]
rs,r : Per phase stator and rotor winding resistance [Ω]
ri : Resistor that represents iron losses [Ω]
λd q0,r s : Stator and rotor flux linkages in the d- q- and 0- axes [Wb turn]
λd q,m : Mutual flux linkages in the d- q- axes [Wb turn]
Ll s ,Ll r ,Lm : Per phase stator, rotor and mutual winding inductances [H]
id q0,r s : Currents flowing in the stator and rotor windings in the d- q- and 0- axes [A]
id q,i m : Currents flowing in the iron loss and magnetizing branches [A]

In this work, the synchronously rotating reference frame has been chosen to model
the induction machine (by substitutingω=ωe in the above equations), so as to speed up
the simulation process. It is interesting to note that the induction machine was modeled
in both stationary and synchronously rotating reference frames (purely for comparison
purposes), with simulation times (for the complete vessel model) of 3 hours and 14 min-
utes for the stationary reference frame, and just 18 minutes(!) for the synchronously
rotating reference frame. The drastic decrease in simulation time is attributed to the fact
that in the synchronously rotating frame sinusoidal signals are not generated (and need
not be controlled, as will be explained in the next section), as is the case for the stationary
frame.

4.3.3. PARAMETER EXTRACTION
Parameters of the model that need to be identified are the stator and rotor winding re-
sistances (ri ,rs ,r

′
r ) and reactances (xm , xl s , x

′
l r ). These can be easily calculated provided

the results of a no-load test, locked-rotor test and measurements of the DC resistance
of the stator winding are available, as shown in the textbooks of [Sen, 2007, Wildi et al.,
2007, Chapman, 2005, Krause et al., 2013]. A brief overview of the tests is given below:

No-load test: Balanced three-phase voltages of rated frequency are applied to the
stator windings, whereas the rotor is kept uncoupled from any mechanical load. As such,
the machine’s slip is exceedingly small and (referring to Figure 4.15) the value of r

′
r /s is

extremely high, making the value of the current on the rotor windings i
′
r negligible.

Locked rotor test: Balanced three-phase voltages of rated frequency are applied to
the stator, however the rotor is blocked, so as to prevent any rotation. In this case the slip
is equal to one, r

′
r /s = r

′
r , and because is À im the magnetizing branch can be neglected.

The resulting equivalent circuits of the induction machine for each of these tests are
given in Figure 4.17 (in the stationary reference frame, and for ωb =ωe ).
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ri

Figure 4.17: No-load and Locked-rotor Tests Equivalent Circuits.

Using the calculated parameters, the model is able capture manufacturer data with
satisfactory accuracy, as shown in Figure 4.18. The maximum torque error is around 9%
for the rated point, and 5.5% for the stator current. It should be pointed out that the
nominal efficiency according to manufacturer data has a value of 95.5%, whereas the
calculated one has a value of 95%.
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Figure 4.18: Induction Machine - Electromagnetic Torque and Stator Current.



4

58 4. TUGBOAT SIMULATION MODEL

4.4. ELECTRIC DRIVE

4.4.1. INTRODUCTION

An electric motor driving a mechanical load and the associated control equipment such
as power converters, switches, relays, sensors and microprocessors, constitute an elec-
tric drive system [Trzynadlowski, 2000]. In such a system, the motor is being supplied
with AC voltage from the grid by means of a variable frequency converter. For induction
motors in adjustable speed applications, most commonly employed constituents of the
converter are Pulse Width Modulation Voltage Source Inverters (PWM-VSIs) with full-
wave (six pulse) diode rectifiers [Mohan and Undeland, 2007], a schematic is shown in
Figure 4.19.

PWM-VSI

Control System

IM
Diode

Rectifier

3φ - supply

Control Signals

Load

AC/AC Converter

Feedback

Signals

Figure 4.19: Block Diagram of a Variable Frequency Drive.

With a controlled inverter supply, the magnitude, frequency, and phase of the volt-
ages applied to the machine can all be varied electronically. Provided that the inverter
can handle bi-directional flow, the induction machine can be made to operate both in
motoring and generating modes. The interested reader is referred to the primers of [Mo-
han and Undeland, 2007] and [Veltman et al., 2007, De Doncker et al., 2010] for detailed
information regarding power electronics and electric drives. In general, induction ma-
chines can be controlled in many ways. Figure 4.20 presents the key competing VFD con-
trol platforms employed nowadays in induction machines, and for an extensive analysis
the reader is referred to [Trzynadlowski, 2000].

VFD (w/ or w/o sensors)

Scalar Control V/f (Volts per Hertz) control

Vector control

Direct Torque Control (DTC)
Direct Self Control (DSC)

Space Vector Modulation (SVM)

Field-Oriented Control (FOC)
Direct FOC

Indirect FOC

Figure 4.20: Overview of VFD Control Strategies.
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In brief, the two main categories include scalar control and vector control methods.
Scalar control methods precede vector control but are still used nowadays, mostly be-
cause of their simplicity and the small amount of motor data that is needed by the drive,
which translate into lower costs and less wiring. On the other hand, scalar techniques
present limitations due to the fact that the generation of the three sine wave voltages (by
varying magnitude and frequency) are based on an equivalent model for the machine in
steady-state. As such, the machine’s characteristics are valid in steady-state only, which
causes the control scheme to allow for high peak voltage and current transients, thus
damaging the dynamic performance and power conversion efficiency of the machine.
Moreover, scalar control looks more like three separate single-phase system controls
rater than one control method of a three-phase system. This means that there is no con-
sideration of the three-phase interactions (such as imbalance management) [Sen, 2007].
On the other hand, vector control solutions overcome all of these drawbacks, therefore
improving the overall efficiency of the machine, along with its dynamic response.

4.4.2. FIELD ORIENTATION CONTROL
For the scope of this work, a control technique that belongs to the class of vector con-
trol will be used, known as field-oriented control (FOC). It was chosen over Direct Torque
Control (DTC) because, although the core principles of the two are the same, DTC re-
quires the modeling of the switches in the inverter, which could cause a substantial in-
crease in simulation time.

The basic concept of FOC, proposed by Hasse in 1969 and Blaschke in 1972 [Trzy-
nadlowski, 2000], is to orient the stationary or ’stator’ flux vector to a specific degree
relative to the rotor flux vector. The optimal degree of orientation depends upon what
characteristic of the motor needs to be maximized. The most common use of FOC is
to maximize the motor’s torque-per-ampere ratio, so as to minimize losses in the motor
and supply system for the complete operational profile. For induction machines this is
achieved when the stator flux vector is 90 degrees perpendicular to the rotor’s flux vec-
tor. As will be explained below, this orientation also allows for a completely independent
(decoupled) control of the magnetic field and developed torque, which leads to a control
structure similar to that of a separately excited DC machine, providing favorable control
characteristics (more information on this topic can be found in the books of [Ong, 1998,
Trzynadlowski, 2000]).

Furthermore, FOC controls the stator currents represented as vectors by their d- and
q- coordinates, using Park’s transformation (Section 4.3.2.1). The reliance of the control
structure only on these current projections means that it can handle instantaneous elec-
trical quantities, making it accurate under both transient and steady-state operation.

The idea becomes quite clear when one considers the torque equation of the induc-
tion machine (4.51), repeated below:

Mem = 3

2

pp

2

(
λdr

(
iqs − iqi

)−λqr (id s − idi )
)

It can be seen that torque includes the difference-of-products terms λdr
(
iqs − iqi

)
andλqr (id s − idi ) . Now, ifλ

′
qr can be reduced to zero, the induction machine’s operation

would resemble that of a DC motor, where the mmfs established by the currents in the
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armature and field windings produce no net interaction effect on one another. In this
case torque would be reduced to:

Mem = 3

2

pp

2

Lm

L
′
r

λ
′e
dr

(
i e

qs − i e
qi

)
(4.52)

The principles of field orientation are rather straightforward [Trzynadlowski, 2000]
and presented below, along with a block diagram of the adopted control scheme is pre-
sented in Figure 4.21:

1. Calculation of the reference values for developed torque M∗
em , and magnetic flux

λ
′e∗
dr , given the control commands and the state of the induction machine.

2. From these reference values the corresponding reference components i e∗
qs , i e∗

d s of
the stator current vector in the revolving reference frame can be calculated.

3. Given the stator current vector, the stator voltage vector can be calculated by means
of a PI controller for each component of the vector.

4. The angular position, ρ, of the flux vector is determined in order to apply the trans-
formation from the revolving to the stationary reference frame.

5. Finally, the transformation from the stator’s vector reference frame (dqs) to the
three-phase (abc) is applied in order to obtain the command values of the stator
terminal voltages.
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Figure 4.21: Block Diagram of Indirect FOC Scheme.

The new, reduced torque equation (4.52) shows that if λ
′e
dr remains undisturbed,

torque can be controlled by only adjusting the stator q- component current i e
qs as fol-

lows:

i e∗
qs =

M∗
em

3
2

pp

2
Lm

L
′
r
λ

′e
dr

+ i e
qi (4.53)
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This manipulation is feasible if a synchronously rotating dq0 reference frame is in-
troduced, whose d-axis is aligned with the rotor field [Ong, 1998], so as to allow for λ

′e
dr

to remain constant, via the adjustment of i e
d s .

Continuing with λ
′
qr = 0, from the rotor flux linkage and mutual flux linkage equa-

tions of the q- axis (4.45), (4.48), and the current balance of Equation (4.50), the q-axis
rotor current component is determined:

i
′e
qr =

λ
′e
qr −Lm

(
i e

qs − i e
qi

)
L

′
r

λ
′e
qr =0

====⇒ i
′e
qr =−Lm

L
′
r

(
i e

qs − i e
qi

)
(4.54)

Similarly, using the same equations for the d-axis (4.46), (4.47), (4.49), the d-axis rotor
current component can be calculated:

i
′e
dr =

λ
′e
dr −Lm

(
i e

d s − i e
di

)
L

′
r

(4.55)

With λ
′e
qr = 0 and λ

′e
dr = const, the q-axis rotor voltage equation (4.38), along with the

equations for the rotor -d and -q current components (4.54) - (4.55) immediately yield
the desired slip:

0 = r
′
r i e

qr +
�
�
���

0

dλ
′e
qr

d t
+(ωe −ωr )λ

′e
dr ⇒ω∗

e −ωr =−r
′
r

r
′
r i e

qr

λ
′e
dr

(4.54)===⇒ω∗
sl = r

′
r

Lm

Lr

i e∗
qs − i e

qi

λ
′e∗
dr

(4.56)

As such, the flux angle is:

θ =
∫
ωe d t =

∫
(ωr +ωsl ) d t =

∫ (
ωr + r

′
r

Lm

Lr

i e
qs − i e

qi

λ
′e
dr

)
d t (4.57)

Finally, substituting the d-axis rotor current component, as calculated by equation
(4.55), in the d-axis rotor voltage equation (4.39), the rotor flux is obtained, from which
the desired value of the stator d-axis current component i e∗

d s can be found:

0 =
�
�
��

0
dλ

′e∗
dr

d t
− (ωe −ωr )�

��
0

λ
′e
qr + r

′
r i

′
dr ⇒λ

′e∗
dr = r

′
r Lm

r
′
r +L

′
r

(
i e∗

d s − i e
di

)
(4.58)

Beyond the rated speed of the motor, the developed torque rapidly decreases toward
its minimum value (which depends on the load torque profile). If it necessary to ex-
pand the speed of the machine beyond its rated value, the torque has to be reduced. A
common method to achieve the desired torque reduction, is to reduce the magnetizing
current of the motor, which produces the magnetizing flux (i.e. to weaken the magnetic
field of the machine). In Figure 4.21 this takes place in the field-weakening block, which
consists of a look-up table (shown in Figure 4.22) that matches the desired value of the
rotor d-axis component flux λ

′e∗
dr to the rotor’s speed. For rotational speeds less than the

rated speed, λ
′e
dr is set to be equal to the rated value (a region often called the constant
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torque area), whereas beyond rated speed the flux reduction is proportional to the rotor’s
speed increase (constant power area), so as the product of torque and rotational speed
to remain constant.
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Figure 4.22: Field Weakening.

Finally, when considering the stator voltage equa-
tions (4.35) - (4.36) and flux linkage Equations (4.43)
- (4.44) as shown in Equation 4.59, two extra feed-
forward terms must be added to the voltage commands
of the two PI controllers on the left side of Figure
4.21, so as to increase the performance of the control
scheme [Ong, 1998]. This takes place in the voltage
compensation block of Figure 4.21.
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(4.59)

4.4.3. CALIBRATION RESULTS
The only way to assess the control system for the induction machine, is to examine the
machine’s response to torque loads and the related voltage modulations along with its
efficiency, as shown in Figures 4.23 - 4.24.
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Figure 4.23: Induction Machine Efficiency.

As can be seen from Figure 4.24, the controlled induction machine presents a satisfy-
ing torque response in a step load input from zero to rated torque, with a settling time of
approximately 0.002 seconds. Note that the lack of overshoot is a characteristic of rela-
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tively large (in terms of power) induction motors, in contrast to smaller machines which
present oscillatory torque response [Trzynadlowski, 2000]. Moreover, Figure 4.23, shows
the efficiency of the induction machine, which is kept relatively high with the control
system (higher than 80% for loads higher than 10% of the rated power), and is relatively
accurate according to the data, presenting a maximum error of 6.2% for 4% of the ma-
chine’s rated power output.
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Figure 4.24: Controlled Induction Machine Response.

4.5. GEARBOX

4.5.1. INTRODUCTION
Since the performance of the gearbox is independent of any EMS (the losses will always
be the same at a given state of the gearbox), a simple fitted model will be used, able to
capture the power/torque losses of the gearbox. As such, the three approaches briefly
described in Section 2.4.4 will be examined in more detail, so as to determine which one
is able to describe the gearbox behavior most accurately.

4.5.2. MODEL DESCRIPTION
The core of the model is the conservation of energy:∑

i
Mi ,i n =∑

j
M j ,out +Ml oss (4.60)

Each of the three different approaches of Section 2.4.4 gives a different equation re-
garding torque losses, with the nominal state of the gearbox for parameterization. In
more detail:

Stapersma Model [Stapersma, 1994]:

Ml oss = Ploss,nom

(
α1

Mact

Pnom
+α2

Mact

Mnomωact
+α3

1

ωnom

)
(4.61)
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Drijver Model [Drijver, 2013]:

Mloss

Mloss,nom
=α1 +α2

ωact

ωnom
+α3

(
ωact

ωnom

)2

+α4
Mact

Mnom
(4.62)

Geertsma Model [Geertsma, 2015]:

Mloss

Mloss,nom
=α1

ωact

ωnom
+α2

(
ωact

ωnom

)2

+α3
Mact

Mnom
+α4

(
Mact

Mnom

)2

+2α5
Mact

Mnom

ωact

ωnom
(4.63)

with:

Ploss,nom = (
1−ηnom

)
Pnom

Mloss,nom = (
1−ηnom

)
Mnom

N∑
i=1

αi = 1, αi ∈ [0,1]

where:

ηGB ,nom : Nominal efficiency of the gearbox.
PGB ,nom , MGB ,nom : Nominal power and torque (equal to those of the main engine).

4.5.3. PARAMETER EXTRACTION

The parameters a to d of Equations (4.61) - (4.63) were calculated as the solution to a
least-squares fitting problem, with the objective of minimizing the RMS error between
torque losses predicted by the model and the measurements.

4.5.4. MODEL COMPARISON & CALIBRATION

The LSE estimation results for all three models can be found in Figure 4.25. It can be
seen that the model of Stapersma gives a constant loss estimation with respect to the
gearbox’s rotational speed. This can be explained by the form of Equation (4.61). It can

be seen that only one factor accounts for speed dependent losses
(
α2

Mact
Mnomωact

)
, and it

is inversely related to rotational speed. Given the constraint that αi ≥ 0, α2 must be
automatically constrained to a zero value, so as not to give an opposite trend with respect
to the measurements.

Regarding the last two approaches, both Geertsma’s model and the fitted model based
on the work of [Drijver, 2013] give approximately equal results, and both could be used
for the gearbox simulation. Arbitrarily, the model based on the work of [Drijver, 2013]
was chosen. Figure 4.26, shows that a maximum absolute error of 9.4% occurs for a ro-
tational speed of 1400 rpm at 50% of the nominal torque.



4.5. GEARBOX

4

65

400 600 800 1000 1200 1400 1600

T
o

rq
u

e
 L

o
s
s
 [

N
m

]

200

400

600

800

Stapersma Model

T
act

/T
nom

=1

T
act

/T
nom

=0.5

400 600 800 1000 1200 1400 1600

T
o

rq
u

e
 L

o
s
s
 [

N
m

]

200

400

600

800

Geertsma Model

T
act

/T
nom

=1

T
act

/T
nom

=0.5

Rotational Speed [rpm]

400 600 800 1000 1200 1400 1600

T
o

rq
u

e
 L

o
s
s
 [

N
m

]

200

400

600

800

Drijver-based Fitted Model

T
act

/T
nom

=1

T
act

/T
nom

=0.5

Figure 4.25: Gearbox Loss Models - Best Estimations.
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4.6. PROPELLER

4.6.1. INTRODUCTION
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Figure 4.27: Four Quadrants Diagram.

As stated is Section 2.5.2, the Four-
Quadrants diagram will be used for the
simulation of the propellers, given in Fig-
ure 4.27 for the FPP of the reference tug-
boat.

4.6.2. MODEL DESCRIPTION
Based on the hydrodynamic pitch angle
β the torque and thrust coefficients of
the propeller can be determined from the
four quadrants diagram, via the torque
and thrust coefficients (C∗

T ,C∗
Q ) respec-

tively.
Hydrodynamic Pitch Angle:

β= arctan

(
v A

0.7πnp D

)
(4.64)

Advance Velocity of the Propeller:

v A = (1−w) vS (4.65)

Thrust & Torque Coefficients:

C∗
T = Tpr op (1− t )

1
2ρ

(
v2

A + (
0.7πnp D

)2
)
π
4 D2

(4.66)

C∗
Q = Mpr op

1
2ρ

(
v2

A + (
0.7πnp D

)2
)
π
4 D3

(4.67)

where:

vS : Vessel Speed [m/s]
D : Propeller diameter [m]
np : Propeller rotational speed [Hz]
w : Wake factor [-]
t : Thrust deduction factor [-]

4.7. SHAFT ROTATIONAL DYNAMICS
The shaft rotational dynamics system is based on the difference between the torque de-
livered by the prime movers (after the losses on the gearbox have been accounted for)
and the torque required by the propulsors. The difference between the two results in the
rotational speed of the propeller shaft:

∑
i

Mi = Itot
dω

d t
= Itot 2π

dn

d t
⇒ n =

∫ (
1

2π

MDE+I M −Mpr op

Itot

)
d t (4.68)
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4.8. DIESEL GENERATOR

4.8.1. INTRODUCTION

The Diesel-generator set model consists of the prime mover - Diesel engine and its gov-
ernor - and the synchronous generator, according to Figure 4.28.

Diesel Engine

Governor

Shaft

Synchronous 

Generator

Igen

Speed feedback loop

AVR

Excitation feedback

Meng

neng

neng

mf

Meng

Ugen

Figure 4.28: Schematic of the Diesel-generator set.

It should be noted that due to the modeling approach of the synchronous generator
(steady-state model) the AVR system needs not be modeled.

4.8.2. MODEL DESCRIPTION

Simplified models have been adopted for all the components of the Diesel-generator set,
by means of the "Mossel model" for the Diesel engine, a PID controller for its governor,
and an equivalent circuit model for the synchronous generator.

4.8.2.1. DIESEL ENGINE & GOVERNOR

Prof. D. Stapersma’s "Mossel model" for the Diesel engine allows for a simplified calcula-
tion of the torque delivered by the Diesel engine, as a function of its rotational speed and
per-cycle fuel injection, according to Equation (4.69), where a,b,c,d and e are the Mossel
model parameters that need to be determined 2:

M

Mnom
= 1−a

(
1−n∗)+b

(
1−n∗)2 − c

(
1−ṁ∗

f

)
+

d
(
1−ṁ∗

f

)2 +2e
(
1−n∗)(

1−ṁ∗
f

) (4.69)

Considering that if the synchronous generator is connected to the grid, its opera-
tional frequency (which is directly proportional to the rotational speed of the engine)
typically varies in the range of ±5% of the rated frequency [Patel, 2012]. As such it has
been assumed that the Diesel engine operates approximately at nominal speed. There-
fore, Equation (4.69) can be reduced to:

2The superscript ∗ in this context denotes normalized values.
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M

Mnom

∣∣∣∣
n=nnom

= 1− c
(
1−ṁ∗

f

)
+d

(
1−ṁ∗

f

)2
(4.70)

Finally, a PID controller has been used to function as the engine’s governor.

4.8.2.2. SYNCHRONOUS GENERATOR

Xs Ra Ia

Ea Ua

+

-

+

-

Figure 4.29: Synchronous Generator per-
phase Equivalent Circuit [Sen, 2007].

For the generator, a steady-state model
has been used, based on its per-phase
equivalent circuit (Figure 4.29), as the dy-
namics of the generator are not of im-
portance for the scope of this work. In-
stead focus will be given on its losses. The
state of the generator at any given time
is calculated on the basis of current re-
quest from the network and the Diesel en-
gine’s rotational speed. Through the gen-
erator model, these are being converted
into a torque demand towards the diesel
engine, and the voltage that the generator
delivers to the network.

It is assumed that the instantaneous per-phase voltage, and rotational speed can be
represented as follows:

Ua,nom = Ul i nep
3

(4.71)

ωe,nom =ωm,nom
pp

2
(4.72)

Ua =Ua,nom
ωe

ωe,nom
=Ua,nom

ωm

ωm,nom
(4.73)

where:

pp : Number of poles of the generator [-]
ωm : Rotational speed of the Diesel engine [Hz]

Generator losses consist of friction losses and copper losses. As such, the mechan-
ical power input to the generator and the electrical power delivered to the network are
calculated as follows:

Pel = 3Ua Ia cos
(
φ

)
(4.74)

Ploss = Pmech,nom c f︸ ︷︷ ︸
Friction Losses

+ |Ia |2 Ra︸ ︷︷ ︸
Copper Losses

(4.75)

Pmech = Pel +Ploss (4.76)

M = Pi n

ωm
(4.77)
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where:

Pmech,nom : Mechanical power delivered to the generator at nominal conditions [W]
c f : Friction factor (fraction of nominal power input turned into frictional losses) [-]
M : Torque request towards the Diesel engine [Nm]

4.8.3. PARAMETER EXTRACTION & CALIBRATION RESULTS

4.8.3.1. DIESEL ENGINE

Considering Equation (4.70), from two operating points of the Diesel engine at nominal
speed, parameters c and d can be determined algebraically. According to the results
(presented in Figure 4.30), maximum error of 4% in fuel consumption occurs for 10% of
the nominal engine power output.
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Figure 4.30: Calibration Results: Diesel-Generator Fuel Consumption at Nominal Speed.

4.8.3.2. SYNCHRONOUS GENERATOR

The parameters of the synchronous generator (namely the friction factor c f and the per-
phase stator winding resistance Ra) result from a least-squares error minimization strat-
egy over all the available data, based on Equation (4.78):

η= Pel

Pmech
⇒ 1

η
−1 = c f

1

ηnom
+ Pel(

Uacos
(
φ

))2 Ra (4.78)

Validation results are presented in Figure 4.31. As can be seen the maximum error
for the generator efficiency has a value of 0.8% at a power output of about 200 kW for a
power factor of 1.
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Figure 4.31: Calibration Results: Synchronous Generator Efficiency.

4.9. BATTERY

4.9.1. INTRODUCTION

As stated in section 2.5.2, a dynamic equivalent circuit model will be used (shown in
Figure 4.32), able to capture accurately the voltage and current fluctuations depending
on the power demand and the state of the battery, so as to obtain accurate predictions
regarding the state of charge of the battery packs.

Uoc

R3
R1

R2

C1 C2

UT

+

-

U1 U2

Figure 4.32: Equivalent Circuit Model.

The model consists of a DC voltage source, a series resistance and two resistor-capacitor
(RC) parallel networks. The DC source represents the open circuit voltage UOC , the se-
ries resistance R3 represents the internal resistance of the batteries, and the parallel RC
networks, although they do not have a physical meaning regarding any properties of the
battery (such as the internal resistance, represented by the resistor R3), they are needed
in order to capture both short-time and long-time transient behavior of the battery (the
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voltage response curve is known to include both instantaneous and slow voltage drops
[Chen and Rincon-Mora, 2006], which can be captured by the parallel RC networks). Fi-
nally, the terminal voltage is represented by UT . Such a model, has a high accuracy and
is able to predict the run-time and the current-voltage (I-V) performance of a battery
[Chen and Rincon-Mora, 2006, Erdinc et al., 2009, Kakimoto and Goto, 2016].

4.9.2. MODEL DESCRIPTION

The model is a single input (current load), single output (terminal voltage) system, with
16 parameters that need to be defined, as will be explained in the following.

The battery’s state of charge is calculated according to Equation (4.79):

SOC (t ) = SOC (t0)+
∫ t

t0

− Ib(τ)

Qb
dτ (4.79)

The electrical behavior of the circuit is given by the following set of equations:

d

d t
Ui (t ) =−Ui (t )

Ci Ri
+ Ib(t )

Ci
, i = 1,2 (4.80)

UT (t ) =UOC (t )−
2∑

i=1
Ui (t )−R3Ib(t ) (4.81)

where:

SOC (t0) : Initial SoC of the battery [-]
Ib : Current Load (Positive for discharging conditions) [A]
Qb : Battery Capacity [Ah]
Ui ,Ci ,Ri : According to Figure 4.32
UT : Terminal Battery Voltage [V]
UOC : Open Cell Voltage [V]

The values of the open circuit voltage (UOC ), capacitors (Ci ) and resistors (Ri ) of Fig-
ure 4.32 all depend on the state of charge. According to literature [Erdinc et al., 2009,
Gao et al., 2002], their values (assumed to be functions of the SoC) can be represented as
follows:

UOC (SOC (t )) = v1e−v2SOC (t ) + v3 + v4SOC (t )+ v5SOC 2(t )+ v6SOC 3(t ) (4.82)

Ri (SOC (t )) =αi ,1e−αi ,2SOC (t ) +αi ,2, i = 1,3 (4.83)

Ci (SOC (t )) =βi ,1e−βi ,2SOC (t ) +βi ,2, i = 1,2 (4.84)

The values of the constants~v = (v1, ..., v6) ∈R6 and arrays A = (αi , j ) ∈R3x2,B = (βi , j ) ∈
R2x2 shown in Equations (4.82 - 4.84) are the model parameters that need to be deter-
mined.
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4.9.3. PARAMETER EXTRACTION

Extracting the values of the parameters constitutes the solution of a least-squares fitting
problem: For each SoC value, calculated by Equation (4.79) for a given current load, the
circuit parameters are estimated based on the minimization of the modeling RMS error
of the terminal voltage.

4.9.4. MODEL CALIBRATION

The resulting parameter values are presented below and the simulation results are shown
in Figure 4.32 for charging and discharging characteristics. It can be seen that all the
simulation response curves agree with the manufacturer data quite accurately, with the
maximum error having a value of around 5.5%, for a discharge rate of 1C.
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Figure 4.33: Battery Model - Calibration Results.

4.10. POWER ELECTRONICS

4.10.1. INTRODUCTION

To avoid lengthy simulation time, the dynamic response of the converters will be omitted
(being in the order of milliseconds [Mohan and Undeland, 2007]). Of importance, for the
scope of this work, are power conversion losses.
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4.10.2. MODEL DESCRIPTION
As with the gearbox modeling approach, the inverter/rectifier models are based on en-
ergy conservation, parameterized by their nominal conditions, according to the follow-
ing:

Pi n = Pout +Pl oss (4.85)

where:

Pi n : Power demand on the AC (DC) side of the rectifier (inverter) [W]
Pout : Power demand on the DC (AC) side of the rectifier (inverter) [W]
Ploss : Power Losses [W]

Their values can be calculated according to Equations (4.86)-(4.88) (Equation (4.88)
regarding the converter’s losses has been taken from the work of [de Waard, 2014]):

P AC =p
3VAC I AC cos

(
φ

)
(4.86)

PDC =VDC IDC (4.87)

Ploss = Pl oss,nom

(
a +b

I

Inom
+ c

(
I

Inom

)2)
(4.88)

(4.89)

with:

Pl oss,nom = (
1−ηnom

)
Pnom

a +b + c = 1, a,b,c ∈ [0,1]

where:

a : Constant losses coefficient [-]
b : Conductor losses coefficient [-]
c : Switching losses coefficient [-]
ηnom : Nominal inverter/rectifier efficiency [-]

Unless otherwise indicated (due to of lack of measurements/data), the following val-
ues have been assumed [de Waard, 2014]: a=0.1, b=c=0.45, ηnom = 0.985.

4.11. SWITCHBOARD
In the switchboard all the electric consumers and suppliers are connected with the same
voltage. In this work, it has been assumed that this component is ideal, i.e. no power
losses are present (in reality switchboards present a high-energy efficiency, with an ap-
proximate loss of 0.5% [de Waard, 2014]). As such, power supply is assumed to be equal
to power demand: ∑

i
Pi ,demand =∑

j
P j ,suppl y (4.90)
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4.12. COMPLETE SHIP MODEL VERIFICATION

4.12.1. INTRODUCTION

The total model consists of all the models discussed in this chapter, plus a rule-based
control strategy 3that regulates the operation of the hybrid propulsion plant. In this sec-
tion, the static and dynamic behavior of the existing model will be verified and partially
validated. Unfortunately, due to lack of measurements, proper dynamic validation of the
complete model is not possible, but will be performed only for quasi-static maneuvers
with respect to total fuel consumption. Furthermore, the verification of the dynamic
behavior of the vessel will be limited to straight - line maneuvering (accelerations and
decelerations).

4.12.2. QUASI-STATIC MANEUVERING

4.12.2.1. MODEL VERIFICATION

In this section the static working points of the vessel model are verified. The model
outputs were calculated as a function of vessel speed for different operating conditions,
namely Diesel electric mode, with the main engines turned off, and Diesel direct mode,
in which the induction machines are used as shaft generators powered by the main en-
gines. The powers and efficiencies, as a function of the vessel’s speed, are represented
as a propulsion chain: a chain of powers from ship (demand) to prime mover (supply)
linked by the various efficiencies [Woud and Stapersma, 2002]. The propulsion chains
for Diesel Electric and Diesel Direct mode are presented in Figures 4.35 - 4.36, and the
simulation results in Figures 4.34, 4.37 from which credible trends are observed.
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Figure 4.34: Simulation Results - Propulsion Chain, Diesel Electric Mode.

3Developed by Damen Shipyards Group.
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Figure 4.37: Simulation Results - Propulsion Chain, Diesel Direct Mode.

4.12.2.2. MODEL VALIDATION

Regarding the validation process of the model, only the simulated fuel consumption was
validated against measurements taken on-board the hybrid tugboat, as in this way the
propulsion chain can be validated at once as a whole, from ship level to fuel level (see
Figures 4.35 - 4.36). The results for the two operational modes are presented in Figures
4.38 - 4.39.
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Figure 4.38: Total Ship Model Validation: Diesel Electric Mode.
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Figure 4.39: Total Ship Model Validation: Diesel Direct Mode.

As can be seen, for lower ship speeds (up to 10 knots) the simulated and measured
fuel consumption agree within 12%. However, above 10 knots the relative error increases
up to a maximum of 32% for the maximum ship speed. This can be attributed to the re-
sistance curve implemented in the model (calm water resistance), whereas in the mea-
surements a different sea state applies, resulting in a decreased fuel consumption com-
pared to the actual.

4.12.3. DYNAMIC MANEUVERING
The verification of the dynamic behavior of the propulsion plant involves the simula-
tion of a characteristic operating profile of a hybrid tugboat. The results are presented in
Figures 4.40 - 4.41. Results are satisfactory, meaning that the observed trends are cred-
ible, and that the dynamic behavior of the vessel as observed agrees with the expected
behavior of the initial conceptual model.
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5
THE ENERGY MANAGEMENT

PROBLEM

"Everything should be made
as simple as possible,

but not simpler."

-Albert Einstein

Energy management in any hybrid vehicle consists of deciding the amount of power de-
livered at each instant by the energy sources that are present, while meeting several con-
straints. In this chapter the main features of the energy management controller will be
presented, and the problem of designing such a controller will be formalized using opti-
mal control theory.

5.1. INTRODUCTION & GENERAL CONSIDERATIONS
In this work, the problem of managing the on-board energy sources of the vessel will be
solved using two different approaches:

1. Variations of a real-time implementable strategy

2. Global (Off-line) optimization, to benchmark the real-time strategy, presented in

An EMS controller deals with making decisions in the best possible manner, a decision-
making process that is based on optimization. The solution of an engineering problem
using optimization techniques can be broken into three subproblems [Onori et al., 2016]:

1. Formulate the engineering problem into an optimization problem: The formula-
tion step involves choosing quantities, typically functions of several variables, one

81
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of which has to be minimized or maximized (the objective function), possibly sub-
ject to one or more constraints, described by the remaining functions. In this step,
it is important to simplify the objective function and/or the constraints when pos-
sible while also taking into consideration the inherent sacrifice in accuracy.

2. Initialize the optimization algorithm: Assuming that the engineering problem has
been put into a mathematical framework, the properties of the optimization prob-
lem that arises are studied, to decide which algorithm will be able to yield the best
results, using an acceptable amount of computational power. The initialization
deals with the choice of algorithms and with decisions about initial values for the
parameters.

3. Determine the stopping criteria: Optimization techniques usually involve an itera-
tive scheme, where in each iteration a new, and hopefully better, estimation of the
parameter vector x is made. Certain optimization techniques provide the optimal
solution in a finite number of steps and the choice of when to stop can be easily
determined by the optimality conditions of the previous iteration, whereas other
techniques can only find a very good approximation of the optimum. In prac-
tice, a stopping criterion consists of several components, usually a mix of (abso-
lute and/or relative) constraints on the objective function value, the current point
and the number of iterations, which in turn relates to the desired accuracy of the
solution, as determined in step 1.

In the following Sections, the Energy Management problem will be formulated - in
a somewhat different way for each approach - its characteristics will be presented, and
the theory and rationale behind the different approaches that are considered will be dis-
cussed.

5.2. PROBLEM FORMULATION

5.2.1. FORMAL PROBLEM STATEMENT

In this work, the optimal energy management problem consists of finding the control
task (u(t )) that leads to the minimization of the fuel consumed (m f ) over a trip of length
t f (starting at t0 = 0). This objective can be written as a mathematical optimization prob-
lem P , of the form [Jager et al., 2013]:

P =



minimize
u∈U

J
(
t , x(t ),u(t ),r (t )

)= ∫ t f

t0

ṁ f
(
t , x(t ),u(t ),r (t )

)
d t

subject to: ẋ = F
(
t , x(t ),u(t ),r (t )

)
,

G
(
x(t ),u(t )

)= 0,
H

(
x(t ),u(t )

)≤ 0,
x,r ∈Rn .

(5.1)

where:
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U : Set of admissible controls
J : The control objective (Or Cost Function, or Performance Criterion)
t : Time index
x = (x1, x2, ..., xm) : State variables
u = (u1,u2, ...,un) : Control variable vector
r = (r1,r2, ...,rn) : Uncontrolled inputs
F : Set of dynamic state equations
G : Set of equality constraints
H : Set of inequality constraints

The minimization of the performance integral index (J ) is subject to constraints re-
lated to the physical limitations of the propulsion system’s components, limitations in
the energy stored in the battery system, and the requirement to maintain the battery’s
SOC within prescribed limits. This makes the Energy Management problem a constrained,
finite-time (mixed integer, as will be shown in later Sections) optimal control problem,
in which the objective function must be minimized under a set of both global and local
constraints on the state and control variables. Figure 5.1 gives a schematic representa-
tion of the propulsion system and the associated power-flows.

Ef 
Diesel Engine Generator

Es Battery

PDG 

PB 

Rectifier
PH

Induction Machine Drive
PD 

Diesel Engine Ef 

PDE 

PIM

PSH

Figure 5.1: Schematic Overview of the propulsion system.

5.3. ECMS-BASED SUPERVISORY CONTROL
ECMS is based on the notion that the electric energy storage system (in this case the
batteries) can be seen as an auxiliary reversible fuel tank:

1. Discharging at present implies that at some future time the battery will possibly
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need to be recharged, resulting in some additional fuel consumption in the future.

2. In case of charging an extra load is being imposed on the Diesel engines, implying
an extra fuel consumption at present, which will be used at a later time in the fu-
ture to alleviate the engine load required to propel the vessel (through the electric
motors), or to meet the electric power requirements.

As explained briefly in section 3.3.2.1, the underlying principle of the ECMS approach
is that a cost is assigned to battery energy, so that the use of the stored electrical en-
ergy is made equivalent to using (or saving) a certain quantity of fuel. This cost is obvi-
ously unknown, as it depends on future states of the system, but this past (or future) fuel
consumption, ṁr ess (t ), can be summed to the present real fuel consumption, ṁ f (t ), to
obtain the instantaneous fuel consumption ṁ f ,eqv (t ):

ṁ f ,eqv (t ) =∑
i

ṁ f ,i (t )+ṁr ess (t ) (5.2)

ṁ f ,i (t ) = PDE ,i (t )

ηDE ,i (t )Qlhv
= s f ocDE ,i (t )PDE ,i (t ) (5.3)

ṁr ess (t ) = s f oceqv (t )Pbat t (t ) (5.4)

The virtual specific fuel consumption s f oceqv is proportional to an equivalence fac-
tor (st ) which differs whether the battery is being charged or discharged. As such, Equa-
tion (5.4) can be written as:

ṁr ess = s(t )

Qlhv
PB at t (t ) (5.5)

Depending on the sign of Pbat t (i.e., on whether the battery is being charged or dis-
charged), the virtual fuel flow rate can be either positive or negative, therefore making
the equivalent fuel consumption higher or lower than the actual fuel consumption.

The equivalence factor is a vector of values, one for charge and one for discharge,
s(t ) = [schg (t ), sdi s (t )]. Its task is to assign a cost to the use of electricity, converting elec-
trical power from the battery into equivalent fuel consumption. Practically speaking,
it represents the chain of efficiencies through which fuel is transformed into electrical
power and vice-versa. As such, it changes for each operational condition of the power-
train. In the original formulation of ECMS [Sciarretta et al., 2004], the equivalence factor
is a set of constants which were interpreted as the average overall efficiency of the elec-
tric path for each operating mode, and for a specific mission.

However, since the original ECMS formulation, it has been shown [Kirk, 2012] that
there is no need for multiple equivalence factors, since the efficiencies along the electri-
cal path (apart from the battery) can be implicitly taken into account on one parameter,
the co-state λ(t ) (a more elaborate analysis is given in Section 5.8.3). The link between
the co-state and the vector of equivalence factors is the following:

schg (t ) =λ(t ) ηbat t (t ) (5.6)

sdi s (t ) = λ(t )

ηbat t (t )
(5.7)
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Therefore, Equation (5.5) can be simply re-written as:

ṁr ess = λ(t )

ηbat t (t )sg n(Pbat t (t ))

PB at t (t )

Qlhv
(5.8)

Using the co-state λ, ECMS essentially reformulates the global problem of minimiz-
ing the total (global) fuel consumption according to Equation (5.1), to a local (instanta-
neous) problem of minimizing ṁ f ,eqv (t ), given by Equation (5.2):

Global︷ ︸︸ ︷
min
u∈U

∫ t f

t0

ṁ f
(
t , x(t ),u(t ),r (t )

)
d t

s. t.: ẋ = F
(
t , x(t ),u(t ),r (t )

)
,

G
(
x(t ),u(t )

)= 0,
H

(
x(t ),u(t )

)≤ 0,
x,r ∈Rn .

⇒

Local︷ ︸︸ ︷∫ t f

t0

min
u∈U

[
ṁ f ,eqv

(
t , x(t ),u(t ),r (t )

)]
d t

s. t.: ẋ = F
(
t , x(t ),u(t ),r (t )

)
,

G
(
x(t ),u(t )

)= 0,
H

(
x(t ),u(t )

)≤ 0,
x,r ∈Rn .

In general, at each time instant t with a time step ∆t over the entire duration of op-
eration, the following steps are necessary in order to implement ECMS (of course this is
the most simplified / non-sophisticated process):

1. Given the state of the system (required propulsive and electrical power, shaft rota-
tional speed, state of charge of the battery, etc.) the acceptable range of values of
the control vector ut which satisfies the instantaneous constraints (torque limits,
etc.) is identified.

2. For each candidate u(t ) of the admissible set of control tasks U the equivalent fuel
consumption is calculated.

3. The control task which minimizes the equivalent fuel consumption is selected.

An interesting aspect is what discretization time interval ∆t should be adopted. This
is an important aspect, as the set of admissible control variables are approximated by
the nearest available values regarding the system’s state, on the so-called discretization
grid, i.e. at time tk−1. If ∆t is relatively large, the actual SOC can reach non-acceptable
values in-between two consecutive calls of the optimization process. On the other hand,
a small time interval means that there is less time available for the optimization process,
therefore the choice of the optimization algorithm becomes highly important. Consid-
erations such as algorithmic efficiency, both in terms of time and space, must be given
serious thought.

In any case, the main advantage of this approach is that it has the potential to approx-
imate the global optimal solution [Sciarretta and Guzzella, 2007]. In addition, the instan-
taneous minimization problem is computationally less demanding than the global prob-
lem, usually solved with dynamic programming, and applicable to real-world situations
since it does not rely on exact information about future operating conditions. More-
over, if predictions about the future can be made, based on historical data or information
about weather conditions, geographical locations etc., they can be easily implemented
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in ECMS by adjusting the value of the co-state. This value greatly affects the actual fuel
consumption of the system and the SOC of the battery. This is also the main challenge
of ECMS, i.e. how to select the most suitable value of the co-state, which should be rep-
resentative of past, present and future efficiency of the entire drivetrain, to guarantee
optimality of the controller’s decisions: If the values are too high, an excessive cost is at-
tributed to the use of the battery packs, and therefore the hybridization potential is not
realized, on the other hand, if it is too low, the battery is depleted too soon. How the
value of the co-state can be calculated and adapted while the system is in operation, is a
subject that will be discussed in Section 5.8.3.

5.4. CONSTRAINTS
The problem’s constraints can be classified under two different categories, namely state
constraints and control input constraints:

The only state variable that is of importance for the EMS is the battery’s state of
charge. The limitations on the SOC are imposed in order to maintain its cycle life, whose
installation incurs a costly investment, which is the main barrier to the growth of HEVs
[Vu, 2015]. Based on these limitations, the EMS is called either charge-sustaining, in
which the SOC at the beginning and the end of the mission is the same, therefore elim-
inating the need for external recharging, or charge-depleting, in which the battery is
recharged using an electric outlet, so the final SOC is lower than the initial one. In both
cases, inequality constraints are imposed on the SOC, representing the maximum and
minimum energy level of the battery, at any given time, which can be either hard or soft,
i.e. whether an additional constraint will be actually implemented in the optimization
problem, or whether the objective function will be modified to penalize deviations of
the current state of charge SOC (t ) from its target value (as shown in Onori et al. [2016]).
In this work, a hard constraint will be used, as it guarantees that the SOC will not reach
non-admissible values.

Besides the state constraints, input constraints on the control vector u(t ) are present.
This guarantees that the maximum power-flows through the controlled components re-
main bounded. Of course, the operating range of the components is always limited, so
bounds have to be set on Diesel engine, Diesel-generator and the induction machine’s
power output. Furthermore, similar bounds are needed for the power flowing in or out
of the batteries so as to preserve the battery’s health. Finally, constraints are needed so
as to ensure that power demand (both propulsive and electric) matches power supply.

5.4.1. DECISION VARIABLES & UNCONTROLLED INPUTS

Uncontrolled inputs include the shaft speed command, along with propulsive power de-
mand, and electric power demand. Continuous decision variables include the power of
the induction machine (PI M ), battery (PB ), main Diesel engine (PDE ), and Diesel - gen-
erator (PDG ) according to Figure 5.1 (however some of these can be eliminated, as will
be explained in Section 5.7). Furthermore, in order to completely define the problem
auxiliary binary variables (bi ) are needed. These are used to indicate whether a compo-
nent of the system is operating or not (ON/OFF), and zero out several of the functions
that will be presented in the following sections, and eliminate constraints that are non-
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applicable anymore. A different one is used for the main Diesel engine, Diesel-generator,
induction machine and battery. Depending on the values of these decision variables ev-
ery operational mode can be identified, and the lower-level control systems can make
sure to deliver the power as indicated by the EMS from there on. It should be noted that
the following sign conventions shown in Table 5.1 have been used for two of the decision
variables (or control inputs):

Table 5.1: Continuous Decision Variables - Sign Conventions

PI M PB

>0 Motor Mode Discharging
<0 Generator Mode Charging

5.5. PROBLEM FORMULATION SUMMARY

In the preceding sections, all the elements of the optimization problem were analyzed,
and the final forms of the problem (for each control approach) are presented below.
More insights on how all these variables and constraints are connected will be given in
Section 5.7, after the simplified problem that represents the propulsion system is intro-
duced in the next section.

P =



∫ t f

t0

min
u∈U

[
ṁf,eqv

(
t , x(t ),u(t ),r (t )

)]
d t

s. t: x(t ) = f (t , x(t ),u(t ),r (t ))+x(t −1)
SOCmi n ≤ x(t ) ≤ SOCmax

x(t0) = SOCmax

PB,min ≤ PB (t ) ≤ PB,max

Pd (t ) = PDE (t )+PI M (t )
PDG (t )+PB (t ) = Pel (t )+2PD (t )
r (t ) = (nsh(t ),Pd (t ),Pel (t )) ∈R3

>0

u(t ) = (PDE ,PDG ,PI M ,PB ) ∈R4 :


[
PDE,min,PDE,max

][
PDG,min,PDG,max

][
PIM,min,PIM,max

][
PB,min,PB,max

]
y(t ) = (bDG ,bI M ,bB ,bDE ) ∈Z4

2

(5.9)

5.6. PROPULSION SYSTEM STEADY-STATE MODEL

In any optimization problem, the types of mathematical relationships between the ob-
jective, constraints, and decision variables determine how hard it is to solve, define the
solution methods or algorithms that can be used for the optimization, and the confi-
dence that the solution is truly optimal. In order to evaluate these relationships a sim-
plified model of the propulsion system is needed from which the total fuel consumption
can be predicted. This is the scope of the models that are presented in this Section.
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5.6.1. DIESEL ENGINE

2000

Rotational Speed [rpm]

1500

1000

5000

500

1000

Power Output [kW]

1500

0

0.02

0.12

0.04

0.06

0.08

0.1

2000

F
u

e
l 
C

o
n

s
u

m
p

ti
o

n
 [

k
g

/s
]

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Figure 5.2: Main Diesel Engine Fuel Con-
sumption Map.

Regarding the Diesel engines present in
the propulsion system, the fuel consump-
tion ṁ f is needed, as a function of power
output and shaft rotational speed. Note
that this is not the only option, as an ex-
pression about the specific fuel oil con-
sumption, or total engine efficiency could
have also be derived, as functions of
speed and power (or speed and torque),
however the expression ṁ f = f (nsh ,Pb)
was chosen, as it directly links the inputs
of the problem with the desired output,
without the need of any conversions in
between. In Figure 5.2 the fuel consump-
tion map of the main Diesel engines is presented, as a function of power output and shaft
speed. According to this map, an analytical expression was derived based on the Mossel
model given by Equation (5.10), with ai constants to be identified.

ṁ f

ṁ f ,nom
=

a0 +a1
n

nnom
+a2

P
Pnom

+a3

(
n

nnom

)2 +a4

(
P

Pnom

)2 +a5
n

nnom

P
Pnom

, 0 < P ≤ Pnom

0, P = 0
(5.10)

This second-degree polynomial with respect to power output and shaft speed gives
an adequate representation of the main engine’s fuel consumption. As can be seen from
Figure 5.3, the maximum absolute error is around 1%, with an average value of -0.004%,
compared to the detailed model of [Geertsma et al.] discussed in Chapter 4.
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Figure 5.3: Main Diesel Engine Fuel Consumption Map - Fitting Errors.

5.6.2. INDUCTION MACHINE & DRIVE
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Figure 5.4: Induction Machine &
Drive Efficiency Map.

For the induction machine and the electric drive,
a function of the power losses as a function of
torque and rotational speed was derived, through
the components’ combined efficiency, shown in
Figure 5.4. This was deliberately chosen, as it
proved to be much easier to handle the power
losses rather than the efficiency in the final form
of the objective function, for reasons that will be-
come evident in Section B.3. s for the Diesel en-
gine, a second degree polynomial proved to be ad-
equate for capturing the actual values of the losses.
However, due to the asymmetry in the efficiency
between motoring and generating conditions, two
different sets of coefficients were necessary. In Figure 5.5 the fitting errors are presented,
as a percentage of the actual power loss, compared to the models presented in Chapter 4.
Although at first sight the fitting does not seem to give an accurate prediction, the higher
(in absolute values) errors (> 3%) appear around the zero torque or zero speed region.
At these regions the combined efficiency of the two components is practically zero, and
the induction machine is not expected to be operated there anyway. Furthermore, the
negative error values signify that there is actually an overestimation of the losses in these
regions, which will further push the controller to steer the operational points of the ma-
chine away from these regions. Still, with these regions included, the average error value
is -1.26%.

The general form of the power loss function is given below:

Ploss

Ploss,nom
=

ai 1
n

nnom
+ai 2

M
Mnom

+ai 3

(
n

nnom

)2 +ai 4

(
M

Mnom

)2 +ai 5
n

nnom

M
Mnom

, 0 < M ≤ Mnom

0, M = 0
(5.11)

with i = 1,2 for motor and generator mode respectively. It is interesting to note that
all the coefficients are equal in both modes, except form the term ai 4.
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Figure 5.5: Induction Machine & Drive Power Loss Map - Fitting Errors.
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5.6.3. DIESEL-GENERATOR SET
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Figure 5.6: Diesel Generator Fuel
Consumption.

For the Diesel-generator set, an expression for the
fuel consumption of the Diesel engine was de-
rived (Equation (5.12)) with respect to the gener-
ator’s power output, as shown in Figure 5.6. Note
that, since it has been assumed that the Diesel en-
gine in this case operates at constant speed, this
is a one-dimensional fitting problem. Although
the fuel consumption (orange curve in Figure 5.6)
seems to be a linear function of power output, a
quadratic curve was needed in order to provide a
fit with seemingly no errors. As can be seen from
Figure 5.7, the fitting error reaches absolute values
between 0.3% and 2.5% for a power output of less
than 4 kW, but after that point the fitting error is
practically zero, with an average value of -0.0152%.
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Figure 5.7: Diesel Generator Fuel Consumption - Fitting Errors.

ṁ f

ṁ f ,nom
=

a0 +a1
P

Pnom
+a2

(
P

Pnom

)2
0 < P ≤ Pnom

0 P = 0
(5.12)

5.6.4. BATTERY
What is of importance for the optimization process with respect to the battery system,
is its efficiency for the objective function, and the SOC and terminal voltage for the con-
straints. Different approaches were needed in order to determine each one analytically,
and they are presented in the following.

5.6.4.1. EFFICIENCY

The efficiency of the battery (not such an obvious concept, since it is an energy storage
system) is defined on the basis of a full charge/discharge cycle as the ratio of total energy
delivered to the energy that is necessary to charge up the device [Sciarretta and Guzzella,
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2007]. This definition however is dependent on the features of the charge/discharge cy-
cle, and more especially whether the battery is charged/discharged at constant current
(Peukert test), or at constant power (Ragone test).
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Figure 5.8: Battery Efficiency.

The choice was made to evaluate the
Ragone efficiency, as it could link directly the
decision variable of the optimization problem
(power input/output to the battery) to its ef-
ficiency, which appears in the formula of the
equivalent fuel consumption (5.8). The effi-
ciency as a function of power input to the bat-
tery can be seen in Figure 5.8, and was fitted
with a quadratic curve with respect to power
input/output. The errors of this curve fitting
can be seen in Figure 5.9. The maximum er-
ror is 0.3% for a power input/output of 125 W,
with an average value of 0.0343%.
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Figure 5.9: Battery Efficiency - Fitting Errors.

5.6.4.2. STATE OF CHARGE

UOC

R

I

UT

Figure 5.10: Battery Circuit.

For the estimation of the state of charge and
the terminal voltage of the battery, a basic
equivalent circuit model was used, shown in
Figure 5.10. The open cell voltage UOC is a
function of the SOC, as in the model presented
in Section 4.9, and a constant resistance has
been used, equal to 4.2 mΩ. The state of
charge variation can be directly calculated
from the terminal power (decision variable
in the optimization problem), when semi-
empirical data is available from the manu-
facturer (the same data that was used for the
model in Section 4.9). When a current flows in
the circuit, according to Kirchoff’s law, the following equations apply:
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I (t ) = P (t )

UT (t )

UOC (SOC (t ))−RI (t ) =UT (t )

⇒U 2
T (t )−UOC (SOC (t ))UT (t )+P (t )R = 0 (5.13)

Solving (5.13) for power yields:

P (t ) = −U 2
T (t )+UT (t )UOC (SOC (t ))

R
(5.14)

From Equation (5.14), the upper and lower limits for the battery power can be deter-
mined:

Pmax =
UOC (SOC (t ))UT,min −U 2

T,min

R
(5.15)

Pmin =−
U 2

T,max −UOC (SOC (t ))UT,max

R
(5.16)

where UT,min and UT,max are the terminal voltage limits that correspond to the mini-
mum and maximum SOC respectively.

The tracking of the SOC of the battery at any time instant (t ) can be described by
Equation (5.17) [Koot et al., 2005]:

SOC (t ) = Q(t )

Qb
=

Q(t0)−
j(t−∆t )∑
j(t=0)

(
Pbatt,j

UOC (SOC (t ))
∆t

)
Qb

= SOCt−∆t − Pbatt ∆t

UOC (SOC (t ))Qb
(5.17)

with Qb being the nominal capacity of the battery.

It is evident that a numerical procedure is needed in order to solve the circuit, as the
state of charge variation, terminal voltage and open cell voltage are all interconnected
via the current state of charge of the battery. Through experimentation with this subrou-
tine, it was clear that two to three iterations were needed for the procedure to converge
when it was initiated with the SOC of the previous state. Figure 5.11 shows the different
responses between the dynamic model presented in Section 4.9, and the current, steady
state model, in terms of terminal voltage (which directly affects the SOC itself). It can be
seen that the faster transients in the terminal voltage can no longer be captured, but the
overall accuracy is sufficient.
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Figure 5.11: Battery System Response: Terminal Voltage.

5.7. ANALYTICAL FORMULATION OF THE OPTIMIZATION PROB-
LEM

Now that the basic mathematical framework has been introduced, a further analysis of
the optimization problem (5.9) can be performed, with the scope of extracting more in-
formation on the type of the objective function and/or the constraints, and (if possible)
to simplify the problem. In order to proceed, it should first become clear how the ob-
jective function is connected with the decision variables. As stated in Section 5.4.1, the
uncontrolled inputs to the optimization process are the following:

• Pd : Propulsive power demand [W]

• Pel : Electric power demand (hotel loads) [W]

• nsh : Shaft rotational speed [Hz]

with the following decision variables:

• PDE : main Diesel engine power [W]

• PDG : Diesel-generator power [W]

• PI M : Power of the induction machine (rotor) [W]

• PB : Battery Power [W]

and auxiliary variables:

• bDE : ON/OFF state of the main Diesel engine [binary]
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• bDG : ON/OFF state of the Diesel-generator [binary]

• bI M : ON/OFF state of the Diesel-generator [binary]

• bB : ON/OFF state of the battery system [binary]

As a first step towards reducing the complexity of the optimization problem, it must
be noted that some of the decision variables and constraints of the problem can be elim-
inated or combined with the upper and lower bounds of other decision variables, as will
be shown in the following.

Diesel Engine
The decision variable that can be eliminated is the power output of the main Diesel

engine. Considering the equality constraint regarding the propulsive power demand, the
main Diesel engine power can be directly connected to the power output of the induc-
tion machine:

Pd = PDE +PI M ⇒
{

PDE = Pd −PI M , bDE = 1

PDE = 0, bDE = 0
(5.18)

with the additional constraints on PI M :{
0 ≤ Pd −PI M ≤ PDE,max, bDE = 1

Pd = PI M , bDE = 0
(5.19)

Electric Drive
The power of the electric drive is given by Equation (5.20):

PD = PI M +bI M PIM,loss (5.20)

with PIM,loss being the piece-wise defined function of the combined losses of the elec-
tric machine and drive (Equation (5.11)),

Note that Equation (5.20) is valid regardless of the sign of PI M (i.e. motoring/generating
conditons), since Ploss ≥ 0. Consider the power flows and losses in the following cases:

• PI M > 0 (Motoring): |PD| ≥ |PIM|, since PD ≥ 0 and PIM ≥ 0, then PD ≥ PIM ⇒ PD =
PIM +PIM,loss

• PI M < 0 (Generating): |PD| ≤ |PIM|, since PD ≤ 0 and PIM ≤ 0, then PD ≥ PIM ⇒
PD = PIM +PIM,loss

Diesel Generator
Furthermore, the decision variable regarding the Diesel generator’s power can also be

eliminated, considering the equality constraint of Equation (5.9), regarding the electric
power balance. Note that from the sign conventions of Table 5.1, the battery power is
positive for discharging (power supply to the grid) and negative for charging (power de-
mand from the grid). Alternatively, the power of the induction machine (and drive) is
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positive when motoring (i.e. when there is power demand from the grid) and negative
when generating (i.e., power supply to the grid). Thus, the equality constraint, can be
simply solved for the Diesel-generator:

PDG +PB︸ ︷︷ ︸
Power supply

= 2PD +Pel︸ ︷︷ ︸
Power demand

⇒ PDG = 2PD +Pel −PB ⇒

{
PDG = 2

(
PI M +bI M PIM,loss

)+Pel −PB, bDG = 1

PDG = 0, bDG = 0
(5.21)

with the additional constraints on PB and PI M :{
0 ≤ PDG ≤ PDG,max ⇒ 0 ≤ 2

(
PI M +bI M PIM,loss

)+Pel −PB ≤ PDG,max, bDG = 1

2
(
PI M +bI M PIM,loss

)+Pel = PB, bDG = 0
(5.22)

Battery
A constant efficiency for the rectifier ηREC has been assumed, equal to 0.97. In a similar

way as with the induction machine, the power flow (charging or discharging) depends
on the sign of the decision variable PB (Figure 5.1). The connection between PB and the
power at the battery terminals is given by Equation (5.23).

Pbatt =
PB

η
sg n(PB )
REC

(5.23)

Binary (auxiliary) variables
At this point it should be noted that with the use of the binary variables, constraints

could be imposed on the problem indicating appropriate (possible or impossible) com-
binations of the individual components. For example, both the induction machine and
main Diesel engine cannot be turned off simultaneously, as there will not be any power
supply to the shaft (when the shaft speed request is higher than zero). Using a proper
set of rules (constraints) like these can somewhat reduce the complexity of the prob-
lem by decreasing the search space (and therefore lower the computational cost). a few
examples of such a rule-set are presented below:

• At least one energy source must be on always.

• if Pd > PIM,max, then: bDE = 1

However, such constraints are redundant. The feasibility of all the possible combina-
tions can be explicitly given by constraints (5.19) - (5.22), and the limitations imposed on
the SOC of the battery. Equations (5.18) - (5.23), along with the fitted functions for fuel
consumption and power losses of the different components, are sufficient to provide
an analytical formulation of the objective function and the constraints of the problem
presented in Equation (5.9). More specifically, for the objective function the following
applies (for DP, the factor corresponding to ṁr ess is set to zero):
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ṁ f ,eqv = 2ṁ f ,DE +ṁ f ,DG +ṁr ess =

= 2bDE

2∑
j=0

α j (Pd −PI M ) j +bDG

2∑
j=0

β j

(
2PI M +2bI M

2∑
j=0

(
ε j P j

I M

)
+Pel −PB

) j

+

+γλ(t )
PB(

2∑
j=0

δ j P j
B

)sg n(PB )
(5.24)

with constraints:

SOCmi n ≤ SOCt−∆t − PB

η
sg n(PB )
REC

∆t

UOC (SOC (t ))Qb
≤ SOCmax (5.25)

0 ≤ Pd −PI M ≤ PDE,max(nsh)bDE (5.26)

0 ≤ 2

(
PI M +

2∑
j=0

ε j P j
I M

)
+Pel −PB ≤ PDG,nombDG (5.27)

−
U 2

T,max −UOC (SOC (t ))UT,max

R
≤ PB

η
sg n(PB )
REC

≤
UOC (SOC (t ))UT,min −U 2

T,min

R
(5.28)

bI M PIM,min ≤ PI M ≤ PIM,maxbI M (5.29)

bDE ,bDG ,bI M ∈ {0,1} (5.30)

5.8. INPUT & PARAMETER DETERMINATION
It can be seen that in order to solve the optimization problem, the instantaneous propul-
sive (Pd ) and electric (hotel) power demand (Pel ) must be known beforehand, as they are
treated as inputs to the EMS controller. Of course this is not the case for a real-time con-
troller for which the only input is the lever command by the operator, and as such the
optimization process must be based only on predictions about these values (noted as
P̂d , P̂el respectively). How to predict these values using only past information and the
current lever command is the topic of this section.

5.8.1. PROPULSIVE POWER DEMAND
Based on the fact that the lever position is a linear scaling of the desired shaft speed,
which in turn is approximately equal to actual shaft speed (neglecting dynamics com-
pletely), and by assuming that the propeller law applies, the lever position at time tk

(noted as SLC - Single Lever Command) can be correlated to propulsive power demand:

SLC

SLCmax

∣∣∣∣
tk

= nsh

nsh,max

∣∣∣∣
tk

P̂d

Pd,max

∣∣∣∣
tk

=
(

nsh

nsh,max

)3∣∣∣∣
tk


⇒ P̂d

Pd,max

∣∣∣∣
tk

=
(

SLC

SLCmax

)3∣∣∣∣
tk

(5.31)
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Of course this oversimplification provides a very rough estimate of the propulsive
power. However, provided that information regarding past lever positions and shaft
power are available (with a sampling interval ∆t ), past estimation errors can be taken
into account (while the system is in operation), so as to increase estimation accuracy. As
such, Equation (5.31) is modified as follows:

P̂d |tk = Pd,max

(
SLC

SLCmax

)3∣∣∣∣
tk

+µ
(n−1)∆t∑

t=0

(
Pd |t − P̂d |t

) 1

n −1
(5.32)

where µ is a multiplier used to tighten the estimation error tolerances. It’s effect,
along with the prediction accuracy provided by this correlation can be seen in Figure
5.12 for the simulated operating profile. As can be seen, this method provides accurate
estimates (±5%) for the operating profile in consideration.
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Figure 5.12: Propulsive Power Prediction Accuracy.

5.8.2. ELECTRIC POWER DEMAND

Regarding the electric power demand, it can be estimated from the electric load balance
of the vessel, which in this case the total power demand amounts to 75 kW for Diesel
electric mode, and 35 kW for Diesel Direct. These values will be used in the optimization
process depending on the mode that the vessel operates in.
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5.8.3. CO-STATE ADAPTATION

5.8.3.1. OVERVIEW

As discussed in Section 5.3, in ECMS the uncertainty about future operating conditions
is transferred to an uncertainty on the correct (optimal) value of the co-state. Various
methods have been proposed for the on-line estimation of the co-state, and can be clas-
sified into three approaches depending on the information used, namely past, present
and future operating conditions:

• Past operating conditions: The idea in this case, promising in automotive engi-
neering [Lei et al., 2017, Wei et al., 2016, Zhang and Xiong, 2015, Denis et al., 2016],
is to use pattern recognition techniques. Optimal values for the co-state are pre-
calculated off-line for a set of representative operating conditions to form a database,
and during real-time operation a neural network periodically decides which rep-
resentative operating pattern is closest to the current operating conditions. Then
the EMS switches to the corresponding value of the co-state.

• Past and present operating conditions: A different approach is to constantly adapt
the co-state value to the current operating conditions [Tianheng et al., 2015], or
simply to the instantaneous deviations of SOC from its target value by means of
a P- or PI- controller [Ambuhl et al., 2007, Kessels et al., 2008, Zhang et al., 2016,
Khodabakhshian et al., 2013, de Jager and Steinbuch, 2008].

• Past, present and future operating conditions: The principle behind this idea is
that when no information on future operating conditions is available, optimal fuel
economy can not be guaranteed. As such, this family of algorithms aim at using
any sort of estimation of future information to feed the ECMS control module with
the most suitable values for the co-state. They include an on-the-fly algorithm for
the estimation of the equivalence factor based on usually speed prediction (for
road vehicles) [Sciarretta and Guzzella, 2007]. Another interesting approach is
based on a predictive signal generator combined with a SOC tracking-based con-
troller, which compute the desired battery SOC trajectory as a function of vehicle
position using GPS data about the topographic profile of future road segments and
the corresponding average traveling speeds [Ambuhl and Guzzella, 2009].

Using an approach based on past and present operating conditions as the ones pro-
posed for land-based HEVs tends to be problematic for the case of a marine-based HEV.
First of all, using pattern-recognition techniques requires data that is not readily avail-
able, and even if the data can be found, creating a database of optimally-tuned equiv-
alence factors is a challenging and time-consuming task. Note, that this technique has
proven to be promising in the automotive industry largely due to the existence of stan-
dardized driving cycles that represent conditions of urban, highway (or any variations
thereof) driving conditions. As such, data collection or comparison of the actual operat-
ing conditions with a reference cycle is much easier.

Moreover, adapting the co-state value using a P- or PI- controller is also a delicate
procedure, due to the sensitivity of the method to the co-state value. An extensive sen-
sitivity analysis can be found in [Onori et al., 2016]. Furthermore, adapting the co-state
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with a PI- controller based on a constant reference SOC value fails due to the charge-
depleting nature of the controller that is being investigated in this work. Indeed, in order
to minimize fuel consumption, the battery should be depleted by the end of the mission.
One possible solution would be to use a linear, time-varying, SOC reference to adapt the
co-state, starting from the maximum SOC at the beginning of the mission, to end up
at the minimum SOC at the end of it, however, this fails as well if the end-point is not
known.

5.8.3.2. CONSTANT CO-STATE

In this work, two different approaches have been used. Firstly, a constant co-state has
been considered, its value (2.36) representing the nominal fuel consumption of the main
Diesel engines. The rationale behind these choices is that the battery system will be used
in such a way so as to discourage low engine loading, therefore increasing the overall ef-
ficiency of the propulsion plant. As indicated in [Yuan et al., 2016b, Dedes, 2013], when
the load demand falls within the inefficient, low-loading, region of the engine, the value
of the specific fuel oil consumption of the main engine will be higher than that of the
battery system, therefore the controller will be forced to use the batteries entirely, or in-
crease the loading of the engines toward a more efficient operating point and use the
excess power to charge the batteries if the SOC is lower than its maximum value. How-
ever, after the results were obtained (see the relevant discussion in Section 6.3.2.3), it
was clear that the value 2.16, representing the nominal fuel consumption of the main
engines, corrected for the nominal efficiency of the components between the battery
and the shaft (i.e. the battery’s rectifier, the electric drive, and the induction machine)
gives results close to the optimum.

The idea of a constant co-state has been suggested in several studies, as a means
to simplify computations during simulation [Delprat et al., 2002, Guzzella and Onder,
2009, Sciarretta and Guzzella, 2007]. However it should be stressed that, considering the
equivalence between ECMS and PMP, a constant co-state is not always correct from a
mathematical point of view: It only applies in cases where the battery usage is limited to
a relatively narrow SOC range so that the voltage and resistance do not vary so much with
the operating conditions [Kim et al., 2011]. However, after a relatively straightforward
analysis (see Appendix C), it was concluded that it can be applied in this case as well.

5.8.3.3. ADAPTATION BASED ON OPERATING LOAD ESTIMATION

Furthermore, an adaptive strategy has also been implemented which does not require
tuning or modifying any control parameters, but numerically estimates the co-state value
using measurement data. This strategy is based on a propulsive load prediction scheme,
introduced in [Vu et al., 2014] and extended in [Vu, 2015], which only requires informa-
tion regarding the general operational characteristics of the vessel. With those, it is able
to forecast - to a certain degree of accuracy - the load demand at a given time instant us-
ing historical data obtained since the beginning of each mission. Note that in [Vu et al.,
2014, Vu, 2015] this scheme is used to predict the power demand that the controller op-
timizes for, i.e. the equivalent of Section 5.8.1 (but over a longer prediction horizon),
however in this work it will be used as a means to estimate co-state values.

Using available data from 28 operating profiles of tugboats operating in the port of
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Rotterdam, the probability distribution of Figure 5.13 arises. It can be observed that on
average the vessels operate on low load (P∗

d ≤ 20%) for 80% of the time, medium loads
(20% < P∗

d ≤ 50%) for 15%, and high load (P∗
d > 50%) for only 5% of the total profiles’

duration, as indicated in Figure 5.14. Based on this data, the power prediction scheme
works as follows (for a more detailed description, the reader is referred to [Vu et al., 2014,
Vu, 2015]):
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Figure 5.13: Measured Power Demand Distribution.
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Figure 5.14: Operating Load Regions.

In the period [0,n∆t ], with n being a pos-
itive integer, and a sampling time ∆t , let
an ,bn ,cn be the percentages of time in which
the vessel operates in low, medium, and high
load respectively, with an + bn + cn = n. Let
k > 1 be an integer, and ε a real number, such
that 1

k < ε < 1. The integers akn ,bkn ,ckn can
be estimated as:

akn

kn
−a ≈ ε

( an

n
−a

)
(5.33)

bkn

kn
−b ≈ ε

(
bn

n
−b

)
(5.34)

ckn

kn
− c ≈ ε

(cn

n
− c

)
(5.35)

with a, b, c being the percentage of time
in which the vessel operates in low, medium, and high load respectively. Finally, the
total time percentage in the duration [n∆t ,kn∆t ] that the vessel operates in each load
demand region can be identified as: (ikn − in), i = a,b,c.

Figure 5.15 gives a comparison between the actual and predicted power demand for
different sampling times ∆t . As can be seen, the difference between the predictions and
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the actual power demand is quite substantial. Although a decreasing sampling time al-
lows the prediction scheme to track the changes in the load measurement, therefore giv-
ing sharper predictions, it can not capture peak or near-zero load conditions. It should
be noted that a higher number of operating load regions was also used - six instead of
the usual three (low, medium and high load) - but it did not affect the predicted results
in any way, and neither did a different choice for the power limits over which the load
regions are categorized (20% and 50% of the maximum power output per shaft).
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Figure 5.15: Comparison between load prediction and actual load demand.

It should be taken into account that, although a lower sampling time seems to give a
better prediction, it does so with an inherent sacrifice in the prediction horizon (smaller
time intervals of prediction). For this reason a sampling time equal to 300 seconds has
been used, which as can be seen by Figure 5.15, shows a favorable trade-off between
future time horizon - prediction accuracy.

Now, the co-state value is updated as follows: Following the notion of ECMS that us-
ing the battery now will result in an extra load in the future, whether or not the extra
load will be imposed on the Diesel engines, Diesel generator, or the grid via shore con-
nection, is of no consequence as far as the controller is concerned), the efficiency of the
battery system is assumed to be equal to the efficiency of the main Diesel engine at the
complementary percentage of the predicted power demand at nominal speed. Now, the
co-state value is set to the inverse product of the chain efficiency between the battery
and the shaft, according to Figure 4.2 (battery - rectifier - electric drive - induction mo-
tor). Note that the term max(:) is used primarily for the induction motor and its electric
drive, to fix their combined efficiency equal to its nominal value in case the predicted
power demand is higher than the nominal power output of the motor:

λ=
(

4∏
i=1

max
(
ηi ,nom ,ηi (1− P̂∗

d )
))−1

(5.36)

The rationale behind Equation (5.36) can be easily understood using the following
example. Based on intuition, the co-state’s value gives an indication of the inefficiency
of the battery (remember that a higher value for the co-state biases the controller not to
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use the battery). Now, given a time instant, for simplicity and without loss of general-
ity assume n∆t , and a predicted power demand over the next time interval [n∆t ,kn∆t ]
equal to P̂∗

d = 0.3Pd ,nom - a not so efficient operational condition for the Diesel engines
- the following process is triggered: The ’efficiency’ of the battery system, which is equal
to ηB = ηDE

(
(1−0.3)Pd ,nom

) > ηDE
(
0.3Pd ,nom

)
, is combined with the efficiencies of its

rectifier, induction motor and electric drive to form the total efficiency from battery to
shaft ηB→sh = ∏4

i=1 max
(
ηi ,nom ,ηi (1− P̂∗

d )
)
. If the total efficiency is marginally higher

than the efficiency of the Diesel engine, the value assigned to the co-state will indicate a
lower specific fuel consumption for the battery compared to the Diesel engine. As such,
the controller will be inclined to either turn the engines off and supply the propulsive
power by operating the electric motors either using the battery or the Diesel generator,
or increase the load of the Diesel engine (up to a maximum of (1−P̂∗

d )Pd ,nom), and charge
the battery system, again taking into consideration the efficiencies of all the components
in-between. On the other hand, boost mode (Diesel engine and induction machine mo-
toring in parallel) will only be enabled if the predicted power demand can not be satis-
fied by the Diesel engine at the reference shaft speed, therefore improving somewhat the
system’s response to abrupt accelerations.

Furthermore, regarding the choice of whether or not to supply energy to the induc-
tion motor by the battery system or the Diesel - generator, it is a matter of compari-
son between the efficiency of the Diesel - generator set and the battery, since all the
other components between them and the shaft are the same. Given the fact that the
Diesel engine, and the Diesel-generator set present approximately the same specific fuel
consumption at nominal speed (this can be easily verified from Sections 4.2, 4.8), a fair
’weighing’ between the two is also ensured from Equation 5.36. Note though that the
maximum charging / discharging limits for the battery correspond to a power flow of
240kW, whereas the Diesel - generator has a much higher rated power output (650kW),
therefore the comparison between the two is only valid for an inefficient operating re-
gion of the Diesel - generator, at about one third of its nominal power. If the electric
power can be supplied by the battery only, it would always be preferable to switch the
Diesel - generator off.

Finally, in order to bias the adaptive controller not to charge or discharge the battery
when the SOC is near the upper or lower bounds respectively, the co-state value is mod-
ified by using an appropriately constructed multiplication factor µ(SOC ), as follows:

µ(SOC ) =



1−

 SOC (t )−SOCα

SOCmax −SOCmi n

2


α

, for SOC (t ) < SOCα

1, for SOCα ≤ SOC (t ) ≤ SOCβ

1−

 SOC (t )−SOCβ

SOCmax −SOCmi n

2


α

, for SOC (t ) > SOCβ

(5.37)
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where:

SOCα = 0.35
SOCβ = 0.85
SOCmax = 1.00
SOCmi n = 0.20
α = 3

The effect of this function can be
seen in Figure 5.16. The multipli-
cation factor has a unitary value if
SOC ∈ [SOCα,SOCβ], otherwise it
increases (decreases) the co-state
value by a maximum of 8% if the
SOC is close to the lower (upper)
bound.
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Figure 5.16: Multiplication factor to cor-
rect for SOC deviation.

5.9. PROBLEM TYPE IDENTIFICATION

Note that the following sections of this chapter refer only to ECMS, unless otherwise
indicated.

5.9.1. OVERVIEW

The optimization problem belongs to the category of mixed-integer non-linear program-
ming (MINLP) , as it combines both discrete variables, non-linear objective function,
and non-linear constraints (Equations (5.27)-(5.28)). These optimization problems are
very complex and mathematically classified as NP-hard, because the time needed to
reach a solution increases exponentially with respect to the number of dimensions.

Most solution methods for MINLP include the application of heuristic search meth-
ods, or deterministic methods. Both approaches have advantages and disadvantages. As
opposed to exact methods, which guarantee to give an optimum solution of the problem,
heuristic methods only attempt to yield a good, but not necessarily optimum solution.
Nevertheless, the time taken by an exact method to find an optimum solution to a diffi-
cult problem, is in a much greater order of magnitude than the heuristic one (sometimes
taking so long that in many cases it is inapplicable). Key factors in determining the time
required to solve a MIP problem are the number of integer variables and whether the
problem has some special structure that can be exploited.

Luckily, for this specific application, the optimization problem does not involve a
large number of discrete variables, so as to require a prohibitive amount of search trees.
In fact, with n = 3 variables there are at most 2n = 8 solutions to be considered (as usually
some of them can be readily discarded because they violate the functional constraints).
Furthermore, the continuous relaxation of this optimization problem is also Convex (a
proof of this is presented in Appendix B), which greatly simplifies the search for an opti-
mal solution. As such, exact methods should not require an excessive amount of time to
reach a solution that is indeed the optimal.
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5.9.2. DETERMINISTIC METHODS FOR CONVEX MINLP
Exact methods for solving Convex MINLP can be classified into two broad categories,
each with its own algorithms:

• Single-tree methods:

– Nonlinear branch-and-bound

– Branch-and-cut

• Multi-tree methods:

– Outer approximation

– Generalized Benders decomposition

– Extended cutting-plane method

The most efficient class of methods however are of the hybrid type, which combine
the strengths of both classes. An in-depth analysis of all these algorithms and combina-
tions thereof, can be found in the work of [Belotti and Kirches, 2013]. Furthermore, since
the continuous relaxations of the problem that are generated are convex, the subprob-
lems can be readily solved by the following algorithms [Boom and De Schutter, 2015,
Ben-Tal and Nemirovski, 2001]:

• Cutting-plane methods

• Ellipsoid method

• Interior-point methods

In this work, since the number of trees that need to be generated is not large (only
23 = 8 as stated earlier) there is no need for a highly sophisticated multi-tree method,
so as to reduce the search space, and as such, the classic BIP branch-and-bound algo-
rithm will be used. Furthermore, all the convex methods mentioned above have been
well-researched and seem to present similar characteristics in terms of complexity and
computational time [Ben-Tal and Nemirovski, 2001]. As such, the subproblems created
by the branch-and-bound method will be solved using an interior-point method.

5.9.3. BRANCH & BOUND - INTERIOR POINT ALGORITHMIC FRAMEWORK
To provide a better understanding regarding the solution process of the optimization
problem, the branch-and-bound and interior point algorithms will be briefly discussed.

5.9.3.1. THE BRANCH & BOUND ALGORITHM

The basic concept underlying the branch-and-bound technique is to divide and con-
quer. Since the original problem is too difficult to be solved directly, it is divided into
smaller and smaller subproblems, until these subproblems can be conquered. The di-
viding (branching) is done by partitioning the entire set of feasible solutions into smaller
and smaller subsets. The conquering (fathoming) is done partially by bounding how
good the best solution in the subset can be and then discarding the subset if its bound
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indicates that it cannot possibly obtain an optimal solution for the original problem
[Hillier, 2012]. The three basic steps - branching, bounding, and fathoming - are illus-
trated in Algorithm 1.

Algorithm 1: BIP Branch & Bound Method

1 Initialization: Set U =+∞ , and initialize the heap of open problems H =;
2 Add the continuous relaxation of the problem: (N LP |x0∈[0,1]) to the heap:

H =H ∪{
N LP |x0∈[0,1]

}
, i = 0

3 while H 6= ; do
4 Select and remove a subproblem (N LP |xi∈[0,1]) from the heap

H =H −{
N LP |xi∈[0,1]

}
5 Solve the problem N LP |xi∈[0,1], and let its solution be x[0,1]

i
6 if N LP |xi∈[0,1] is infeasible then
7 Fathoming: No further search is needed along this branch

8 else if f (x[0,1]
i ) > U then

9 Fathoming: No further search is needed along this branch

10 else if x[0,1]
i ∈ {0,1} then

11 Fathoming: No further search is needed along this branch

12 Update incumbent solution: U = f (x[0,1]
i ), x? = x[0,1]

i
13 else
14 Branching: Set i = i +1

15 Add the subproblems N LP |xi−1=0
xi∈[0,1] and N LP |xi−1=1

xi∈[0,1] to the heap:

H =H ∪
{

N LP |xi−1=0
xi∈[0,1], N LP |xi−1=1

xi∈[0,1]

}
16 end

One question that can be raised at this point is how to select for which subproblem
to solve for, after the initialization. In this work, the simple depth first search strategy
will be employed, in which all nodes at one level of the search tree are processed be-
fore any node at the next level. Understandably, this is the most basic algorithm of the
branch-and-bound method, but since the number of trees in our problem is limited,
it is sufficient. More advanced and sophisticated algorithms, in terms of selecting the
branching variable, or choosing which branch to solve for first also exist. The interested
reader is referred to [Belotti and Kirches, 2013] for further details.

5.9.3.2. INTERIOR POINT METHOD

The subproblems created by Algorithm 1 will be solved using an interior point method1.
Consider a general problem:

min
x

f (x) subject to: gi (x) ≤ 0, i = 1, ...,m (5.38)

with f , gi convex functions.
Interior point methods solve problem 5.38 by applying Newton’s method to a se-

quence of equality constrained problems, using the following procedure (an extensive
analysis can be found in [Boyd and Vandenberghe, 2004]):

1Matlab Optimization Toolbox™was used for this.
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1. Introduce slack variables (wi > 0) to turn all inequality constraints into equality
constraints.

2. Replace non-negativity constraints of the slack variables with logarithmic barrier

terms (barrier functions)

(
m∑

i=1
log (wi )

)
in the objective function. Note that the

slack variables are restricted to positive values to keep the barrier functions bounded.

3. Incorporate the new equality constraints into the objective function using Lagrange
multipliers (yi ). At this point the original problem, has been transformed to the
following:

min
x,y

L(x, y) = f (x)−µ
m∑

i=1
log (wi )+ yᵀ (

g (x)+w
)

where µ > 0 is a parameter that sets the accuracy of the approximation. As µ→ 0
the approximation becomes more accurate.

4. Apply the Karush–Kuhn–Tucker conditions, which for convex problems are neces-
sary and sufficient conditions for optimality.

5.10. RESULTING CONTROLLER LAYOUT
To conclude, now all the relevant information about the EMS controller’s structure has
been presented, the overall layout of the controller can be presented:

Predictor
Lever Command

SOC

Power Output

Equivalence

Factor

EMS Controller

Induction 

Machine

Diesel

Engine

Diesel

Generator

Battery

System

Propulsion Plant

Representation

Optimizer
(Branch & Bound

+Lagrange 

Multipliers)

Figure 5.17: Schematic overview of the EMS controller.

The inputs to the controller include the lever command, a data buffer that tracks the
total power output that the vessel products from the beginning of the mission up to the
last call of the EMS controller, and a feedback regarding the SOC of the batteries. Its
outputs indicate whether each component of the propulsion system is operating or not.
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Internally, it consists of a predictor, for the adaptive strategy only, and an optimizer.
The predictor is responsible for adjusting the co-state value, according to Section 5.8.3.
Based on its value, the optimizer, using the simplified components’ models that were
introduced in this Chapter, runs the optimization algorithm according to Section 5.7.





6
CONTROLLER EVALUATION

"Negative results are just what I want.
They’re just as valuable to me as positive results.

I can never find the thing that does the job best until I find the ones that don’t."

-Thomas Edison

Different case studies are used to illustrate the concept of the supervisory control algo-
rithm introduced in Chapter 5. Details about the response of the propulsion system will be
presented, and the behavior (decisions) and robustness of the strategies will be analyzed.
Detailed results for each case (profile) are presented in Appendix D.

6.1. INTRODUCTION
Different operating profiles have been used to test the performance of the proposed con-
trol algorithm, in terms of fuel consumption reduction. To give a well-founded indica-
tion about the ’quality’ of the EMS, the results have been compared with the existing
rule-based controller, and the global optimum obtained with Dynamic Programming.
These simulations will indicate whether or not it is worthwhile to develop this control
strategy further and/or implement it in a real vessel. Throughout the section ’DP’ refers
to Dynamic Programming, ’ECMS’ implies constant co-state value throughout the pro-
file, in contrast to ’A-ECMS’ which includes the adaptive algorithm presented in Section
5.8.3.3, ’RB’ refers to the rule-based controller, and the notation ’RB-CD’ has been used
for the rule-based controller for which the rule-set used to recharge the battery has been
removed.

Before moving on with the results and the comparison, it should be pointed out that
the results obtained with Dynamic Programming, being the global optimum in terms of
fuel consumption, have been used as a benchmark for the real-time strategies, and also

109
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to provide usable insights regarding control decisions. On the other end of the spectrum
is the rule-based controller, which has been designed to be charge-sustaining. Its results
have been included in this section as an upper bound in terms of fuel consumption.

6.2. MODE SELECTION
Firstly, a simulation for straight-line quasi-static maneuvers was performed, in order to
compare mode selection between the different controllers. The power output of each
component and total fuel consumption, with respect to vessel speed are given in Figure
6.1.
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Figure 6.1: Fuel Consumption in quasi-static maneuvers.

The following remarks can be made:

• vs ∈ [0−4.5) kn: All controllers present the same behavior, that is discharging the
batteries to propel the vessel with the induction machines.

• vs ∈ [4.5−8.5) kn: With the rule-based controller, the Diesel-generator is used to
power the induction machines and recharge the battery. The ECMS-based con-
trollers also switch on the Diesel-generator to power the induction motors, how-
ever they recharge the batteries at lower C-rates and not for the whole speed range.
For speeds above 6 knots, both controllers operate the induction machines com-
bining batteries, which are discharged at the upper bound, and the Diesel - gener-
ator as well.

• vs ∈ [8.5−14] kn: All controllers switch off the Diesel-generator, operating with the
main engines. The difference is that the rule-based controller, using the main en-
gine, keeps recharging the battery up to a speed of around 13 knots while also pro-
viding power for the hotel loads. On the other hand, the ECMS-based controllers
use the main engines to propel the vessel, and the batteries to provide power for
hotel loads. Finally, just before reaching 14 knots, A-ECMS operates switches to
boost mode, using the batteries to provide power both for the hotel loads, and in-
duction motors.
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It should be noted that there is also an inherent time-dependency on the ECMS-
based controllers’ decisions, coming from the SOC time-dependent trajectory. This im-
plies that, given a different simulation time, the recharging of the batteries might occur
at a different operating point, or not at all. Regardless of that, the operation of the Diesel-
generator and main engines is roughly the same, as both controllers switch them on/off
depending on the power demand. The most significant difference is observed in the way
the batteries are being operated.
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Figure 6.2: Simulated Operating Profiles.

The only goal of the proposed control al-
gorithms is to reduce fuel consumption.
As such, the scope of these simulations is
to evaluate the control decisions in terms
of total fuel used for the mission, analyze
them, and identify the potential for fur-
ther improvements.

In Figure 6.2 the different operating
profiles used for the simulations are pre-
sented. It should be noted that, in or-
der to have missions that are representa-
tive of the actual operating conditions of
a tugboat, all the profiles are variations of
the original profile (Profile 1) as measured
by Damen Shipyards Group - which im-
plies that the overall power demand ap-
proximates the distribution presented in
Figure 5.13. Note that, the controllers
have also been tested for two profiles with radically different power demand distribu-
tions, compared to the profiles presented here. The relevant discussion can be found in
Section 6.4.3.

• Profile 2 is a repeating sequence (1.5 times) of the original profile, with a constant
15% decrease in bollard pull and vessel speed.

• In profile 3, the speed profile is the same as the original, but restricted to a maxi-
mum of 7 knots, bollard pull has not been altered.

• Profile 4, statistically speaking, is the same as the original, however it has been
modified to include only 1 (longer) towing job, as can be seen in the bollard pull
graph.

• Profile 5 is a 50% time elongation of profile 4, with a maximum speed of 7 knots.

6.3.1. COMPARATIVE RESULTS
In Tables 6.1 - 6.2, the results of these simulations are presented. It should be noted that
the controller referred to as ’ECMS-2’, comes from the discussion of Section 6.3.2.3, the
results are also presented here for the sake of completeness.
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Table 6.1: Comparative Results - Fuel Consumption, Efficiency, Running Hours.

EMS
Fuel η̄

C-rate SOC
tICE,ON

m f Savings DE DG vessel DE DG
[kg] [%] RB [%] [-] [%] [%] of tend

P
ro

fi
le

1

DP 336 7.7 35.0 37.6 35.5 0.49 20 68 41
RB 364 - 35.9 38.1 36.0 0.31 94 69 28
RB-CD 361 0.8 35.7 37.8 35.3 0.30 69 69 28
ECMS 345 5.3 36.0 36.9 35.8 0.39 42 68 36
A-ECMS 343 5.7 36.0 36.2 35.8 0.35 36 68 36
ECMS-2 340 6.6 35.7 36.9 35.6 0.37 31 68 38

P
ro

fi
le

2

DP 551 5.6 36.4 36.7 36.1 0.43 20 69 30
RB 584 - 37.6 38.2 36.0 0.32 99 69 29
RB-CD 569 2.6 36.7 38.9 35.2 0.29 61 69 29
ECMS 567 3.0 38.1 34.6 35.4 0.31 58 68 39
A-ECMS 566 3.2 38.2 35.0 35.3 0.30 56 68 44
ECMS-2 558 4.4 38.1 35.6 35.10 0.32 41 69 38

P
ro

fi
le

3

DP 311 8.8 34.0 37.0 35.8 0.44 20 65 50
RB 341 - 34.9 38.4 36.3 0.30 94 65 40
RB-CD 338 0.9 34.7 38.2 35.3 0.20 78 64 40
ECMS 329 3.5 35.0 34.9 35.6 0.32 58 64 50
A-ECMS 323 5.6 35.0 35.3 35.7 0.30 42 65 50
ECMS-2 316 7.3 34.8 35.7 35.7 0.32 29 65 44

P
ro

fi
le

4

DP 239 11.2 36.4 36.7 37.2 0.49 27 64 62
RB 269 - 35.9 38.1 37.5 0.29 100 64 45
RB-CD 267 0.8 35.8 38.8 37.0 0.20 86 64 45
ECMS 259 3.9 36.8 37.2 37.0 0.28 66 65 63
A-ECMS 250 7.3 36.8 37.5 37.2 0.32 45 65 60
ECMS-2 243 9.6 36.6 37.1 37.1 0.32 33 65 58

P
ro

fi
le

5

DP 470 4.8 37.8 36.9 37.3 0.47 20 75 55
RB 494 - 39.6 38.3 37.9 0.30 100 75 35
RB-CD 489 1.0 39.2 38.1 37.4 0.20 69 74 35
ECMS 483 2.2 38.1 36.2 37.4 0.32 53 75 48
A-ECMS 479 3.0 38.2 36.3 37.1 0.34 45 75 45
ECMS-2 475 3.8 38.0 36.4 37.3 0.32 38 75 49

ECMS: λ= 2.36, ECMS-2: λ= 2.16.

From Table 6.1, it can be seen that the total fuel consumption is consistently lower
with the ECMS-based controllers by an average of 3.5% (ECMS), 5.0% (A-ECMS) and
6.3% (ECMS-2), with respect to the existing control strategy, and the solutions obtained
with Dynamic programming give average fuel savings of 8%. It is interesting to note that
ECMS-2, for which the most appropriate constant co-state has been used, gives an extra
fuel consumption of around 1-2% compared to the DP solution. This implies that, in
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order to obtain this additional 1-2%, a time-varying function is needed for the co-state.

Table 6.2: Comparative Results - Operating Modes.

EMS
Propulsive Power Electric Power

DE IM Hybrid DG BAT IM Hybrid
[%] of mission duration

P
ro

fi
le

1

DP 47 32 21 - 43 12 45
RB 70 30 - 28 06 66 -
RB-CD 70 30 - 28 06 66 -
ECMS 55 35 10 05 62 - 32
A-ECMS 56 33 11 02 63 - 34
ECMS-2 50 34 16 04 48 11 37

P
ro

fi
le

2

DP 10 70 24 23 04 22 51
RB 70 30 - 26 07 67 -
RB-CD 70 30 - 26 07 67 -
ECMS 42 39 17 08 02 48 42
A-ECMS 24 53 19 29 19 29 24
ECMS-2 21 50 29 26 08 18 19

P
ro

fi
le

3

DP 38 45 17 01 34 14 50
RB 58 42 - 39 06 55 -
RB-CD 58 42 - 39 06 55 -
ECMS 29 56 14 36 14 29 21
A-ECMS 57 35 08 48 07 - 45
ECMS-2 30 50 20 12 43 26 19

P
ro

fi
le

4

DP 26 34 60 - 26 - 74
RB 64 36 - 42 10 49 -
RB-CD 64 36 - 42 10 49 -
ECMS 30 42 28 44 23 10 23
A-ECMS 28 42 30 34 26 08 32
ECMS-2 27 28 45 - 26 09 20

P
ro

fi
le

5

DP 29 22 49 - 32 08 59
RB 75 25 - 33 12 55 -
RB-CD 75 25 - 33 12 55 -
ECMS 27 31 42 31 36 08 24
A-ECMS 23 33 44 24 33 08 35
ECMS-2 28 20 52 - 26 09 65

Hybrid: Use of more than one component for power production.

In terms of efficiency, the RB controller (the one including battery recharging) could
not be surpassed, and is followed closely by the DP solution, and then the ECMS-based
controllers. This implies that fuel consumption is reduced primarily because of the
increased use of the batteries, rather than the increased efficiency of the propulsion
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plant, which can also be seen by Table 6.1 quite clearly, considering the inversely propor-
tional relation between fuel savings and final SOC. This implies that, a charge-sustaining
ECMS-based controller would result in fuel consumptions comparable to those obtained
with the RB controller. Regarding the average C-rate used by each controller, it can be
seen that DP exhibits the ’heaviest’ use of the batteries, with an average C-rate close to
the limit. The ECMS controllers are not so aggressive as DP, and RB controllers are the
most conservative.

Considering the running hours of the ICEs (last two columns of Table 6.1), it can be
seen that the operation of the main engines is approximately constant for the same pro-
file regardless of the solution method. This indicates that all the controllers, along with
the DP solution operate the main engines as a last resort, only when the power demand
can not be satisfied by the other components. Regarding the Diesel-generator sets, the
RB controllers operate them the least. Increased running hours are observed for all the
other controllers, with the DP algorithm to operate them the most. This hints that par-
allel operation of more than one energy sources is necessary in order to reduce fuel con-
sumption, as Table 6.2 also indicates. The question at which operating points parallel
operation is preferable, is the discussion of Section 6.3.2.2. The DP solution shows the
highest (in terms of time) use of hybrid modes, followed by the ECMS-based controllers.
On the other hand, the rule-based controllers have not been designed to operate on hy-
brid modes.

6.3.2. CONTROLLER BEHAVIOR ANALYSIS

In the following, the decisions of the ECMS controllers and DP solution will be analyzed,
to identify sources of poor decisions and reflect on how these can be improved.

6.3.2.1. DIESEL ENGINE LOADING & EFFICIENCY

  75 l/h

  100 l/h

Figure 6.3: Fuel Consumption of
ICEs.

The main question that all controllers try to an-
swer is when it is most efficient to charge or dis-
charge the battery in the typical two-to-three hour
operating profile. Starting with the DP solution,
it was found that batteries should also be dis-
charged at peak load conditions, as the operating
mode chosen is boost mode, including battery dis-
charge. Consider that the peak power delivered
by the Diesel engines is lower for all the profiles
by 240kW, power that is supplied by the induc-
tion motors. Although it seems counter-intuitive
from an efficiency point of view, in terms of to-
tal fuel consumption it is reasonable: According
to Figure 6.3, reducing the load of two Diesel en-
gines by 240/PDE ,nom ≈ 13%, results in a fuel con-
sumption reduction of about 2×75 = 150 l/h. On
the other hand, loading the third engine (DG) at(
2×240/ηIM+D −Pbat,max

)
/PDG,nom ≈ 60% results in an increase of about 100 l /h.

This fact however, was not identified by neither of the ECMS-based controllers. In
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fact, both of them operate with the Diesel engines only, and use the batteries and/or
Diesel-generator for hotel loads. This choice indicates ill-defined co-state values. The
values that have been chosen are relatively high (which is also reflected on the final SOC),
penalizing heavy use of the batteries. Without the batteries to supply part of this extra
load, the Diesel - generator must be loaded to around 90% of the nominal point (includ-
ing the hotel loads) it can be verified from Figure 6.3, that by loading the Diesel-generator
at around this value, is exactly the same (in terms of total fuel consumption) as operating
the two main engines to supply the requested power. In fact, the choice of the co-state
values are so high that the ECMS-based controllers decide that it is better to generate
part of the electric load with the induction machines to recharge the batteries (note that
in the objective function - Equation (5.24) - the artificial fuel consumption of the batter-
ies gets negative values if the batteries are being charged). To give a perspective about the
subtle differences in fuel consumption, Figure 6.4 presents the actual fuel consumption
for the three different choices of the controllers, for operating profile 1 while the vessel
is assisting. For the RB and ECMS-based controllers the fuel consumption is practically
the same, whereas the DP solution, gives a decrease of about 0.02 kg/sec.
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Figure 6.4: Fuel Consumption while towing - Profile 1.
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Figure 6.5: Operational Points of the
Diesel engines - Profile 1.

The lower loading of the ICEs compared
to the other components is also reflected on
their efficiency drop. Considering the rest
of the components the efficiency difference
is negligent, for example the combined ef-
ficiency of the induction machine and the
electric drive stays very close to its nomi-
nal value of 0.93. The same also applies
to the battery system, for which the max-
imum efficiency variation was found to be
equal to 1.7%. However, regarding the main
engines, the ECMS-based controllers operate
them most efficiently, followed by the RB con-
trollers. In Figure 6.5, the main engines’ oper-
ation points for three out of the five different
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controllers are shown for profile 1. Note that the difference between the two RB and the
two ECMS-based controllers is not substantial, therefore the operational points are not
shown here. Small differences can be found in the region between 900 and 1200 rpm,
in which the A-ECMS controller has chosen slightly higher loads, making the operation
of the engine somewhat more efficient. On the other hand, the DP solution is clearly
lowering the engine load, especially above 1400 rpm. The behavioral differences of the
controllers regarding the engines is clearer for Profiles 4 and 5, as shown in Figure 6.6.
At lower speeds (< 1000 rpm) with the A-ECMS controller, the main engines are clearly
more efficient due to higher loading, however at higher rotational speeds the difference
between A-ECMS and the RB controller diminishes. The reverse is observed for the DP
solution. At low speeds there is no significant distinction between the operating points
of the RB controller and the DP solution, however at high speeds the lower loading of the
engines is notable.
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Figure 6.6: Operational Points of the Diesel engines - Profiles 4 and 5.

On the other hand, the Diesel-generators are most efficient with the RB controller,
whereas ECMS and A-ECMS fail to operate them at such efficient points. Finally, the
DP solution gives the lowest average efficiency of all the controllers with an average
drop of about 1.6% and 6.5% respectively, due to the low loading of the ICEs, both in
terms of propulsive and electric power production. This, of course, indicates that hybrid
operational modes are heavily used by the DP solution, while not so for the rest of the
controllers. This can also be seen in Table 6.2, where it is evident that the degree of hy-
bridization is relatively higher for DP compared to the other controllers, both in terms of
propulsive, as well as electric power production.

6.3.2.2. DECISION VARIABLES

Apart from identifying and comparing the behavior of the propulsion system with each
controller, a key component of this analysis is to determine which factors affect the con-
trol variables, especially for the DP solution (for the ECMS-based controllers, this has
been discussed in Section 5.8.3, regarding the co-state). First of all, at very low shaft
speeds all of the controllers present the very same behavior, which is using the batteries
as a power source for the induction machines, in order to propel the vessel. However, at
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higher speeds (when the maximum battery power alone is not able to satisfy the power
demand via the induction motors), the behavior of each controller is different.
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Figure 6.7: DP Solution - Control Decisions.

For the DP solution, there is a trend regarding the battery and induction machine
power outputs. This can be seen in Figure 6.7, in which both control variables are de-
picted as a function of SOC and shaft speed. Regardless of profile or SOC the following
behavior is observed:

• n ∈ [0,400] rpm: The induction machines are propelling the vessel supplied by the
batteries, which also provide power for the hotel loads. The maximum discharging
current for the batteries is reached at around 400 rpm.

• n ∈ (400,800] rpm: The induction machines keep their motoring operation up
to around 800 rpm, powered by both batteries and Diesel-generator, the latter
needed due to the C-rate limitations imposed on the battery, which can no longer
provide the necessary power to the induction machines on their own.

• n ∈ (800−1000] rpm: In this region, the induction machines are generating power
to recharge the batteries at the maximum allowable current. Exception here is
profile 4, in which the batteries are still being discharged as in the previous region.
This occurs due to the low duration of this profile (3300 sec) compared to the rest
of the profiles whose duration ranges between 5500 - 11500 sec.

• n ∈ (1000−1400] rpm: The induction machines are turned off, with the batteries
providing power for the hotel loads. However, in profile 4 it seems that the induc-
tion machines keep motoring in parallel with the Diesel engines, using the max-
imum available power from the batteries, which also provide power for the hotel
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loads. Furthermore, different behavior is also observed for profile 2, in which both
batteries and induction machines are turned off. This is due to the extended oper-
ation of the vessel at relatively low loads, considering that profile 2 is essentially a
50% extension of profile 1, with the vessel speed and towing force equal to 85% of
the values used in profile 1 (Figure 6.2 provides a visualization).

• n ∈ (1400− 1600] rpm: Once more, apart from profile 2, for which the same be-
havior as in the previous region is observed, maximum discharging occurs for the
batteries, with the induction machines motoring to the limit. Taking also into ac-
count the fact that the Diesel generator is also turned on (see Section 6.3.2.1), this
indicates that the parallel operation of all three energy sources on board is prefer-
able.

Although the pattern that emerges is relatively straightforward, the ECMS-based con-
trollers failed to identify it, and they do not exhibit the same behavior. Of course, as
stated earlier, this can be translated into a wrong co-state value. Considering Figures 6.8
- 6.9, there is no discernible pattern regarding the decisions of the controllers. The only
safe remark is that the control decisions seem to be mostly SOC dependent, with just a
weak relation to shaft speed.

Furthermore, there does not seem to be any noticeable difference between ECMS
and A-ECMS apart from profiles 3 and 4 (see Table 6.1), which suggests that there is
either no added-value in investing into a more complicated algorithm to adapt the co-
state, or possibly, that the prediction horizon considered in this work is not sufficient.
Comparing graphs 6.8 - 6.9 for each profile, it can be seen that the adaptive strategy
tends to be more aggressive with the batteries, which is reflected in the lower SOC at the
end of each profile, as shown in Table 6.1.
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Figure 6.8: ECMS - Control Decisions.
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Figure 6.9: A-ECMS - Control Decisions.

6.3.2.3. CO-STATE TRAJECTORIES

A quantitative view of the optimality of the solution obtained with the two ECMS-based
controllers can be given, by calculating the optimal co-state value (or its trajectory) using
the DP solution, following the discussion of Appendix C.
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Figure 6.10: Co-state trajectories - Profiles 1 to 5.

Figure 6.10 shows the co-state trajectories of each solution. Of course, since the tra-
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jectories of the ECMS-based controllers do not follow the path indicated by the DP solu-
tion, both of them result in sub-optimal solutions. What is of importance though, is that
the average value of the optimal co-state is on average equal to 2.16, which corresponds
to a fuel consumption of 182 g/kWh. For A-ECMS on the other hand, the co-state trajec-
tory is again too high, and far for optimal. Finally, regarding the optimal co-state itself, it
should be noted that these graphs also validate that the co-state is indeed more volatile
at lower SOC values, as Figure C.12 also indicates.
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Figure 6.11: Battery energy as a function of
achieved fuel savings.

The same value for the most suitable
constant co-state can also be verified by
Figure 6.11, which shows the total battery
energy used as a function of fuel savings
for all five operating profiles. From this
graph, two important conclusions can be
drawn: First of all, there is an almost
linear relationship between the two vari-
ables, and secondly, the gradient of this
line shows that for these ’average’ tugboat
profiles, i.e. profiles which approximate
the power demand distribution of Figure
5.13, the equivalent fuel consumption of
the battery can be assumed equal to 182
g/kWh (λ= 2.16).

Interesting is the fact that this value can be easily traced back to the nominal fuel
consumption of the main engine - equal to 199 g/kWh - applying a correction for the
efficiency of the components that are in-between the shaft and the battery. i.e. the bat-
tery’s rectifier, with a nominal efficiency ηREC = 0.98 (assumed to be constant), and the
induction machine and electric drive, with a nominal efficiency ηI M+D = 0.93, which is
indeed roughly constant. As stated in Section 6.3.2.1, the average efficiency of the in-
duction machine and the drive system for all the profiles was found to be equal to 0.929.

Therefore: sfocB AT = sfocDE ×ηREC ×ηI M+D = 181.368 g/kWh ⇒λ= sfocB AT Qlhv
3.6 106 = 2.151.

6.4. SENSITIVITY ANALYSIS
Apart from the simulations presented in the previous section, a sensitivity analysis has
been performed with respect to the value of the co-state, the operating profiles and the
batteries’ power limitations.

6.4.1. EFFECT OF CO-STATE VALUE

At first, the sensitivity of ECMS - in terms of resulting fuel consumption - was investi-
gated, with respect to the co-state value. The remark that ECMS is very sensitive to this
parameter has been pointed out in several studies, and is also identified as its main dis-
advantage [Sciarretta and Guzzella, 2007]. Multiple simulations were performed on the
original profile (Profile 1 in Figure 6.2), with different (constant) co-state values, to pro-
vide an indication of how the solution changes depending on this value.

The resulting SOC trajectories and fuel consumption are shown in Figure 6.12. It
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can be seen that an increasing co-state indeed penalizes the use of the batteries, as the
final SOC keeps increasing with higher co-state values. On average 10% increase of the
co-state results in about 35% increase on the final SOC. However, the most important
observation is that the lowest fuel consumption is observed for a co-state value equal to
2.16, which agrees with the discussion of Section 6.3.2.3. Furthermore, using this value
results in a total fuel consumption of 340 kg. Considering Table 6.1, the solution obtained
with DP for profile 1 (with an average co-state equal to 2.16), results in 336 kg in total.
This shows that in order to reduce the 4 kg difference between the two solutions, it would
be necessary to transition from a constant co-state to a time-varying value, as indicated
in Appendix C.
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Figure 6.12: SOC trajectories and fuel consumption for different co-state values.

6.4.2. EFFECT OF INCREASED BATTERY POWER LIMITS

The scope of the simulations in this case is twofold: To identify the potential of the pro-
posed controllers for further fuel savings when the battery’s maximum charge and dis-
charge current are increased, and furthermore to see what effects the increased limits
have on them, i.e. check their robustness. As such, the C-rate limits have been increased
from 0.5 to 2, and new simulations for profile 1 of Section 6.3 have been performed for
the two ECMS-based controllers, and the new optimal solution has been found using
Dynamic Programming.

Comparative results for both the initial and the new C-rate limits, are given in Tables
6.3 - 6.4, at the end of this Section. The resulting SOC trajectories and total fuel con-
sumption for all the controllers, are presented in Figure 6.13. First of all, the new DP
solution results in a fuel consumption of 324.8 kg, 11.3 kg less than with the previous C-
rate limits. On the other hand ECMS has not been affected by the increased limits at all.
If this limit relaxation has not resulted in a different solution - better or worse - it means
that the existing control decisions of ECMS for this profile can not be further improved
with this co-state value. Finally, A-ECMS shows a highly different behavior for this new
case. In terms of fuel consumption, a reduction of around 4 kg has been achieved, from
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340.2 kg down to 336.1 (equal to the DP solution for profile 1 with the original battery
limits).

Considering the highly different SOC trajectory obtained with A-ECMS in this case 1,
the following conclusions can be drawn: To begin with, the improved solutions obtained
with A-ECMS (compared to a constant co-state) for the standard operating profiles (Sec-
tion 6.3) may be attributed more to the relatively narrow constraints (the algorithm was
hitting the power’s lower bound, which prevented the early discharging), rather than the
correct load prediction and timely adjustment of the co-state. Secondly, considering the
SOC trajectories of DP and A-ECMS, the only important difference lies in the recharging
of the battery. Figure 6.13 shows that both of them do recharge the battery between 25-
60 minutes of operation, however A-ECMS fails to recognize that a high charging current
is preferable, which indicates a relatively low co-state value. The right graph on Figure
6.14 also validates this.
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1All SOC trajectories can be found in Appendix D.



6.4. SENSITIVITY ANALYSIS

6

123

Furthermore, Figure 6.14 shows that the increased battery limits have a substantial influ-
ence on the optimal co-state. First and foremost, the average value has increased from
2.16 to 2.4. Moreover, its values seem to be more volatile as the SOC decreases. On the
other hand, in A-ECMS the only changes appear at the second half of the profile when
the battery has been depleted. Considering that the power demand is exactly the same
in both cases, the power prediction algorithm of Section 5.8.3.3 does not alter the values
of the co-state. As such the changes can be traced back to the SOC feedback that has
been introduced to the adaptive co-state (see Equation (5.37) of Section 5.8.3.3).
Considering the effects on the other components that the new C-rate brings about, a
slightly more efficient operation of the Diesel engine has been observed, especially for
the DP solution, as Table 6.3 indicates. This occurs due to the shifting of the engines’
operating points to high efficiency regions, mostly at low load. According to Figure 6.15,
the operating points chosen by the DP algorithm are more efficient than before. On the
contrary, at peak load conditions, the engines operate at even lower loads, resulting in
lower fuel consumption (a comparison between Figures 6.5 and 6.15 gives an impression
of the difference). Finally, the efficiency of the Diesel - generator has increased slightly, as
the controllers are able to increase their load even higher when recharging the batteries.
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Figure 6.15: Main engines’ operating points for the increased C-rate limitations.

Regarding the decision variables, the most notable difference in the optimal solution
obtained by DP, is the more aggressive use of the batteries both in terms of charging and
discharging. This can also be seen by the increased average C-rate, in Table 6.3. However,
the pattern of the solution is still the same (see the discussion in Section 6.3.2.2), and a
visualization is given in Figure 6.16.
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6.4.3. EFFECT OF OPERATING PROFILE
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Figure 6.17: Operational time in each mode
for the three different profiles.

Finally, the effect of the operating pro-
file was studied as well. All the operat-
ing profiles of Section 6.3 are based on
the power demand distribution that was
measured by Damen Shipyards, and has
been given in Figure 5.13. In order to get
an indication of the sensitivity of the pro-
posed control algorithms to the changes
on this power distribution, two more pro-
files were composed and studied: One ex-
tremely busy profile, consisting of mostly
towing operations, and one idle profile, in
which the vessel is mostly free-sailing at
low speeds, with only two extremely small
towing jobs. The time distributions be-
tween stand-by, free-sailing and assisting modes are presented in Figure 6.17, and the
two profiles along with the original profile (profile 1 of Section 6.3) for comparison, are
shown in Figure 6.18
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Figure 6.18: Original, Idle and Busy Operating Profiles.

Comparative results of the simulations can be found in Tables 6.5 - 6.6, from which
the following conclusions can be drawn:

• ECMS-based controllers still outperform the rule-based ones in terms of fuel con-
sumption, even though the power demand distribution is significantly different



6

126 6. CONTROLLER EVALUATION

Table 6.5: Comparative Results - Fuel Consumption, Efficiency, Running Hours.

EMS
Fuel η̄

C-rate SOC
tICE,ON

m f Savings DE DG total DE DG
[kg] [%] RB [%] [-] [%] [%] of tend

Id
le

DP 224 16.1 38.4 35.8 35.8 0.43 20 15 92
RB 267 - 39.5 38.1 34.2 0.30 99 15 84
RB-CD 265 0.8 39.4 38.1 33.8 0.21 85 15 79
ECMS 234 12.3 39.2 35.3 34.6 0.38 20 17 88
A-ECMS 235 12.3 39.2 35.2 34.6 0.38 20 17 88
ECMS-2 239 10.5 37.9 34.3 34.3 0.40 20 16 85

B
u

sy

DP 1039 3.5 39.6 38.0 38.9 0.45 20 92 89
RB 1077 - 40.9 39.4 38.6 0.29 95 92 06
RB-CD 1073 0.4 40.9 39.2 38.3 0.22 61 92 06
ECMS 1048 2.7 40.4 37.9 38.5 0.21 38 92 34
A-ECMS 1046 2.8 40.5 37.3 38.5 0.21 33 92 29
ECMS-2 1047 2.7 40.2 37.7 38.7 0.36 37 29 38

than the assumed one (see Section 5.8.3.3), which of course affects the power pre-
diction algorithm.

• The advantages are much higher for the idle profile, whereas they diminish for the
busy one. Of course, this also occurs because the optimization algorithm is less
restricted on the idle profile, whereas for the busy one the main engines must be
in operation most of the time.

• The decreased fuel consumption occurs due to the increased use of the batteries,
rather than the higher overall efficiency of the plant, as the average total efficiency
of the plant reveals.

• The utilization of the batteries for the ECMS-based controllers is significantly sub-
optimal, as for the busy profile the final SOC is between 30-40 %, whereas for the
idle profile, the SOC reaches its lower bound halfway through the mission (see
Figures D.18-D.20). Note that, for the optimal DP solution, the battery is also being
depleted too early.

• Once more, the DP algorithm indicates that the use of boost mode at high power
demand is preferable. This is reflected on the main engines’ efficiency drop.

• Heavy use of the batteries can be observed for the DP solution, which operates
the batteries close to the imposed limitations, followed by the ECMS-based con-
trollers, and finally by the RB controllers.

• Hybrid modes are preferred by the DP solution, whereas the ECMS-based con-
trollers are more conservative, especially in terms of electric power production.
The same can be inferred by the combined operational time of the ICEs on board.
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Table 6.6: Comparative Results - Operating Modes.

EMS
Propulsive Power Electric Power

DE IM Hybrid DG BAT IM Hybrid
[%] of mission duration

Id
le

DP 06 72 23 24 - 06 70
RB 15 85 - 79 10 11 -
RB-CD 15 85 - 79 10 11 -
ECMS 06 77 17 54 09 - 38
A-ECMS 05 77 18 54 11 - 36
ECMS-2 05 71 25 54 10 - 36

B
u

sy

DP 48 05 47 30 05 - 65
RB 92 08 - 15 48 37 -
RB-CD 92 08 - 15 48 38 -
ECMS 35 03 61 05 59 02 34
A-ECMS 31 03 65 - 63 - 37
ECMS-2 40 08 52 - 62 - 38

• Figure 6.19 shows the effect of the different power demand distribution on the co-
state trajectory. It can be seen that the values assigned to the co-state in A-ECMS
differ significantly with its optimal values (obtained with DP), especially for the
idle profile, and the first half of the busy profile.
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Figure 6.19: Co-state trajectories, Busy and Idle profiles.

6.5. CONCLUSIONS
From the analysis presented thus far, it is clear that the rule-based controller and ECMS
have different goals: ECMS splits the power between the different components trying to
consume the least possible amount of fuel, whereas the rule-set views the battery as a
means of increasing the overall plant efficiency. As such, it was natural - and expected
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- that the proposed control algorithms would decrease the overall fuel consumption of
the vessel, but the main question was by how much. On average, fuel savings of around
7% can be expected by making the transition from the existing rule-set, to an optimiza-
tion based-algorithm such as the proposed EMS. Considering that the theoretical upper
bound (given by the DP solution) is around 8%, ECMS does provide very good results.

Important insights were also obtained by the sensitivity analysis that was performed,
as it led to several useful conclusions: First and foremost, it revealed that the quality of
the solution obtained with the real-time strategies is highly sensitive to the values used
for the artificial fuel consumption of the battery (co-state). Although this is not a new
remark, as it has been mentioned in several studies [Sciarretta and Guzzella, 2007], it
was shown (Section 6.4.1), that by sizing the ’fuel consumption’ of the battery appropri-
ately, results with only 1.15% deviation from the global optimum can be achieved with a
constant co-state.

Finally, through the use of highly different profiles than the ones the adaptive strategy
was based on, the robustness of the proposed algorithm was tested, and benchmarked
with respect to the existing control algorithm and the optimum solution. The results in-
dicate that, even if the assumptions, based on which the adaption of the battery’s equiv-
alent fuel consumption is estimated are wrong, an ECMS-based algorithm can still pro-
vide satisfactory solutions, with an average of 12.5% and 1.5% fuel economy for an idle,
and an extremely busy operating profile respectively.
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CONCLUSIONS &

RECOMMENDATIONS

"Life can only be understood backwards;
but it must be lived forwards."

-Soren Kierkegaard

This work focuses on improving the fuel economy of a hybrid propulsion plant, through
the design of an optimization-based control strategy. This strategy determines the instan-
taneous optimal power distribution between primary and secondary power sources while
the vessel is in operation. A general discussion regarding the potential and limitations of
this work will be given in the following, along with the author’s general recommendations
for further research on this field.

7.1. CONCLUSIONS
Returning to the research objectives of Section 1.5, the following conclusions can be
drawn:

What is the fuel savings potential of the proposed control strategy?
This constitutes the main goal of this work. In order to provide a well-founded compar-
ison, the proposed EMS has been compared with the existing heuristic strategy used in
the hybrid tugboats of Damen Shipyards, and the global optimum, obtained with an ex-
haustive search method. Five different profiles were studied, the results shown in Table
7.1.

It can be seen that the proposed strategies result in significantly lower fuel consump-
tion compared to the existing control solution used today. ECMS and A-ECMS result in

129
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Table 7.1: Fuel savings potential of each EMS.

m f [kg] (% of RB-EMS)

RB RB-CD ECMSopt A-ECMS DP

Profile 1 364 361 (-0.8) 340 (-6.6) 343 (-5.7) 336 (-7.7)
Profile 2 584 569 (-2.6) 558 (-4.4) 566 (-3.2) 551 (-5.6)
Profile 3 341 338 (-0.9) 316 (-7.3) 323 (-5.6) 311 (-8.8)
Profile 4 269 267 (-0.8) 243 (-9.6) 250 (-7.3) 239 (-11.2)
Profile 5 494 489 (-1.0) 475 (-3.8) 479 (-3.0) 470 (-4.8)
Profile 6 1077 1073 (-0.4) 1046 (-2.8) 1046 (-2.8) 1039 (-3.5)
Profile 7 267 265 (-0.8) 239 (-10.5) 235 (-12.3) 224 (-16.1)

Profiles 6 - 7: Busy and idle profiles of Section 6.4.3.

ECMSopt: λ= 2.16.

6.4% and 5.7% fuel savings, with the theoretical limit (i.e. under the assumption of per-
fect information) being around 8.3%.

How can the propulsion plant be modeled to allow for the evaluation of energy manage-
ment strategies?
In order to develop and test a new control strategy a valid simulation model of the propul-
sion plant is needed. Building the simulation model used in this work proved to be a
time-consuming task, with relatively difficult choices regarding complexity, structure
and desired accuracy. In this project a forward-facing model has been used, in accor-
dance with the modeling approach used in TU Delft. The simulation model had to be
capable of capturing the physics of the hybrid propulsion drivetrain accurately enough,
to act as a validation to the control decisions. As such, the prediction of power losses for
all the components is of primary importance, both in nominal and part-load conditions,
as well as the fuel consumption of the main engines and the Diesel-generator set, and
the state of charge of the battery. Regarding dynamics, surely the slower dynamic effects
should be taken into account, i.e. hull dynamics, and possibly the ICEs’ dynamic behav-
ior, so as to provide a realistic representation of reality. In this work however, the dynam-
ics of the battery and the induction machine have also been considered, the former to
increase the accuracy of SOC estimation, the latter mostly for the completeness of the
approach. Furthermore, a full dynamic model may be of help to further research Energy
Management Strategies that incorporate the transient behavior of propulsion compo-
nents (i.e. fast acceleration requirements, etc.)

How can operating constraints, such as direct availability of full bollard pull, and discrete
decisions (ON/OFF), be taken into account in the EMS?
In order to deal with discrete decisions in the control strategy, the use of binary variables
was deemed necessary, in order to regulate the on/off switch of the induction machines
and the ICEs on board. From a complexity point of view, this can cause problems, as
we are effectively seeking the real-time solution of a Mixed Integer Non-Linear Program-
ming - NP-Hard - problem. In this case however, the introduction of these few binary
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variables helped with the optimization, as the original problem was broken down to
eight convex subproblems, the solution of which can be found in polynomial time.

Most operational constraints of the components were handled in the traditional way,
as with any optimization problem. These include the operating envelope of the ICEs, for
which a polynomial function with respect to shaft speed and power output, and the en-
velope of the induction machines, handled in the same way. Regarding the direct avail-
ability of bollard pull, a constraint was introduced in the optimization algorithm, which
in essence forced the main engines to be turned on if the towing force is higher than
zero. Note that a constraint preventing the frequent on/off of the ICEs was not neces-
sary, as the controller would only switch on the Diesel-generator if power demand can
not be met with the batteries, and in turn the main engines were turned on only when
the Diesel-generator itself could not provide sufficient power to meed the demand.

Which optimization strategy presents the highest potential and ability to identify the op-
timal power split between the existing, distinct types of power sources?
In this project Equivalent Consumption Minimization Strategy (ECMS) has been used,
as it provides a favorable trade-off between simplicity and optimality. A relatively simple
optimization process is the core of the controller, based on the equivalent fuel consump-
tion of the battery. Although this strategy provides satisfactory results - after all it can
reach the global optimum within 1-2% - it is clear from this project that any sort of fu-
ture information certainly can help to achieve even better control decisions. In the case
of ECMS this means estimating on-line, or using pre-configured values, of the equiva-
lent fuel consumption of the battery. Considering this, it is possible that a more suit-
able strategy may have been Model Predictive Control (MPC) instead of ECMS, in which
future system states are inherently taken into account in the controller’s decisions. Of
course, it can not be stated with certainty that MPC will give better results for these pro-
files than the proposed EMS, it is the author’s belief that it would result in a more robust
controller, free of the sensitivity of ECMS to the co-state value.

7.2. RECOMMENDATIONS FOR FURTHER WORK
The main focus of this work was to assess the fuel savings potential of an optimization-
based EMS. Although the preliminary results are indeed promising, several recommen-
dations can be given as future research directions:

1. All the components of the propulsion system have been calibrated individually,
based on actual measurements of Damen Shipyards Group. However, to improve
the reliability of the simulation results, it would desirable to also validate the dy-
namic behavior of the components of the propulsion system, and properly asses
the validity of the simulation model (uncertainty analysis etc.). The relevant dis-
cussion - with very helpful references - can be found in the introductory sections
of Chapter 4.

2. Considering individual components, extra consideration must be given to the bat-
tery. The model used to simulate its behavior must be extended with information
regarding battery wear, as their aging may influence the decisions of a supervisory
control system.
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3. Special attention must be given in the main engine’s model as well, as the differ-
ence between data and measurements at low loads is not by any means negligible.
Note that, for the scope of this work, it is equally important to have accurate pre-
dictions at part-load conditions as well. It is exactly at these low loads that the
control strategy must decide which combination of components will provide the
requested power, as at high loads there is really no choice - the only components
capable of producing the required power are the main engines.

4. Thus far, a frequent ICE on/off switching is not penalized by the strategies pre-
sented in this work, as the ECMS-based controllers would only operate on the
main engines as a last resort, and only at high power demands, therefore it was
not really an issue. However, in other implementations this might be an impor-
tant set-back. The inclusion of an extra hard constraint, or the use of an additional
penalty function in the control objective could be used in order to prevent this
problem.

5. Considering the very distinct pattern regarding the control decisions of the DP so-
lution for all the profiles, the translation of its behavior into a rule-set, according
to the discussion of Section 6.3.2.2 would also be of interest. Another point worth
of attention, is that the derivative of the co-state with respect to time seems to be
only a function of mission duration, SOC and battery power (see discussion of Ap-
pendix C). Under the assumption that the end-point of the mission is known - the
operator could provide an estimation at the beginning of each job for example - it
would be worth investigating whether the expression that has been derived in this
work (Equations (C.10) - (C.11) of Appendix C) can be used in real-time.

6. Moreover, emission limitations could be imposed on the existing strategy as well.
This however implies additional states on the problem, i.e. extra co-states (one for
each constrained type of emissions) to be included in the control objective, result-
ing in a multiple-times more complicated problem - that still needs to be solved
on-line. In terms of algorithmic efficiency, a solution-method-proposal would be
very interesting.

7. By introducing a CPP, an extra control degree of freedom could be incorporated,
namely the propeller pitch angle. Additional constraints could then be imposed
on the operation of the propulsion plant, such as the overloading of the main en-
gines. It would be of interest to explore the feasibility of including these ideas in an
optimal control oriented approach, applicable to the control solutions presented
in this work.

8. Finally, as stated in the previous section, during the development of the controller,
it became abundantly clear that any sort of future estimations can benefit the de-
cisions of the EMS controller. As such, an interesting approach would be to apply
Model Predictive Control to the energy management problem, and assess the ben-
efits of that control approach.

9. In this work, the EMS controller was designed to take decisions without the end-
point of the profile. However, if the duration of the operating profile is known, an
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SOC reference trajectory can be drawn with respect to time - a straight-line be-
tween the points (t0,SOC0), (t f ,SOC f )- and by means of a PI controller the actual
SOC of the battery can be forced to follow the predefined reference trajectory.





A
DYNAMIC PROGRAMMING

In the following, an introduction to the principles of Dynamic Programming is given.

A.1. INTRODUCTION
When developing causal suboptimal controllers, it is an advantage if the optimal con-
troller is known, even if this controller is not causal. In many cases, such optimal con-
trollers can be found using a Dynamic Programming (DP) algorithm, introduced in [Bell-
man, 1957]. Of course, this optimal controller can only be found if all future disturbances
and reference inputs are known a priori, i.e. only if perfect future information is avail-
able. Nevertheless, the optimal solution is useful as it can be used as a benchmark to
which all other causal controllers can be compared to. In the remainder of this section,
a brief discussion on the main characteristics of DP will be given. For the interested
reader, a detailed discussion on DP theory can be found in the textbooks of [Bellman,
1957, Bertsekas, 1995], and a brief overview on the history of DP in [Bellman and Lee,
1984].

Dynamic programming is a numerical method for solving multistage decision-making
problems [Bertsekas, 1995]. It is capable of providing the optimal solution to problems
of any complexity level, however it is non-causal and only implementable in a simula-
tion environment, as it requires a priori knowledge of the operating profile. In DP, use is
made of Bellman’s Principle of Optimality, according to which [Bellman, 1957]:

An optimal policy has the property that whatever the initial state and ini-
tial decision are, the remaining decisions must constitute an optimal policy
with regard to the state resulting from the first decision.

This implies that, given a problem in discrete time, it is sufficient to find the optimal
trajectories for state and for control inputs in going from any state at sample time k to
any other state at sample time k + 1. By concatenating those optimal solutions for all
instants, a globally optimum solution arises. Understandably, in order to keep the set
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of possible instants - and the set of possible states and control inputs at each instant -
finite, time is discretized and the state and control inputs are quantized. As such, the
globally optimal solution can be found in finite time, by an exhaustive search procedure.
Of course, the size of quantization and discretization intervals determine the accuracy
of the solution and the computational burden of the algorithm, which scales linearly
with the problem time (N ), the number of discretized state values, and the number of
discretized control inputs.

A.2. APPLICATION TO THE ENERGY MANAGEMENT PROBLEM
Consider Problem (5.1) of Section 5.2.1, reformulated in a discretized form:

P =



minimize
u∈U

J
(
k, xk ,uk ,rk

)=∆t
N−1∑
k=0

∆ṁ f
(
k, xk ,uk ,rk

)+φ(x(t f ))

subject to: xk+1 = f
(
k, xk ,uk ,rk

)+xk , x0 = SOCmax

G
(
xk ,uk

)= 0,
H

(
xk ,uk

)≤ 0,
k = 0,1, ..., N −1,

N = t f − t0

ts
+1,

(A.1)

where ∆m f is the fuel mass consumption at each time step ts , and φ(x(t f )) is a
penalty function that can be added to the performance index, in order to represent any
constraints that may apply on the final state of the system.

DP uses the above definition of the performance index J , but it extends this defini-
tion to any point of the time-state space by defining the cost-to-go function (denoted as
Γ(t , x)) as the performance index J of the optimal trajectory from any point (t , x) to the
point (t f , x(t f )). By definition, the value Γ(0, x(0)) is equal to the optimal value of the
performance index J∗ that is sought [Guzzella and Onder, 2009]. Figure A.1 presents the
basic DP algorithm applied to the Energy Management problem. Although the process
is rather straightforward, numerical problems can arise when implementing the algo-
rithm, which if not treated, can have a major impact on the final result. Firstly, the state
values that arise as a solution of the minimization process may not match any of the pos-
sible points of the grid, therefore the corresponding values of the optimal control inputs,
and the resulting cost-to-go function, need to be interpolated from the values calculated
for the closest points of the grid. An overview of interpolation methods, including ad-
vantages and disadvantages can be found in [Guzzella and Onder, 2009].

Furthermore, in order for the algorithm to handle infeasible state values or control
inputs, a penalty cost on the function Γmust be assigned. Choosing a very high (infinite)
value as a penalty in combination with an interpolation scheme, it will cause the infinite
value to propagate backwards in the grid, resulting in feasible states near the boundary
of the feasible state region, to be treated as infeasible as well. In numerous applications
this does not cause any serious problems, but in cases where the optimal solution lies
close to the boundaries, which occurs relatively often in managing the energy of HEVs,
the algorithm will result in suboptimal solutions. Several techniques have been used to
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overcome this problem, for example using large enough, but finite, values as a penalty, or
to calculate exactly the boundaries between feasible and infeasible states. In this work,
the DP algorithm introduced in [Sundstrom and Guzzella, 2009], and extended in [Elbert
et al., 2013, Sundstrom et al., 2010] is used, as has been developed with special focus on
the optimal control of non-linear, time-variant, constrained, discrete approximations of
of continuous-time dynamic models, and includes special methods to treat the afore-
mentioned problems.

Start

Discretization of time, state and control inputs:

Ԧ𝑡 = 𝑡0: Δ𝑡: 𝑡𝑓
𝑋 = 𝑥𝑚𝑖𝑛: Δ𝑥: 𝑥𝑚𝑎𝑥

𝑈𝑛𝑚(𝑡) =

𝑢1,𝑚𝑖𝑛(𝑡) ⋯ 𝑢1,𝑚𝑎𝑥(𝑡)

⋮ ⋱ ⋮
𝑢𝑛,𝑚𝑖𝑛(𝑡) ⋯ 𝑢𝑛,𝑚𝑎𝑥(𝑡)

Main Subroutine

Compute cost-to-go function at last time instant (terminal cost):

Γk=N tk=Ν, Ԧ𝑥 = φ xmin ,φ xmin + 𝛿𝑥 ,… , φ xmax

Proceed backwards in time to solve the recursive algorithm:

𝑘 = 𝑘 − 1

For ∀ 𝑥 ∈ 𝑿:
For ∀ 𝑢 ∈ 𝑼:

Γk tk, 𝑥𝑙 , 𝑢 𝑖,𝑗 = min
u ∈ 𝐔

Γ 𝑡𝑘+1, 𝑥𝑙 + 𝑓 𝑘, 𝑥, 𝑢 𝑖,𝑗 , 𝑟𝑘 ∙ Δt + Δmf 𝑘, 𝑥𝑙 , 𝑢 ∶,𝑗 , 𝑟𝑘

Store the arguments that minimize the cost-to-go, and resulting state:

𝑥∗ 𝑡𝑘 , 𝑈∗ 𝑡𝑘 , 𝑥
∗ = argmin Γk tk, 𝑥, 𝑢

𝑘 > 1
y

n

𝑘 = 𝑁

Reconstruct the optimal trajectories by proceeding forward in time:

𝑘 = 1

𝑢𝑘 = 𝑈∗ 𝑡𝑘 , 𝑥
∗

𝑥𝑘 = 𝑥𝑘−1 + 𝑓 𝑘, 𝑥∗, 𝑢𝑘
∗ , 𝑟𝑘

𝑘 < 𝑁
y

n

End

Figure A.1: Dynamic Programming Flowchart.





B
CONVEXITY OF THE ENERGY

MANAGEMENT PROBLEM

In the following, a mathematical proof that the continuous relaxation of the Energy Man-
agement problem belongs to the class of Convex Programming will be presented.

B.1. IMPORTANCE OF CONVEXITY
Requirements for classifying an optimization problem in the class of Convex program-
ming are the following:

1. For minimization (maximization) problems, the objective is a convex (concave)
function.

2. The feasible region is a convex set.

A convex set is simply a set of points such that, for each pair of points in the collec-
tion, the entire line segment joining these two points is also in the collection. In general,
the feasible region for a non-linear programming problem is a convex set whenever all
of the constraints are convex functions. What is of importance here is that these two
characteristics are necessary and sufficient conditions to ensure that any local optimum
is also a global optimum, i.e. that there can only be one optimal solution to the problem
[Hillier, 2012], a property which greatly simplifies the search for the optimum.

B.2. DEFINITIONS & THEOREMS
Before going into details it would be prudent to give a list of all the definitions and the-
orems that will be used throughout this section. It should be noted that everything pre-
sented here can be found in the textbook of [Boyd and Vandenberghe, 2004].

Definition 1 (Convexity) A function f is convex if dom f is a convex set and if for all x,y ∈
dom f, and θ with 0 ≤ θ ≤ 1 we have:
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f
(
θx + (1−θ) y

)≤ θ f (x)+ (1−θ) f (y)

Definition 2 (Positive semi-definite matrix) A symmetric n ×n real matrix M is said to
be positive semi-definite if the scalar zT M z is non-negative for every non-zero column
vector z of n real values.

Theorem 1 (First-order conditions) Supposing f is differentiable (i.e., its gradient ∇ f ex-
ists at each point in dom f, which is open). Then f is convex if and only if dom f is convex
and:

f (y) ≥ f (x)+∇ f (x)ᵀ(y −x)

for all x, y ∈ dom f

Theorem 2 (Second-order conditions) Supposing f is twice differentiable, that is, its Hes-
sian or second derivative ∇2 f exists at each point in dom f. Then f is convex if and only if
dom f is convex and its Hessian is positive semidefinite.

Theorem 3 (Convexity preservation: Non-negative weighted sums) If f1, f2, ... fn are con-
vex function and w1, w2, ...wn ≥ 0, then the weighted sum of convex functions,

f = w1 f1 + ...+wn fn

is convex.

Theorem 4 (Convexity preservation: Composition) Given the functions g in dom g and
h in dom h, function f defined by:

f (x) = (h ◦ g )(x)with dom f = {
x ∈ dom g | g (x) ∈ dom h

}
is convex when one of the following statements is valid:

• h is convex, h̃ is non-decreasing, and g is convex.

• h is convex, h̃ is non-increasing, and g is concave.

where h̃ denotes the extended-value extension of function h, which assigns the value+∞ (−∞)
to points not in dom h for h convex (concave).

B.3. CONVEXITY OF THE PROBLEM
In order to assist the readability of this section, new notation will be used to address each
function and the decision variables, according to Table B.1. Note, that only the case in
which all the components of the system are in operation will be considered, being the
most general case. However, as will become apparent in the following, convexity holds
for any combination of components.
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Table B.1: Notation used in this Section.

Reference New symbol
MI M x
PB y

ṁf,eqv(MI M ) f (x)
ṁ f ,DE (MI M ) f1(x)

ṁ f ,DG (MI M ,PB ) f2(x, y)
ṁr ess (PB ) f3(y)

PIM,loss(MI M ) q(x)

The objective function can be written as follows:

f (x, y) = 2 f1(x)+ f2(x, y)+ f3(y)

As such, according to Theorem 3, proving that f is convex, is equivalent to prov-
ing that each fi , i = 1,2,3 is convex. One complication that arises immediately, is that
Theorem 3 refers to functions defined on the same domain, whereas f1 and f3 are de-
fined on different domains. It can be proven that Theorem 3 also applies in this case.
Let f (x)|x ∈ F be convex, and g (y)|y ∈ G also convex. Then h(x, y) = f (x)+ g (y) is also
convex in the domain

{
x ∈ F|y ∈G}

, considering Definition 1:
Let z1 = (x1, y1) and z2 = (x2, y2), then:

h (θz1 + (1−θ)z2) = h
(
θx1 + (1−θ)x2,θy1 + (1−θ)y2

)=
= f (θx1 + (1−θ)x2)+ g

(
θy1 + (1−θ)y2

)≤ θ f (x1)+ (1−θ) f (x2)+
+θg (y1)+ (1−θ)g (y2) = θh(z1)+ (1−θ)z2

which proves that h(x, y) is indeed convex.

B.3.1. MAIN DIESEL ENGINE FUEL CONSUMPTION

Function f1(x) can be written as a scaler composition of two functions g and h and its
convexity of f1 will be proven using Theorem 4. Here g (x) refers to the normalized main
engine’s power output, as a function of the induction machine’s torque, according to
Equation (5.18), and h(g (x)) refers to fuel consumption, which is a function of the en-
gine’s power output and shaft speed, from Equation (5.10). Therefore:

f1(x) = (h ◦ g )(x), with dom f1 =
{

x ∈ dom g | g (x) ∈ dom h
}

h(z) = c0 + c1z + c2z2, z ∈ (0,+∞)

where: c0 = bDE ṁ f ,nom

(
a0 +a1

nsh
nDE,nom

)
c1 = bDE ṁf,nom

(
a2 +a5

nsh
nDE,nom

)
c2 = bDE a4ṁf,nom
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g (x) = c3 − c4x, x ∈ [MIM,min, MIM,max]

where: c3 = Pp

c4 = 2πnsh

Furthermore, z = PDE
PDE,nom

is only meaningful when z ∈ [0,1] i.e within the operating

envelope of the engine. The fact that the fuel consumption (function h) has values out-
side this domain, is just a useful extension of the function to help prove its convexity.

Now, the following apply:

• g is linear, therefore it is both convex and concave, and no further analysis is
needed.

• h is continuous and twice differentiable, with a positive second derivative d 2h
d z2 =

c2 = a4ṁf,nom. Therefore it is convex and non-decreasing in R++.

Since g is both convex and concave, h is convex, and non-decreasing, then f1 is con-
vex.

B.3.2. DIESEL - GENERATOR FUEL CONSUMPTION
Following the same procedure as in the previous section, f2(x) can be written in the
form of (h ◦ g )(x, y). Here g (x, y) refers to the normalized diesel generator’s power out-
put, as a function of the induction machine’s torque and battery power, according to
Equation (5.7), and h(g (x, y)) refers to fuel consumption, which is a function of power
output (constant shaft speed has been assumed for the Diesel generator), from Equation
(5.12). Therefore:

f2(x) = (h ◦ g )(x, y), with dom f2 =
{
(x, y) ∈ dom g | g (x, y) ∈ dom h

}
h(z) = bDG

(
a0 +a1z +a2z2) , z ∈ (0,1]

where: ai > 0, i = 0,1,2 are given in Equation (5.12)

g (x, y) = c0x + c1q(x)− y + c2, x ∈ [MIM,min, MIM,max], y ∈ [PB,min,PB,max]

where: c0 = bI M 4πnsh ,c1 = 2bI M ,c2 = PhbI M

q(x) = c00 + c01x + c02x2

with: c00 = PIM,loss nom

(
ai 1

nsh

nIM,nom
+ai 3

(
nsh

nIM,nom

)2)
c01 =

PIM,loss nom

MIM,nom

(
ai 2 +ai 5

nsh

nIM,nom

)
c02 = PIM,loss nom

ai 4

M 2
IM,nom

ai j , i = 1,2 & j = 1,2...5 constants
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The fact that h is convex and non-decreasing can be proven in the same way as be-
fore. Only the proof that g (x, y) is convex will be given.

g is twice differentiable for ∀x, y ∈ {
dom g |x 6= 0

}
. For x = 0, the following apply:

lim
x→0−

(
g (x, y)

)= c1c00 + c2 − y

lim
x→0+

(
g (x, y)

)= c1c00 + c2 − y

} Since c00 = f (ai 1, ai 3) is the same both for motoring
and generating conditions, then:

lim
x→0−

(
g (x, y)

)= lim
x→0+

(
g (x, y)

) ∀y ∈ dom g

lim
ε→0

(
g (0+ε, y)− g (0, y)

ε

)
= lim
ε→0

(c0 + c01 + c02ε) = c0 + c01

lim
x→0−

(
d g (x, y)

d x

)
= lim

x→0+

(
d g (x, y)

d x

)
= c0 + c1c01

lim
ε→0

( d g (0+ε,y)
d x − d g (0,y)

d x

ε

)
= lim
ε→0

(c0 + c01 + c02ε) = 2c02

Since c02 = f (ai 4) changes value around x = 0 the first derivative of g is not differen-
tiable. Therefore, in order to prove that g is indeed convex, the first order conditions will
be used (Theorem 1).

Let z1 = (x1, y1) and z2 = (x2, y2), then:

g (z2) ≥ g (z1)+∇ᵀg (z1)(z2 − z1)

∇g (z) =


d g (z)

d x

d g (z)

d y

=
[

c0 + c1 (c01 +2xc02)
−1

]


⇒

c0x2 + c1q(x2)− y2 + c2 ≥ c0x1 + c1q(x1)− y1 + c2+
+(c0 + c1 (c01 +2x1c02)) (x2 −x1)− (

y2 − y1
)⇒

⇒ c1c02 (x1 −x2)2 ≥ 0

which is true for ∀x1, x2 ∈ dom g , taking into account that:

• c1 = 2 > 0

• c02 = f (ai 4) > 0 for both motoring and generating conditions, since ai 4 > 0, i = 1,2.

Therefore g is convex. As h is both convex and non-decreasing, we conclude that f2 is
convex.
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B.3.3. BATTERY EQUIVALENT FUEL CONSUMPTION

f3 is a function of y of the following form:

f3(y) = c1
y(

c00 + c01|y |+ c02|y |2
)sgn(y)

, y ∈ [PB,min,PB,max]

where: c1 = ηREC
λ

Qlhv
c00 = a0

c01 = a1

ns np

c02 = a2(
ns np

)2

with ai , i = 0,1,2 constants

f3 is differentiable for ∀y ∈ {
dom f3 | y 6= 0

}
. For y = 0, the following apply:

lim
y→0−

(
f3(y)

)= lim
y→0+

(
f3(y)

)= 0

lim
ε→0+

(
f3(0+ε)− f3(0)

ε

)
= c1

c00

lim
ε→0−

(
f3(0+ε)− f3(0)

ε

)
= c1c00


Since c00 = a0 = 1, then:

limε→0+
(

f3(0+ε)− f3(0)
ε

)
= limε→0−

(
f3(0+ε)− f3(0)

ε

)
= c1

Therefore, f3 is differentiable for ∀y ∈ dom f3, with:

d f3

d y
= 1(

c00 + c01|y |+ c02|y |2
)sgn(y)

− y

(
sgn(y)

c01sgn(y)+2c02|y |sgn(y)(
c00 + c01|y |+ c02|y |2

)sgn(y)+1

)

The function’s convexity can be proven using the first order conditions, according to
Theorem 1:

f3(y2) ≥ f3(y1)+ d f3

d y
(y1)(y2 − y1) ⇒ f3(y2)− f3(y1)− d f3

d y
(y1)(y2 − y1) ≥ 0 (B.1)

Due to the complexity of the functions involved, this inequality was not solved ana-
lytically, but rather plotted over the whole range of (y1, y2), and is shown in Figure B.1. It
can be seen that Equation (B.1) holds for ∀y ∈ dom f3.

Since all f1, f2, f3 are convex, it is concluded that f (x, y), being ṁf,eqv, is convex. Fur-
thermore, the constraints of the problem PDE ≤ PDE,nom, PDG ≤ PDG,nom are also convex.
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Figure B.1: Left hand-side of Equation (B.1).

The power to the main Diesel engine is a linear function of the power of the induction
machine, therefore it is both convex and concave. The same applies to the constraint for
the state of charge of the battery, which is a linear function of the battery power. Finally,
regarding the power of the Diesel generator, it has already been shown that it is convex
as well (see function g (x, y) of Section B.3.2).

Since all the constraints of the problem, along with the objective function are convex
variables, it is concluded that the optimization problem is convex.





C
PONTRYAGIN’S MINIMUM

PRINCIPLE

In the following, a brief introduction on Pontryagin’s Minimum Principle (PMP) will be
given, and will be shown that a constant co-state can be considered for this optimal control
problem. For a detailed analysis of the concepts presented here, the reader is referred to
[Zak, 2003, Kirk, 2012].

PMP is another approach that can be used to solve finite horizon optimal control
problems. It redefines the problem in terms of local conditions that must apply, ex-
pressed by a set of first-order differential equations, and an instantaneous minimiza-
tion. Consider a dynamic system with the following state equation (a system with only
one state will be considered here for the sake of simplicity):

ẋ = f (t , x(t ),u(t )), x(t0) = x0

where x is the state of the system and u the control input(s). A performance index
J is defined over a fixed time interval, t ∈ [t0, t f ] that drives the system from the initial
state state x0 to the final state x f :

J (t0, x(t0),u) =
∫ t f

t0

F (τ, x(τ),u(τ))dτ (C.1)

The problem is to find the optimal control input u∗(t ), t ∈ [t0, t f ] that minimizes the
objective function F , resulting in the optimal performance index J∗ with state trajectory
x∗(t )1

Define the Hamiltonian function as:

H (t , x(t ),u(t ),r (t )) = L (t , x(t ),u(t ),r (t ))+λ f (t , x(t ),u(t )) (C.2)

where:
1In this context, the symbol (∗) is used to denote optimal values.
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x = (x1, x2, ..., xm) : State variables
u = (u1,u2, ...,un) : Control variable vector
r = (r1,r2, ...,rn) : Uncontrolled inputs

λ=−d J∗
d x ,λ 6= 0 : Co-state

According to Bellman’s Principle of Optimality (see Section ??), the following equa-
tion holds:

d J∗ (t , x(t ),u(t ),r (t ))

d t
+min

u(t )
H (t , x(t ),u(t ),r (t )) = 0 (C.3)

This partial differential equation is known as Hamilton-Jacobi-Bellman (HJB) Equa-
tion, and its solution provides the optimal control input. This indicates that searching
for the optimal control input can be done by minimizing the Hamiltonian:

u∗(t ) = argmin
u(t )∈U

H (t , x(t ),u(t ),r (t )) (C.4)

U being the set of admissible control values. Altogether, this can be used to derive
necessary, but not sufficient, conditions for optimality on u and λ, the set of which is
described by PMP:

ẋ∗(t ) = d H

dλ

∣∣∣∣
u∗(t )

= f
(
t , x∗(t ),u∗(t )

)
(C.5)

λ̇∗(t ) =− d H

d x

∣∣∣∣
u∗(t )

=−dL

d x

(
u∗(t ), t

)−λ∗(t )
d f

d x

(
x∗(t ),u∗(t ), t

)
(C.6)

H
(
t ,u∗(t ), x∗(t ),λ∗(t )

)≤ H
(
t ,u(t ), x∗(t ),λ∗(t )

)
, ∀u(t ) ∈U (t ), ∀t ∈ [

t0, t f
]

(C.7)

x(t0) = x0, x(t f ) = xfinal (C.8)

In the case of the Energy Management problem, L is the instantaneous cost, i.e. the
fuel consumption at each time instant (note that it is independent from the SOC), only
one state variable x = SOC exists (therefore only one co-state as well), and f represents
the right hand side of the system’s dynamic Equation (C), which will be derived in the
following.

Considering the simple battery model of Section 5.6.4, the state of charge variation
is given by Equation (C.9):

ẋ∗(t ) = dSOC∗

d t
=− 1

η
sg n(I (t ))
bat

I (t )

Qnom
=

=− 1

Qnomη
sg n(P∗

bat (t ))

bat

(
UOC (x)

2R
−

√(
UOC (x)

2R

)2

−
P∗

bat (t )

ns np R

)
(C.9)
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where the open cell voltage UOC is given by Equation (4.82) - and the battery effi-
ciency is a quadratic curve with respect to battery power, as stated in Section 5.6.4. They
are shown again below for completeness:

UOC (x(t )) = v1e−v2x(t ) + v3 + v4x(t )+ v5x2(t )+ v6x3(t )

ηbat = a2P 2
bat (t )+a1Pbat (t )+a0

Therefore:

d ẋ∗(t )

d x
= d f

d x

(
x∗(t ),u∗(t ), t

)=− 1

Qnomη
sg n(P∗

bat (t ))

bat

d

d x

(
UOC (x)

2R
−

√(
UOC (x)

2R

)2

−
P∗

bat (t )

ns np R

)

=
4
(
np ns

)σ2 P∗
bat (t )

(
v4

2
+x∗(t )v5 + σ3

2
+ (

v4 +2x∗(t )v5 +σ3σ1
) σ5

2σ4
+ σ1

2

)
Qnom

(
a0n2

s n2
p +a1ns np P∗

bat (t )+a2P∗2
bat (t )

)sg n(P∗
bat (t ))

×

× 1(
v3 +x∗(t )v4 +σ6 +x∗(t )2v5 +x∗(t )3v6 +σ4

)2 (C.10)

with:

σ1 = v1v2ev2x

σ2 = 2sg n(P∗
bat (t ))−1

σ3 = 3x2v6

σ4 =
√
σ2

5 −
4RP∗

bat (t )

ns np

σ5 = v3 +xv4 +σ6 +x2v5 +x3v6

σ6 = v1ev2x

Now, according to Equation (C.6):

λ̇∗(t ) =− d H

d x

∣∣∣∣
u∗(t )

=−
�
�
�7

0
dL

d x
−λ∗(t )

d f

d x
⇒ λ̇∗(t )

λ∗(t )
=−d f

d x
(C.11)

The value of the right hand side of Equation (C.11), given in analytical form by Equa-
tion (C.10), is shown in Figure C.1, for various combinations of SOC and battery power.
As can be seen, its variation is relatively small, compared to the absolute value of the
co-state for the entire operating profile (the value corresponding to the nominal fuel
consumption of the main Diesel engines is approximately 2.36). Therefore it would be
reasonable to assume that the optimal co-state could be approximated by a constant
value:

λ̇∗(t )

λ∗(t )
=−d f

d x
≈ 0 ⇒λ∗(t ) = const (C.12)
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D
CONTROLLER EVALUATION:

RESULTS

In the following, detailed results of the case studies discussed in Chapter 6 are presented.

D.1. QUASI-STATIC MANEUVERING
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Figure D.1: Reference vessel speed and towing force.
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Figure D.2: Resulting Fuel Consumption.
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D.2. STANDARD OPERATIONAL PROFILES
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Figure D.5: Fuel Consumption and SOC trajectories - Profile 1.
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Figure D.6: Fuel Consumption and SOC trajectories - Profile 2.
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Figure D.7: Fuel Consumption and SOC trajectories - Profile 3.
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Figure D.8: Fuel Consumption and SOC trajectories - Profile 4.
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D.3. SENSITIVITY ANALYSIS

D.3.1. EFFECT OF BATTERY POWER LIMITS
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Figure D.15: Power output of each component for 2-C rate battery limits - Profile 1.

Time [min]

0 20 40 60 80 100 120

S
O

C

0

0.2

0.4

0.6

0.8

1

DP

ECMS

A-ECMS

Time [min]

0 20 40 60 80 100 120

m
f [

k
g
]

0

50

100

150

200

250

300

350

DP

ECMS

A-ECMS

Figure D.16: Fuel consumption and SOC trajectory for 2-C rate battery limits - Profile 1.
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D.3.2. EFFECT OF OPERATING PROFILES

D.3.2.1. IDLE PROFILE
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Figure D.17: Power output of each component - Idle Profile.

Time [min]

0 20 40 60 80 100 120

S
O

C

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DP

RB

RB-CD

ECMS

A-ECMS

Time [min]

0 20 40 60 80 100 120

m
f [

k
g

]

0

50

100

150

200

250

300

DP

RB

RB-CD

ECMS

A-ECMS

Figure D.18: Fuel consumption and SOC trajectory - Idle Profile.
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D.3.2.2. BUSY PROFILE
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Figure D.19: Power output of each component - Busy Profile.
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