
 
 

Delft University of Technology

Computing the sampling performance of event-triggered control

De Gleizer, Gabriel A.; Mazo, Manuel

DOI
10.1145/3447928.3456635
Publication date
2021
Document Version
Final published version
Published in
Proceedings of the 24th International Conference on Hybrid Systems (HSCC 2021)

Citation (APA)
De Gleizer, G. A., & Mazo, M. (2021). Computing the sampling performance of event-triggered control. In
Proceedings of the 24th International Conference on Hybrid Systems (HSCC 2021): Computation and
Control (part of CPS-IoT Week) ACM. https://doi.org/10.1145/3447928.3456635

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3447928.3456635
https://doi.org/10.1145/3447928.3456635


Computing the sampling performance of event-triggered control
Gabriel de A. Gleizer

g.gleizer@tudelft.nl

TU Delft

Delft, The Netherlands

Manuel Mazo Jr.

m.mazo@tudelft.nl

TU Delft

Delft, The Netherlands

ABSTRACT
In the context of networked control systems, event-triggered con-

trol (ETC) has emerged as a major topic due to its alleged resource

usage reduction capabilities. However, this is mainly supported by

numerical simulations, and very little is formally known about the

traffic generated by ETC. This work devises a method to estimate,

and in some cases to determine exactly, the minimum average inter-

sample time (MAIST) generated by periodic event-triggered control

(PETC) of linear systems. The method involves abstracting the traf-

fic model using a bisimulation refinement algorithm and finding

the cycle of minimum average length in the graph associated to it.

This always gives a lower bound to the actual MAIST. Moreover,

if this cycle turns out to be related to a periodic solution of the

closed-loop PETC system, the performance metric is exact.

CCS CONCEPTS
• Computer systems organization → Embedded and cyber-
physical systems; • Theory of computation → Abstraction; •
Networks→ Cyber-physical networks.
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1 INTRODUCTION
Nowadays, most control systems are implemented using networks
as the communication medium between sensors, controllers, and
actuators. The classic method of performing control through digital
media is called periodic sample-and-hold control, where sensor data 
is gathered at a fixed sampling rate, control commands are then
immediately updated and sent to actuators, which hold this com-

mand for the sampling period time. Choosing the sampling period is
based fundamentally on a worst-case analysis across the state-space
of the system. Disrupting this periodic paradigm, event-triggered
control (ETC) works by sampling only when a significant condi-
tion happens, thus adapting the sampling rate to the system state:
this gives it the potential to drastically reduce communications

in comparison to periodic control. This concept dates back from
[1], with the formal methods to design event conditions to achieve
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desired stability properties presented in [2]. Since then, many au-

thors (e.g. [3–5]) worked on event design to improve sampling

performance while guaranteeing stability and control performance

properties, or to improve the practical implementation aspects of

ETC, such as the periodic event-triggered control (PETC) of [6]. In

PETC, event conditions are checked periodically, but sensor values

are only communicated upon the condition satisfaction. It is im-

portant to note, however, that most of the evidence of superiority

of ETC in comparison to periodic control, in what concerns band-

width usage, is only supported through numerical case studies. In

some cases, such as PETC, one can obtain a straightforward qual-
itative assertion of non-inferiority by setting the event-checking
period equal to the largest periodic sampling time one can obtain.

Nonetheless, no quantitative measurement of this superiority has

been established; e.g., in PETC, doing this strategy often leads to

periodic triggering of the events, bringing no benefits at all.

The present work is concerned precisely withmeasuring the sam-

pling performance of a given PETC system. More specifically, we

aim at computing the minimum average inter-sample time (MAIST)

of a PETC system: this translates directly to its expected network

load or resource utilization. We focus on PETC due to its practical

relevance, but also because, as observed in [7], it enables exact

traffic abstractions—a central tool for the results of this paper. Lit-

erature related to this objective can be categorized in two main

approaches. The first [8] focuses on understanding the qualitative

asymptotic trends of the inter-sample times of planar linear systems.

The authors conclude that, for small enough triggering condition

parameters, the inter-sample times eventually converge to a fixed

value or exhibit a periodic pattern. Despite providing very interest-

ing insights, the results are limited to two-dimensional state-spaces,

do not provide the quantitative information we are interested in,

and, perhaps most importantly, are only valid for small triggering

parameters: this way, ETC provides the least benefit. The second

category is the use of symbolic abstractions [7, 9], which follow on

the extensive work on partitioning and aggregation for abstractions,

see [10]. These works are concerned with short-term prediction of

inter-sample times in order to develop a scheduler that can, e.g.,

request sensor data before events are triggered; they do not cap-

ture long-term properties of the sampling behavior of ETC like the

MAIST, which, we argue, provide a more definitive information

about the sampling performance. Still in the same category, [11]

has recently given a step towards understanding longer-term traffic

patterns of PETC, by proposing the usage of a bisimulation-like

algorithm which determines the𝑚 next inter-sample times from a

given state. This allows a very conservative estimate of the MAIST

by taking the minimum average of all such𝑚-length sequences.

The present work builds upon the bisimulation-like algorithm

of [11], which can be seen as a modified 𝑙-complete abstraction

[12, 13], to compute the MAIST of PETC for linear time-invariant

This work is licensed under a Creative Commons Attribution International 4.0 License.
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systems. The main insight is that computing the MAIST once there

is a finite-state simulation (abstraction) of the PETC traffic is easy,

as it reduces to finding the cycle of minimum average length of the

associated weighted graph [14]. Then, as we show, if we can verify
that the minimum cycle in the abstraction exists in the actual closed-

loop system, we will have obtained an exact value for the MAIST.

This observation gives rise to the concept of minimum-average-
cycle-equivalent simulation. If the minimum cycle is not exhibited

by the PETC system, the value obtained through the abstraction is

still a lower bound, and further refinements will eventually break

it, providing tighter bounds.

1.1 Notation
We denote by N0 the set of natural numbers including zero, N B
N0 \ {0}, N≤𝑛 B {1, 2, ..., 𝑛}, by Q the set of rational numbers, and

by R+ the set of non-negative reals. We denote by |𝒙 | the norm of a

vector 𝒙 ∈ R𝑛 , but if 𝑠 is a sequence or set, |𝑠 | denotes its length or

cardinality, respectively. For a square matrix 𝑨 ∈ R𝑛×𝑛, we write
𝑨 ≻ 0 (𝑨 ⪰ 0) if 𝑨 is positive definite (semi-definite). The set S𝑛

denotes the set of symmetric matrices in R𝑛 . For a set X ⊆ Ω, we
denote by

¯X its complement: Ω \ X; We often use a string notation

for sequences, e.g., 𝜎 = 𝑎𝑏𝑐 reads 𝜎 (1) = 𝑎, 𝜎 (2) = 𝑏, 𝜎 (3) = 𝑐.

Powers and concatenations work as expected, e.g., 𝜎2 = 𝜎𝜎 =

𝑎𝑏𝑐𝑎𝑏𝑐. In particular, 𝜎𝜔 denotes the infinite repetition of 𝜎 . For a

relation R ⊆ X𝑎 × X𝑏 , its inverse is denoted as R−1 = {(𝑥𝑏 , 𝑥𝑎) ∈
X𝑏 × X𝑎 : (𝑥𝑎, 𝑥𝑏 ) ∈ R}. Finally, we denote by 𝜋R (X𝑎) B {𝑥𝑏 ∈
X𝑏 | (𝑥𝑎, 𝑥𝑏 ) ∈ R for some 𝑥𝑎 ∈ X𝑏 } the natural projection of X𝑎
onto X𝑏 .

2 PROBLEM STATEMENT
Consider a linear time-invariant plant controlled with sample-and-

hold state feedback [15] described by

¤𝝃 (𝑡) = 𝑨𝝃 (𝑡) + 𝑩𝑲 ˆ𝝃 (𝑡), (1)

where 𝝃 (𝑡) ∈ R𝑛x
is the plant’s state with initial value 𝒙0 B 𝝃 (0),

ˆ𝝃 (𝑡) ∈ R𝑛x
is the state measurement available to the controller,

𝑲 ˆ𝝃 (𝑡) ∈ R𝑛u
is the control input, 𝑛x and 𝑛u are the state-space and

input-space dimensions, respectively, and 𝑨,𝑩,𝑲 are matrices of

appropriate dimensions. The holding mechanism is zero-order: let

𝑡𝑖 ∈ R+, 𝑖 ∈ N0 be a sequence of sampling times, with 𝑡0 = 0 and

𝑡𝑖+1 − 𝑡𝑖 > 𝜀 for some 𝜀 > 0; then
ˆ𝝃 (𝑡) = 𝝃 (𝑡𝑖 ),∀𝑡 ∈ [𝑡𝑖 , 𝑡𝑖+1).

In ETC, a triggering condition determines the sequence of times

𝑡𝑖 . In PETC, this condition is checked only periodically, with a

fundamental checking period ℎ. Figure 1 shows a simple diagram

depicting the ETC scheme.We consider the family of static quadratic
triggering conditions from [6] with an additional maximum inter-

event time condition below:

𝑡𝑖+1 = inf

𝑘ℎ > 𝑡𝑖 , 𝑘 ∈ N

�������
[
𝝃 (𝑘ℎ)
𝝃 (𝑡𝑖 )

]T
𝑸

[
𝝃 (𝑘ℎ)
𝝃 (𝑡𝑖 )

]
> 0

or 𝑘ℎ − 𝑡𝑖 ≥ ¯𝑘ℎ

, (2)

where 𝑸 ∈ S2𝑛x
is the designed triggering matrix, and

¯𝑘 is the cho-

sen maximum (discrete) inter-event time.
1
Observing this equation,

1
Typically, a maximum inter-event time exists naturally for a system with (P)ETC (see

[16]). Still, one may want to set a smaller maximum inter-event time so as to establish

a “heart beat” of the system. In any case, this is a necessity if one wants to obtain a

finite-state abstraction of the system.

Plant

State 𝝃 (𝑡)

Sample 𝝃 (𝑡𝑖 )

Command 𝑲 ˆ𝝃 (𝑡)

Controller

Condition

checker

Figure 1: Block diagram of an ETC system.

note that the inter-event time 𝑡𝑖+1 − 𝑡𝑖 is a function of 𝒙𝑖 B 𝝃 (𝑡𝑖 );
denoting 𝜅 B (𝑡𝑖+1 − 𝑡𝑖 )/ℎ as the discrete inter-sample time, it

follows that

𝜅 (𝒙𝑖 ) = min

{
𝑘 ∈ {1, 2, ...¯𝑘} | 𝒙T𝑖𝑵 (𝑘)𝒙𝑖 > 0 or 𝑘 = ¯𝑘

}
,

𝑵 (𝑘) B
[
𝑴 (𝑘)
I

]T
𝑸

[
𝑴 (𝑘)
I

]
, (3)

𝑴 (𝑘) B 𝑨
d
(𝑘) + 𝑩

d
(𝑘)𝑲 B e

𝑨ℎ𝑘 +
∫ ℎ𝑘

0

e
𝑨𝜏

d𝜏𝑩𝑲 .

where I denotes the identity matrix. Thus, the event-driven evolu-

tion of sampled states can be compactly described by the recurrence

𝝃 (𝑡𝑖+1) = 𝑴 (𝜅 (𝝃 (𝑡𝑖 ))𝝃 (𝑡𝑖 ). (4)

With this, each initial condition 𝒙0 ∈ R𝑛x
leads to a sequence of

samples 𝒙𝑖 and inter-sample times 𝑘𝑖 (𝒙0) defined recursively as

𝒙𝑖+1 = 𝑴 (𝜅 (𝒙𝑖 ))𝒙𝑖
𝑘𝑖 (𝒙0) B 𝜅 (𝒙𝑖 ),

for which one may attribute an average inter-sample time (AIST):

AIST(𝒙) B lim inf

𝑛→∞
1

𝑛 + 1

𝑛∑
𝑖=0

ℎ𝑘𝑖 (𝒙) .

As usual, we use lim inf instead of lim to obtain the limit lower

bound in case the regular limit does not exist.

The goal of this paper is to devise a method to compute, for a

given periodic event-triggered controlled system (1)–(2), its min-
imum average inter-sample time (MAIST), which is the minimal

AIST across all possible initial conditions:

MAIST B inf

𝒙∈R𝑛x

lim inf

𝑛→∞
1

𝑛 + 1

𝑛∑
𝑖=0

ℎ𝑘𝑖 (𝒙) . (5)

Calculating or even estimating the quantity above is challenging.

How can one choose a sufficiently large 𝑛, or how can one exhaus-

tively search for states to obtain one that yields the MAIST? This

direct approach is unpromising, and thus we propose to find the

value of Eq. (5) through finite-state abstractions.

3 BACKGROUND
The strategy to solve the problem posed in the previous section is

to abstract the infinite-state system given by Eqs. (1)–(2) to a finite-

state system, compute the equivalent to a MAIST in this abstraction,

and establish a relation between the quantities of the original system

and its abstraction. For that, we introduce the framework of [10] to

formally relate systems of different natures, e.g., those described by
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differential equations with those described by finite-state machines.

Later, we present the notion of quantitative automata from [14]

and how to compute the MAIST of a (priced) automaton.

3.1 Transition systems and abstractions
In [10], Tabuada gives a generalized notion of transition system:

Definition 1 (Transition System [10]). A system S is a tuple
(X,X0, E,Y, 𝐻 ) where:
• X is the set of states,
• X0 ⊆ X is the set of initial states,
• E ⊆ X × X is the set of edges (or transitions),
• Y is the set of outputs, and
• 𝐻 : X → Y is the output map.

Here we have omitted the action setU from the original defi-

nition because we focus on autonomous systems. A system is said

to be finite (infinite) state when the cardinality of X is finite (in-

finite). A transition in E is denoted by a pair (𝑥, 𝑥 ′). We define

PostS (𝑥) B {𝑥 ′ | (𝑥, 𝑥 ′) ∈ E} as the set of states that can be

reached from 𝑥 in one step. System S is said to be non-blocking if

∀𝑥 ∈ X, PostS (𝑥) ≠ ∅. We call 𝑥0𝑥1𝑥2 ... an infinite internal behav-
ior, or run ofS if 𝑥0 ∈ X0 and (𝑥𝑖 , 𝑥𝑖+1) ∈ E for all 𝑖 ∈ N, and𝑦0𝑦1 ...

its corresponding infinite external behavior, or trace, if 𝐻 (𝑥𝑖 ) = 𝑦𝑖
for all 𝑖 ∈ N. We denote by 𝐵S (𝑟 ) the external behavior from a run

𝑟 = 𝑥0𝑥1 ... (in the case above, 𝐵S (𝑟 ) = 𝑦0𝑦1 ...), by B𝜔𝑥 (S) the set
of all infinite external behaviors of S starting from state 𝑥 , and by

B𝜔 (S) B ⋃
𝑥 ∈X0

B𝜔𝑥 (S) the set of all infinite external behaviors
of S.

The concepts of simulation and bisimulation are fundamental to

establish formal relations between two transition systems.

Definition 2 (Simulation Relation [10]). Consider two sys-
temsS𝑎 andS𝑏 withY𝑎 =Y𝑏 . A relationR ⊆ X𝑎×X𝑏 is a simulation
relation from S𝑎 to S𝑏 if the following conditions are satisfied:

i) for every 𝑥𝑎0 ∈ X𝑎0, there exists 𝑥𝑏0
∈ X𝑏0

with (𝑥𝑎0, 𝑥𝑏0
) ∈

R;

ii) for every (𝑥𝑎, 𝑥𝑏 ) ∈ R, 𝐻𝑎 (𝑥𝑎) = 𝐻𝑏 (𝑥𝑏 );
iii) for every (𝑥𝑎, 𝑥𝑏 ) ∈ R, we have that (𝑥𝑎, 𝑥 ′𝑎) ∈ E𝑎 implies the

existence of (𝑥𝑏 , 𝑥 ′𝑏 ) ∈ E𝑏 satisfying (𝑥 ′𝑎, 𝑥 ′𝑏 ) ∈ R .

We say S𝑎 ⪯ S𝑏 when S𝑏 simulates S𝑎 , which is true if there

exists a simulation relation from S𝑎 to S𝑏 .

Definition 3 (Bisimulation [10]). Consider two systems S𝑎 and
S𝑏 with Y𝑎 = Y𝑏 . S𝑎 is said to be bisimilar to S𝑏 , denoted S𝑎 � S𝑏 ,
if there exists a relation R such that:

• R is a simulation relation from S𝑎 to S𝑏 ;
• R−1 is a simulation relation from S𝑏 to S𝑎 .

Weaker but relevant relations associated with simulation and

bisimulation are, respectively, behavioral inclusion and behavioral
equivalence:

Definition 4 (Behavioral inclusion and eqivalence [10]).

Consider two systems S𝑎 and S𝑏 with Y𝑎 = Y𝑏 . We say that S𝑎 is
behaviorally included in S𝑏 , denoted by S𝑎 ⪯B S𝑏 , if B𝜔 (S𝑎) ⊆
B𝜔 (S𝑏 ) . In case B𝜔 (S𝑎) = B𝜔 (S𝑏 ), we say that S𝑎 and S𝑏 are
behaviorally equivalent, which is denoted by S𝑎 �B S𝑏 .

(Bi)simulations lead to behavioral inclusion (equivalence):

Theorem 1 ([10]). Given two systems S𝑎 and S𝑏 with Y𝑎 = Y𝑏 :
• S𝑎 ⪯ S𝑏 =⇒ S𝑎 ⪯B S𝑏 ;
• S𝑎 � S𝑏 =⇒ S𝑎 �B S𝑏 .

3.2 Quantitative automata
While much of the field of formal methods in control is concerned

with qualitative analyses, such as safety, stability, and reachability,

often quantitative computations are of interest, like the problem

we set ourselves to solve in this paper. In [14], Chatterjee et al. es-

tablished a comprehensive framework for quantitative problems on

finite-state systems, from which we borrow some definitions and

results, trying to be consistent with the notation from the previous

section as much as possible.

Definition 5 (Weighted automaton (adapted from [14])).

A weighted automaton S is the tuple (X,X0, E,Y, 𝐻,𝛾), where
• (X,X0, E,Y, 𝐻 ) is a non-blocking transition system;
• 𝛾 : E → Q is the weight function.

The adaptation we have made is that we include outputs to

comply with previously introduced notation; again, we ignore the

action set as we are interested in autonomous systems. For a given

run 𝑟 = 𝑥0𝑥1 ... of S, 𝛾 (𝑟 ) = 𝑣0𝑣1 ... is the sequence of weights

defined by 𝑣𝑖 = 𝛾 (𝑥𝑖 , 𝑥𝑖+1).
A value function Val : Q𝜔 → R attributes a value to an infinite

sequence of weights 𝑣0𝑣1 ... ∈ Q𝜔 . Among the well-studied value

functions, the one we are interested in is

LimAvg(𝑣) B lim inf

𝑛→∞
1

𝑛 + 1

𝑛∑
𝑖=0

𝑣𝑖 .

A LimAvg-automaton is a weighted automaton equipped with the

LimAvg value function.We define the value of a LimAvg-automaton

as 𝑉 (S) B inf{LimAvg(𝛾 (𝑟 )) | 𝑟 is a run of S}.2 The following

result is essentially an excerpt from Theorem 3 in [14], which uses

the classical result from Karp [17]:

Theorem 2. Given a finite-state LimAvg-automaton S with |X| =
𝑛 and |E | =𝑚,𝑉 (S) can be computed in O(𝑛𝑚). Moreover, system
S admits a cycle 𝑥0𝑥1 ...𝑥𝑘 satisfying 𝑥𝑖 → 𝑥𝑖+1, 𝑖 < 𝑘, and 𝑥𝑘 → 𝑥0

s.t. LimAvg(𝛾 ((𝑥0𝑥1 ...𝑥𝑘 )𝜔 )) = 𝑉 (S) .

The cycle mentioned above is a minimum average cycle of the
weighted digraph defined by S, and can be recovered in O(𝑛) using
the algorithm in [18].

4 COMPUTING THE MAIST
From Theorem 2, we have an indication that it would be relatively

straightforward to compute the minimum average inter-sample

time of the PETC system (1)–(2) if we could represent it as a

weighted automaton. Let us investigate how we can do this. We

start by describing the evolution of samples of a PETC system,

2
In [14], sup is used instead of inf because they consider it a more natural choice in

general quantitative decision problems, considering the convention used in qualitative

decisions (e.g., acceptance). As it is remarked in [14] itself, using inf is also a valid

choice, and it is the most natural for our problem.
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cf. Eq. (4), as a generalized transition system following Def. 1:

S = (R𝑛,R𝑛, E,Y, 𝐻 ), where
E = {(𝒙, 𝒙 ′) ∈ R𝑛 × R𝑛 | 𝒙 ′ = 𝑴 (𝜅 (𝒙))𝒙}
Y = {1, 2, ..., ¯𝑘}
𝐻 = 𝜅.

(6)

The first feature that we see by inspecting Eqs. (6) and (5) in view

of the definition of a LimAvg-automaton is that the weight of a

transition is in fact ℎ times the output of its outbound state. Hence,

for any run 𝑟 of S, it holds that 𝛾 (𝑟 ) = ℎ · 𝐵S (𝑟 ); that is, we can
characterize weight sequences, hence run values, exclusively by

external behaviors. Considering the notion of behavioral inclusion,

this gives a straightforward result:

Proposition 1. Consider two systemsS𝑎 andS𝑏 withY𝑎 = Y𝑏 ⊂
Q. Attribute to each system the weight function 𝛾𝑠 (𝑥𝑠 , 𝑥 ′𝑠 ) ≡ 𝐻𝑠 (𝑥𝑠 ),
where 𝑠 ∈ {𝑎, 𝑏}. If S𝑎 ⪯B(�B) S𝑏 , then 𝑉 (S𝑎) ≥(=)𝑉 (S𝑏 ) .

Proof. By definition, 𝑉 (S𝑠 ) = inf{LimAvg(𝛾𝑠 (𝑟 )) | 𝑟 is a run
of S𝑠 } = inf{LimAvg(𝑦) | 𝑦 ∈ B𝜔 (S𝑠 )}. Since B𝜔 (S𝑎) ⊆ (=)
B𝜔 (S𝑏 ), the desired result follows. □

Proposition 1 hints that obtaining a finite-state (bi)simulation

of Eq. 6 provides means to compute a lower bound (or the actual

value) for the MAIST. This is promising, because works in [7, 11]

provides methods to find simulations of a PETC traffic. However,

on the one hand, a simulation alone does not provide how conser-

vative the lower bound may be; on the other hand, a finite-state

bisimulation of an infinite system is often impossible to be obtained.

In fact, bisimulation is too strong, in the sense that all behaviors

and their fragments are exactly captured. As hinted by Theorem 2,

the LimAvg value is determined by a minimum average cycle of the

system. If one such cycle happens to have a correspondence with

the concrete system, this is sufficient to obtain the exact value for

the MAIST. For the rest of this paper, we assume every transition

system is equipped with the weight function equal to the outbound

state output, i.e., 𝛾 (𝑥, 𝑥 ′) ≡ 𝐻 (𝑥). Let us proceed with formalities.

Definition 6 (Minimum-average-cycle-eqivalent simula-

tion). Consider two transition systems S𝑎 and S𝑏 satisfying S𝑎 ⪯
S𝑏 . Denote by MAC(S𝑏 ) the set of minimum average cycles of S𝑏 .
If 𝑑𝑐𝜔 ∈ B𝜔 (S𝑎) for some finite-length sequence 𝑑 and some 𝑐 ∈
MAC(S𝑏 ), then S𝑏 is a minimum-average-cycle-equivalent (MACE)
simulation of S𝑎 .

A MACE simulation is a standard simulation with the additional

requirement that one of the minimum average cycles of the abstrac-

tion must be observed on the concrete system, after possibly a finite

number of transitions from the initial state. It should be clear that

MACE simulation is stronger than simulation, but it is significantly

weaker than bisimulation. The following result is a straightforward

conclusion from Proposition 1 and Theorem 2.

Proposition 2. Let S𝑏 be a finite-state MACE simulation of S𝑎 ;
then, 𝑉 (S𝑎) = 𝑉 (S𝑏 ).

Proof. From Def. 6, take 𝑑𝑐𝜔 ∈ B𝜔 (S𝑎) for some finite-length

sequence𝑑 with 𝑐 = 𝑘0𝑘1 ...𝑘𝑁 ∈ MAC(S𝑏 ). The associated LimAvg

is

𝑣 B LimAvg(𝑑𝑐𝜔 ) = LimAvg(𝑐𝜔 ) = 1

𝑁

𝑁∑
1

𝑘𝑖 .

From Theorem 2, 𝑣 = 𝑉 (S𝑏 ). As 𝑣 is also the value of a behavior

from S𝑎 , it holds that 𝑣 ≥ 𝑉 (S𝑎). Since Prop. 1 gives that 𝑉 (S𝑎) ≥
𝑉 (S𝑏 ), we have that

𝑉 (S𝑏 ) = 𝑣 ≥ 𝑉 (S𝑎) ≥ 𝑉 (S𝑏 ),
and thus 𝑉 (S𝑏 ) = 𝑉 (S𝑎). □

4.1 MACE simulation of PETC traffic
The challenge now resides on obtaining a MACE simulation of the

system (6). For this we need to be able to (i) build a finite-state

simulation of the system; (ii) check if its minimum mean cycle

exists in the actual system; if not, (iii) refine the simulation until the

cycle breaks; and (iv) repeat the process. This method is essentially

the same as the bisimulation algorithm from a quotient model,

presented in [10], which was used for PETC in [11], but with a

different stopping criterion. Therefore, let us recover the simulation

relation in [11], with a simplification that suits our purpose:

Definition 7 (Inter-sample seqence relation (adapted

from [11])). Given a sequence length 𝑙 , we denote by R𝑙 ⊆ X × Y𝑙

the relation satisfying (𝒙, 𝑘1𝑘2 ...𝑘𝑙 ) ∈ R𝑙 if and only if

𝒙 ∈ Q𝑘1
, (7a)

𝑴 (𝑘1)𝒙 ∈ Q𝑘2
, (7b)

𝑴 (𝑘2)𝑴 (𝑘1)𝒙 ∈ Q𝑘3
, (7c)

.

.

.

𝑴 (𝑘𝑙−1
)...𝑴 (𝑘1)𝒙 ∈ Q𝑘𝑙 , (7d)

where

Q𝑘 B K𝑘 \
©­«
𝑘−1⋂
𝑗=𝑘

K𝑗
ª®¬ = K𝑘 ∩

𝑘−1⋂
𝑗=1

¯K𝑗 ,

K𝑘 B
{
{𝒙 ∈ X|𝒙T𝑵 (𝑘)𝒙 > 0}, 𝑘 < ¯𝑘,

R𝑛x , 𝑘 = ¯𝑘.

(8)

Eq. (8), taken from [7], defines the sets Q𝑘 , containing the states

that trigger exactly with inter-sample time ℎ𝑘 . Eq. (7) simply states

that a state 𝒙 ∈ R𝑛 is related to a state 𝑘1𝑘2 ...𝑘𝑙 of the abstraction

if the inter-sample time sequence that it generates for the next 𝑙

samples is ℎ𝑘1, ℎ𝑘2, ..., 𝑘ℎ𝑙 . The simplification with respect to [11]

is that, here, we are not concerned with the state reaching a ball

around the origin, but only with the sequence of sampling times it

generates.

Remark 1. Setting 𝑙 = 1 gives a quotient state set of Eq. 6, while
larger values of 𝑙 can be seen as refinements using the bisimulation
algorithm of [10]. This relation can also be seen as a method to con-
struct the strongest 𝑙-complete approximation [12] of the system (6).
As a consequence of [13, Corollary 2], for autonomous deterministic
systems, both methods lead to the same abstraction. Hence, here we
can use both terms interchangeably, but for purposes of exposition we
will use the term 𝑙-complete in what follows.

Definition 8. Given an integer 𝑙 ≥ 1, the 𝑙-complete PETC

traffic model is the system S𝑙 B (X𝑙 ,X𝑙 , E𝑙 ,Y, 𝐻𝑙 ), with
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2

1,2

2,1

2,2

1,2,2 2,1,2

2,2,2 2,2,1

Figure 2: Example of 𝑙-complete PETC traffic models, for
𝑙 = 1 (left), 𝑙 = 2 (middle), and 𝑙 = 3 (right).

• X𝑙 B 𝜋R𝑙 (X),
• E𝑙 = {(𝑘𝜎, 𝜎𝑘 ′) | 𝑘, 𝑘 ′ ∈ Y, 𝜎 ∈ Y𝑙−1, 𝑘𝜎, 𝜎𝑘 ′ ∈ X𝑙 },
• 𝐻𝑙 (𝑘1𝑘2 ...𝑘𝑚) = 𝑘1 .

The model above partitions the state-space R𝑛x
of the PETC into

subsets associated with the next 𝑙 inter-sample times these states

generate. Computing the state set requires solving the quadratic

inequality satisfaction problems of Eq. (7), which can be done ex-

actly using a satisfiability-modulo-theories (SMT) solver
3
such as

Z3 [19], or approximately through convex relaxations as proposed

in [7].
4
The output map is the next sample alone. The transition

relation is simply what is called in [13] the domino rule: a state

associated with a sequence 𝑘1𝑘2 ...𝑘𝑙 must naturally lead to a state

whose next first 𝑙 − 1 samples are 𝑘2𝑘3 ...𝑘𝑙 , because the system is

deterministic, autonomous, and time-invariant. Hence, any state in

X𝑙 that starts with 𝑘2𝑘3 ...𝑘𝑙 is a possible successor of 𝑘1𝑘2 ...𝑘𝑙 . An

example for 𝑙 = 1, 2, 3 is depicted in Fig. 2.

The following fact is a direct consequence of Theorems 6 and 7

from [13], and gives the desired simulation refinement properties:

Proposition 3. Consider the system S from Eq. (6) and S𝑙 from
Definition 8, for some 𝑙 ≥ 1. Then, S ⪯ S𝑙+1 ⪯ S𝑙 .

Periodic set solutions of a PETC. The result above allows us

to construct finite-state abstractions of system (6) with increased

precision by increasing 𝑙 ; for each 𝑙 , Karp’s algorithm [17] (with

the corrections from [18]) can be used to detect the mean average

cycles. What is missing is a method to verify any such cycle in the

concrete system. To this end, we need to confirm whether there is

a subset of R𝑛 that is a periodic solution with the desired pattern.

Given that the recursion (4) is piecewise linear, and due to the

homogeneity of the sets Q𝑘 of Eq. (8), linear subspaces suffice to

characterize these periodic solutions in the general case.
5

Definition 9 (Periodic subspace solution). A linear subspace
A ⊆ R𝑛x is a periodic subspace solution of Eq. (4) if there exists
𝐽 ∈ N such that, for every 𝒙 ∈ A\{0}, 𝝃 (𝑡𝑖 ) = 𝒙 =⇒ 𝝃 (𝑡𝑖+𝐽 ) ∈ A.

Remark 2. We remove the origin from the desired set solution
(hence abusing the term linear subspace) because it is the only point
along a ray that does not trigger like the others, due to the strict
inequality in Eq. (2). Since controllers are typically designed for as-
ymptotic stability, solutions starting away from the origin never reach
3
For that, the variable is 𝒙 ∈ R𝑛x

and the query is ∃𝒙 :Eq. (7) holds.

4
Using relaxations implies finding inter-sample sequences that may not be exhibited

by the real system. This still generates a simulation relation, but not the strongest

𝑙-complete approximation.

5
A set Q is homogeneous if 𝒙 ∈ Q =⇒ 𝑐𝒙 ∈ Q, ∀𝑐 ∈ R \ {0}. In the general case,

every solution of a linear recurrence 𝝃 (𝑘 + 1) = 𝑴𝝃 (𝑘) converges asymptotically to

an invariant linear subspace of 𝑴 , hence verifying these invariants suffice. A formal

proof is left out due to space limitations.

it. If 𝝃 (0) = 0, it will always trigger at ¯𝑘 , so ¯𝑘𝜔 is an obvious behavior,
although very unlikely to be the minimum-in-average.

Proposition 4. A linear subspace A is a periodic subspace solu-
tion of Eq. (4) if there exists a sequence 𝑘1, 𝑘2, ..., 𝑘 𝐽 such that (i)A is
an invariant of 𝑴 (𝑘 𝐽 )...𝑴 (𝑘2)𝑴 (𝑘1), and (ii)

A \ {0} ⊆ Q𝑘1
,

𝑴 (𝑘1)A \ {0} ⊆ Q𝑘2
,

.

.

.

𝑴 (𝑘 𝐽 −1)...𝑴 (𝑘1)A \ {0} ⊆ Q𝑘 𝐽 .

(9)

Proof. First, A must be a fixed set of Eq. (4) iterated 𝐽 times,

hence condition (i). Second, for a particular sequence 𝑘1, 𝑘2, ..., 𝑘 𝐽 ,

all points in this set must satisfy Eq. (7), which is what is displayed

in Eq. (9). □

Proposition 4 shows how one can find if a sequence associated

with the minimum average cycle of a similar model is indeed a

periodic solution of the PETC system. First, determine the invari-

ants of 𝑴 (𝑘 𝐽 ) ...𝑴 (𝑘2)𝑴 (𝑘1), then, verify if they satisfy Eq. 9. For

this latter part, first remember that each Q𝑘 is an intersection of

quadratic sets (see Eq. (8)). Then, the following simple result can be

used to check if the linear space is a subset of a given quadratic set:

Proposition 5. LetA be a linear subspace with basis 𝒗1, 𝒗2, ..., 𝒗𝑚 ,
and let 𝑽 be the matrix composed of the vectors 𝒗𝑖 as columns. Let
𝑸 ∈ S𝑛 be a symmetric matrix and define Q𝑛 B {𝒙 ∈ R𝑛 | 𝒙T𝑸𝒙 ≥
0} and Q𝑠 B {𝒙 ∈ R𝑛 | 𝒙T𝑸𝒙 > 0}. Then, A \ {0} ⊆ Q𝑛 (resp. Q𝑠 )
if and only if 𝑽T𝑸𝑽 ⪰ 0 (resp. 𝑽T𝑸𝑽 ≻ 0).

Proof. For brevity, let us consider the strict inequality case (the

other is analogous). First, note that A = {𝑽𝒂 | 𝒂 ∈ R𝑚}. Hence, if
we want all points in A to belong to Q𝑠 , we need that

∀𝒂 ∈ R𝑚 \ {0}, 𝒂T𝑽T𝑸𝑽𝒂 > 0,

which is exactly the definition of 𝑽T𝑸𝑽 ≻ 0. □

To have a finite collection of subspaces to be checked, we rely

on the following assumption:

Assumption 1. Let 𝑘1, 𝑘2, ..., 𝑘 𝐽 ∈ MAC(S𝑙 ). Then, the matrix
𝑴 (𝑘 𝐽 )...𝑴 (𝑘2)𝑴 (𝑘1) has no repeated eigenvalues.

Remark 3. If Assumption 1 holds, then𝑴 (𝑘 𝐽 )...𝑴 (𝑘2)𝑴 (𝑘1) has
at most 2

𝑛x real invariant subspaces, which are the linear combina-
tions of its eigenvectors.6

The MACE simulation algorithm. Algorithm 1 summarizes the

method to obtain a MACE simulation of a given PETC system

(1)–(2). In the outer loop, the relation R𝑙 and corresponding finite-

state system S𝑙 are built, followed by the computation of one of

its minimum average cycles. Then, an inner loop looks for linear

subspaces associated with this cycle that satisfies Prop. 4; if one is

found, the algorithm terminates. Otherwise, 𝑙 is incremented and

the main loop is repeated. An important remark is that, if a cycle

𝜎𝜔 does not exist in the concrete system, after sufficiently many
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Algorithm 1 MACE simulation algorithm

Input: ℎ,Y, 𝑴 (𝑘),Q𝑘 ,∀𝑘 ∈ Y
Output: 𝑙,S𝑙 , value, cycle, MAIST

1: 𝑙 ← 1

2: while true do
3: Build R𝑙 and S𝑙 ⊲ (Defs. 7 and 8)

4: value← 𝑉 (S𝑙 ), cycle← MAC(S𝑙 ) ⊲ [17, 18]

5: V ← eigenvecs(𝑴𝑘𝑚 ...𝑴𝑘2
𝑴𝑘1
) ⊲ 𝑘1𝑘2 ...𝑘𝑚 = cycle

6: forV ′ ∈ 2
V \ {∅} do

7: A ← span(V ′)
8: if A satisfies Prop. 4 with 𝑘1, 𝑘2, ..., 𝑘𝑚 then
9: MAIST← ℎ · value
10: return
11: end if
12: end for
13: 𝑙 ← 𝑙 + 1

14: end while

iterations it will not be exhibited in the abstraction, as for some 𝑁 ,

𝜎𝑁 will not be a sequence satisfying Eq. (7).

For an example, refer to Fig. 2, and assume the cycle (1, 2, 2)𝜔 is

a trace of the concrete system. For 𝑙 = 1, the only MAC is 1
𝜔
, but it

is not verified in the PETC. For 𝑙 = 2, this cycle is broken, and the

MAC becomes (1, 2)𝜔 , again unverified. Finally, for 𝑙 = 3, the MAC

is (1, 2, 2)𝜔 , which is verified and the algorithm terminates.

Remark 4. Algorithm 1 is in fact a semi-algorithm: it terminates
if the concrete system exhibits a periodic trace whose LimAvg value is
the smallest among all of its solutions. This is not always the case with
PETC, as it may exhibit non-periodic traces. E.g., consider system (1)–
(4) with ¯𝑘 = 2,𝑴 (1) = 𝑴 (2) = 𝛼

[
1 2

−2 1

]
,𝑵 (1) =

[
0 1

1 0

]
. Matrices

𝑴 (𝑘) have eigenvalues equal to 𝛼 (1±2i), which means that solutions
rotate (up to rescaling) on the plane by the irrational angle arctan(2).
𝑵 (1) selects the first and third quadrants to output 1, whereas the
others output 2. Identifying 𝒙 ∼ 𝜆𝒙, ∀𝜆 ∈ R \ {0}, this system is
topologically equivalent to an irrational rotation on the circle, which
does not exhibit periodic behavior.

5 NUMERICAL EXAMPLE
Consider the system (1) with

𝑨 =

[
0 1

−2 3

]
,𝑩 =

[
0

1

]
,𝑲 =

[
0 −5

]
,

and the triggering condition of [2], |𝝃 (𝑡) − ˆ𝝃 (𝑡) | > 𝜎 |𝝃 (𝑡) | for some

0 < 𝜎 < 1, which can be put in the form Eq. (2). Checking time

was set to ℎ = 0.05, and maximum inter-sample time to
¯𝑘 = 20. We

implemented Algorithm 1 in Python using Z3 [19] to solve Eq. (7),

and attempted to compute its MAIST through a MACE simulation

for 𝜎 ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. Table 1 presents the MAIST for each

𝜎 , as well as the 𝑙 value (Def. 8) where it was obtained. Only for

𝜎 = 0.1 the algorithm did not terminate before 𝑙 = 50: for this

case, the actual
¯𝑘 of the system was 3, and all 𝑴 (𝑘), 𝑘 ≤ 3, have

complex eigenvalues. Thus, it is likely that it does not have periodic

6
The special case of repeated eigenvalues require some technicalities and is left out of

this paper due to space considerations.

Table 1: MAIST values for the numerical example

𝜎 0.1 0.2 0.3 0.4 0.5

𝑙 50* 15 26 12 10

MAIST 0.0786 0.137 0.171 0.25 0.3

CPU time [s] 327 41 147 29 45

* Algorithm interrupted before finding a verified cycle.

behaviors, similarly to what is discussed in Remark 4.
7
Nonetheless,

the LimAvg value of the maximum average cycle of S𝑙 is 0.0798
(after multiplying by ℎ); since this is an upper bound for the MAIST

(same arguments as Prop. 1), we know that the estimate is within

only 0.0012 of the real value. For the other cases, trivial cycles were

found for 𝜎 = 0.4(5𝜔 ) and 𝜎 = 0.5(6𝜔 ), but it took a few iterations

to break, e.g., the 2
𝜔
loop. Interestingly, the simplest cycles for

𝜎 = 0.2 and 𝜎 = 0.3 had length, respectively, 27 and 28, showing

that PETC can often lead to very complex recurring patterns.

6 CONCLUSIONS
We have presented a method to compute the sampling performance

of PETC, namely its minimum average inter-sample time, by means

of abstractions. For that, we observed that limit average metrics

of finite-state priced automata are (easily) computable; then, us-

ing behavioral inclusion properties of abstractions, we introduced

the concept of minimum-average-cycle-equivalent simulations, to-

gether with a semi-algorithm that can compute the MAIST of linear

PETC systems whenever their limit behaviors are periodic. When

behaviors are aperiodic, the algorithm still provides good approxi-

mations, increasingly with higher values of 𝑙 .

Future work is aimed at how to use these methods to design bet-

ter triggering mechanisms particularly for sampling performance

and schedulability. As we have noted in the previous section, com-

puting the maximumAIST is also possible with the same tools; since

a simulation model has embedded in it which states lead which

cycles, one could consider modifying the sampling strategy for the

states that lead to the MAIST, in order to steer them towards the

system’s most sample-efficient behaviors.
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