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Preface

This thesis is the final academic project before obtaining a MSc degree in Mechanical Engi-
neering with the specialization in Transport Engineering Logistics. This graduation project
is performed at The Greenery in the period from December 2018 till June 2019. The focus of
this research is to improve the distribution of fruit and vegetables based .

The Greenery is at the beginning of a transformation from a formal auction to a digital
chain manager. This project is a step in the direction of digitization of the supply chain for
fruits and vegetables. The results of this research show potential for further research the
application of artificial intelligence in the supply chain.

Besides The Greenery, the distribution center and local supermarkets of PLUS where in-
volved in this research. The ability to measure through the whole supply chain was a great
challenge but necessary for a successful progression of this research. I’m truly grateful for
the support of all participants in the supply chain.

I have to thank Daan Deckers and Vitorrio Garofano for your supervision, enthusiasm
and patience. Both of you help me by giving the right amount of freedom and structure when
needed.

At last I would like to thank my friends and family for all the support they gave me. It was
great to have such a support during my thesis and the years spend at the University.
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Abstract

In supply chain of perishable food products, like fruit and vegetables, large losses are in-
curred between the grower and the consumer. Given the ever growing population, and the
limited land resources the food losses need to be reduced. Throughout the supply chain, from
initial agricultural production down to final household consumption, food is lost or wasted.
The mean reason for food waste in the supply chain is deterioration of products during dis-
tribution. In the worst case the expiring date is pasted before it arrives at the customer. The
waste of product includes a waste of water, energy and soil which is used to produce and
transport these products.

One of the reasons for food waste in the fruit and vegetable supply chain are traceability,
food date labeling and human quality grading. Those three subjects can be optimised by an
accurate and objective prediction of the shelf life of a particular product. In this research
the shelf life of a strawberry is predicted by artificial intelligence. The choice for artificial
intelligence is based on the fact that shelf life of a products is depends on a large variety
of variables. A combination of these variables influences the shelf life period. This combi-
nation is always unique. A way to process these unique variables is artificial intelligence.
A part of artificial intelligence is machine learning. Machine Learning is a recent, modern
technique for data analysis, with promising results and large potential. Different machine
learning algorithms are used to predict self life based on temperature measurements through
the supply chain.

The prediction of shelf life is based on temperature measurements from the moment the
package of strawberries is harvested till the moment this same package is bought by a cus-
tomer in a local PLUS supermarket. The strawberries are harvested in the south of Spain,
near Huelva and distributed to local PLUS Supermarkets near Rotterdam. After the packages
with strawberries, including temperature loggers, vised the supermarket shelf. The packages
with temperature logger are moved to a shelf life room for visual inspection. During this daily
inspection, the actual shelf life of the strawberries is determined by a classified inspector.

The combination of the actual shelf life and the temperature profile through the supply
chain is used to train, validate and test different machine learning algorithms. These ma-
chine learning algorithms are compared to each other and the best performing algorithms are
tested on new data. Based on the prediction accuracy of these algorithms the most reliable
algorithms is selected.

The most reliable shelf life prediction algorithm is the Exponential Gaussian Process Re-
gression Algorithm, with the smallest confidence interval and an average deviation of 14.1
%. Finally, the possible improvements in the supply chain based on shelf life prediction, like
traceability, food date labeling and quality grading are evaluated.
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1
Introduction

1.1. Research Motivation
A large portion of what is produced is never consumed. Throughout the supply chain, from
initial agricultural production down to final household consumption, food is lost or wasted.
In the case of fresh fruits and vegetables, the food loss can reach as high as one-third of the
food produced for human consumption [7]. This means that huge amounts of the resource
used in food production are used for nothing. Food losses represent a waste of resources
used in production such as land, water, energy and other inputs.

The challenge to deal with increasing food shortages for an ever expanding world popula-
tion. With a predicted increase of 1.7 billion in world population between now and 2050 [1],
the limited resources need to be used efficiently and product waste needs to be reduced.

The different stages in which food waste is considered are primary production, manufac-
turing, consumer facing business and households, see figure 1.1.

Figure 1.1: Main sources of food waste in the EU [1]
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Improvement in global supply chain management have potential to reduce food waste as
well as the cost of the consumer given that the cost of food waste is increasing to wards the
consumer end of the supply chain. A company participating in global supply chain manage-
ment of fruit and vegetables is The Greenery. The Greenery distributes fruit and vegetables
around the world from growers to supermarkets. A major costs item are the product returns
of dissatisfied customers. A significant reason for these returns is the quality of the product.
The shelf life period of the products are not as expected. The cost made by the Greenery for
each product based on incorrect quality determination or deterioration in the supply chain
are given in figure 1.2.

Figure 1.2: Total return costs in euros for each product based on incorrect quality determination or deterioration in the supply
chain.

The highest costs for incorrect quality determination or deterioration are due to straw-
berries, see figure 1.2. Strawberries are a valuable product which quality depends on the
conditions in which it is grown, harvested, transported and packaged. By evaluating the
strawberry supply chain, improvements can be made in the traceability, food date labelling
and the quality grading.

1.1.1. Traceability
The first possible improvement of the strawberry supply chain is traceability. The quality and
shelf life of strawberries depend on the growing and distribution conditions. At the moment
a strawberry is harvested, the quality of the product is only degrading. To enlarge the shelf
life of the strawberry good transport and handling conditions are critical [8].

Improvements can be achieved by implementation of chain wide monitoring systems [9]
that facilitate the exchange of information about the product conditions. This development
will lead to a higher transparency and security of the food supply chain resulting in a reduc-
tion of the global food waste [1].

1.1.2. Food Date Labelling
The second possible improvement is food labelling. The current way of food labelling is one
of the reasons for food waste in the final stage of the supply chain. Food chain operators
revealed that food producers set best-before dates very conservatively and retailers will not
sell product which have passed that date to limit their risk in terms of product liability and
potential damage to reputation [10].
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To reduce food waste based on the best-before date, a solution could be to enlarge the
best-before dates or totally remove them for stable foods like salt, sugar, tea, coffee or rice
[11]. But there are concerns [12] that relaxing the rules could weaken the quality and safety
of products. The same research concludes that the absence of any shelf life information can
possible lead tomore food waste because consumers can no longer recall the date of purchase.

A possible solution could be to generate a best-before date based on true shelf life. An
innovative suggestion is to integrate intelligent labels. A time-temperature label has the ca-
pability to provide information on temperature fluctuations that temperature sensitive food
products have experienced. Commercially available labels are based on color change [13] or
use data loggers which save the temperature distribution through the supply chain [14]. The
consumers perception of time-temperature indication in food packaging is rather open and
positive [15]. The availability of product condition data can be used to get more insight into
the expiring date of the product.

The knowledge about the expiring date can be used for dynamic pricing. Products which
are almost expired should get a price reduction. An idea is to implement the expiring dates
into barcodes for dynamic pricing [16], allowing automatic price reduction at the checkout.
Another application [17] is launched which connects consumers with food at restaurants
and groceries to share fruit and vegetables which are close to the expiring date and would
otherwise end up as waste. These initiatives are started to make sure the food is consumed
and not wasted.

1.1.3. Human Quality Grading
The third improvement in the strawberry supply chain is based on human quality grading.
The currently processed strawberries are non-uniform and go through a supply chain which
has variation in the environmental circumstances. The current way of grading the quality of
a strawberry is based on experience of inspectors. This grading of quality is based on human
knowledge. Manual methods for food quality assessment are challenging even for people who
are trained to perform these tasks. The limiting time and large amounts of products lead to
quick decision making and large scale evaluation [18].

So far, it is not succeed to express this knowledge in well-established rules. The bottle-
neck is that frequently, human expert knowledge cannot be summarized systematically. The
main advantages of expert systems have been summarized by Linko, McKinion and Lemmon
[19, 20]:

• AI may help when expert advice is needed but an expert may not be available

• The expert systems is independent of human errors or moods, it has the ability to explain
and justify their line of reasoning.

• Helps to verify a human expert’s opinion

• The system is available 24 hours a day

• An expert system can operate in risky situations and conditions unfit for human experts.

• A system can act quickly on the basis of huge databases.

• An expert system use natural language, and requires no complex mathematical expres-
sion.
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A possible way to summarize the human expert knowledge is Artificial Intelligence (AI).
AI can be seen as the part of Computer Sciences that tries to simulate processes that would
be described as intelligent behaviour in humans. The advantages of using AI techniques for
new tools in food processes are given by Goyache [21]:

• AI techniques are adapted to working in a non-linear behaviour, which generally occurs
in food processes

• AI techniques can explicitly explain what is learned.

• AI techniques can be used to indicate variables which are influencing process perfor-
mance.

Artificial intelligence makes it possible to analyze massive volumes of data in a short time
window and accurately. Comparable systems are already used for fraud detection [22] or
fault prediction models [23]. The implementation artificial intelligence in the food industry
is frequently used for image recognition for product quality analysis [24–26].

Currently done research [27] integrated a continuous monitoring system through a food
supply chain. The research compares different measurements systems with each other and
recommends the active RFID tags. This active RFID tags send measured data via a gateway
to an online database.

A temperature monitoring system has been developed by the project FRISBEE [28]. This
web based platform can predict the remaining shelf life based on the conditional data in the
previous supply chain by using various scenarios in Monte Carlo simulation.

It is a big challenge to reduce the losses during transportation of perishable products. The
combination of reasons for deterioration of perishable products are always unique. To mea-
sure the unique combination of reasons and to process these data researchers recommend
self learning algorithms like machine learning models [29–31].

1.2. Research Problem
Throughout the supply chain, from initial agricultural production down to final household
consumption, food is lost or wasted. The mean reason for food waste in the supply chain is
deterioration of products during distribution. In the worst case the expiring date is pasted
before it arrives at the customer. The waste of product includes a waste of water, energy and
soil which is used to produce and transport these products.

There is a lot of interest from The Greenery in improving the supply chain. This is mainly
for two reasons: one is the deterioration of products in the supply chain and the second
is incorrect quality determination. The cost made by the Greenery for each product based
on incorrect quality determination or deterioration in the supply chain are given in figure 1.2.

The highest costs for incorrect quality determination and deterioration are made in the
strawberry supply chain. The strawberry is a valuable product which degrading process
highly depends on the surrounding conditions. Problems in the supply chain do result in
quality changes and deterioration of the product.

Another problem is the human quality grading. In the current way the inspector is re-
sponsible to determine the quality and shelf life of the strawberries. This decision is made
once the product is delivered at the distribution centre of The Greenery.

These two aspects are combined into the initial problem definition stated below:

”The problem of The Greenery is to keep track on the quality of products through the sup-
ply chain and to determine the quality to assign products to particular sales channels or
individual customers.”
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1.3. Research Question
This research is focused on a reduction of food waste due to incorrect quality control and
deterioration in the supply chain. Food waste in the strawberry supply chain can be reduced
by improving traceability, food date labelling and quality grading. The major challenge of
this research is to find out how reliable artificial intelligence can predict the shelf life of as
strawberry and how it can be implemented to optimize traceability, food date labelling and
quality grading.

Based on this challenge the following research question is formulated:

”How can artificial intelligence contribute to a better shelf life prediction of a strawberry
based on temperature measurements from grower till customer?”

To evaluate the supply chain, find the influencing factors on the strawberry shelf life and
to learn about the different algorithms able to predict shelf life the following sub-questions
are formulated:

a) How to define the supply chain from a transport and logistics perspective?

b) Which parameters need to be measured to predict shelf life of a strawberry?

c) Which machine learning methods are able to predict the shelf life of strawberries based
on historical temperature profile?

d) how it can be implemented to optimize traceability, food date labelling and quality grad-
ing?

1.4. Research Scope
Out of the range of products the Greenery is offering, the strawberry supply chain is selected.
The strawberry is harvested at the moment it reached its optimal sweetness. In comparison
to a banana which can be harvested green and will turn into yellow during transportation,
a strawberry will become more red but will never become more sweet than the moment it is
harvested. This is why the product needs to be shipped to the customer as fast as possible
in conditions which enlarge the shelf life of the strawberry.

1.4.1. Measurement Scope
During the time period of this research strawberries were imported from Spain. The grower
which participated in this research is growing his strawberries in the south of Spain, Huelva.
At this point temperature loggers are added to the strawberries. The strawberries are trans-
ported to The Netherlands by truck and distributed at The Greenery located in Breda. The
strawberries are packed and shipped to the distribution centre of PLUS, Barendrecht. From
this point the strawberries are order picked and shipped to local supermarkets. At the local
supermarket the trackers are collected and returned to Breda where the measured data is
analysed. An overview of the logger movements through the supply chain is given in figure
1.3.

1.4.2. Initial Condition of Strawberries
The scope of this research is from the moment the strawberry is harvested till local super-
market shelf. The growing process of the strawberry is not inside the measuring scope. The
initial condition of the strawberries is assumed to be equal. To make sure the used straw-
berries are as equal as possible, one grower and one variety of strawberries is selected. In
this way the used strawberries have had the same treatment during the growing process.
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1.5. Research Objective
This research is executed in collaboration with The Greenery and aims to improve the supply
chain of fruit and vegetables. More specifically this research aims to use artificial intelligence
to predict shelf life of a strawberries based on temperature measurements in the strawberry
supply chain from grower till retail customer. These shelf life predictions can help to improve
traceablity, quality grading and product labeling and reduce the costs for in correct quality
assignment and deterioration in the supply chain.

For Delft University of Technology the research goal is to get more insight in the distribu-
tion of perishable products. Different artificial algorithms are tested and on the measurement
data samples to get the most accurate prediction. This results will contribute to knowledge
about data research in supply chains.

1.6. Report Structure
The outline of the report is as follows. Chapter 2, gives an overview of the strawberry sup-
ply chain. The supply chain from grower till retail customer is evaluated. Chapter 3, ’Shelf
Life Prediction’ explains the variables who have influence on the shelf life of a strawberry.
These variables are input for the artificial intelligence algorithms. The artificial intelligence
algorithms used to predict the shelf life of strawberries and the selection criteria for these
algorithms are evaluated in chapter 4, ”Predicting Algorithms”. The research mythology is
explained in chapter 5, ”Research Methodology”. The results of the measurements through
the supply chain and the shelf life predictions of the artificial intelligence algorithms are given
in chapter 6, ”Results”. The answer to the research question is finally given in chapter 7, in
combination with the recommendations given for further research.

A total of 4 appendices are completing this research. The first appendix, Appendix A, in-
cludes the features used to train, validate and test machine learning algorithms. Appendix B
contains plots to show the correlation between features and shelf life based on measurement
results. Appendix C contains a table of the deviation values of the best performing machine
learning algorithms between the predicted shelf life and the actual shelf life. Appendix D,
specifies an example of the shelf life observations of strawberries made by the inspector.
The report is completed with Appendix E, describing the neural network selection process by
using the Neural Network fitting application of Matlab.





2
Supply Chain Overview

2.1. Company Profile
The Greenery is an international sales organization which specializes in fresh fruit and veg-
etables. The company supplies a full range of fresh fruit and vegetables to supermarkets,
wholesalers, caterers and the food processing industry all year round.

The currently known company was established in 1996 after a fusion of 9 fruit auction-
eers. By that time it was used as an auction for fruits. From that moment the company
transformed into the distribution centre, the organization has acquired a number of robust
trading companies and the old auctioning method (the clock) was gradually replaced by a
marketing and sales organization.

2.2. Products
The Greenery offers a comprehensive assortment of fresh fruit, vegetables and mushrooms.
Products which are not available in the Netherlands are imported such as citrus fruits, ba-
nanas and other exotic fruits. In this way The Greenery makes sure that every product can
be supplied twelve months a year.

In the distribution of all these products the aim of the company is to make sure the cus-
tomer receives the products with the quality it is expecting. By incorrect quality determina-
tion or deterioration of products during distribution, products do not meet the expectations
of the customer. When products do not meet the expectations of the customer, the customer
will return the products or ask for a price reduction.

To get an indication of the costs of the problem a costs analysis is made and presented in
figure 2.1. The total costs generated in 2018 for each reason are given in the diagram. The
return shipments represent the highest expenses.

9
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Figure 2.1: Complain Analysis Diagram.

Figure 2.2 is an overview of the reasons and costs of return shipments over the year
2018. The figure points out that the return shipments are mainly caused by depraved fruits
or vegetables. On the second place, the costs for misjudgement of the quality related to the
product, . On the third place the reason of return is the inconsistency of dimensions of the
product with a total expenses of –.

Figure 2.2: Reason and costs of return shipments.

The next step is find out which products are responsible for the return shipment costs.
Figure 2.2 shows that the costs of return shipments caused by product rotting and incorrect
quality determination.
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Supply Chain Selection
To find out which products has problems with deterioration and incorrect quality determi-
nation. The costs for deterioration and incorrect quality determination are added for all
products and presented in figure 2.3.

Figure 2.3: Total costs for each product for deterioration or wrong quality determination.

The highest costs aremade for strawberries. This is the reason why this product is selected
for this research. It is a highly perishable and valuable product, which needs to be distributed
in optimal conditions.

2.3. Strawberry Supply Chain
In this section the strawberry supply chain (fig.2.4) is defined. The current supply chain
consist of growers, warehouses and retailers. The grower is the manufacturer which will
harvest the strawberries. From this point the strawberries are loaded into refrigerated trucks
and transported to a distribution centre. The strawberries will be unloaded and stored into
cold store. The next step is to sort and wrap the strawberries wit a customer specific package
and label. The packed strawberries wait in the cold storage to be transported to the retailers.

2.3.1. Grower
The supply chain of a strawberry starts at the grower. The strawberry is grown and harvested
at the grower. From the moment that the strawberry is harvested the decay process starts.
To slow down the deteriorate process, the temperature needs to be reduced to 3 degrees
Celsius. This is done at a cold store. The cold store is at the same time the storage place
where the harvested strawberries wait for transport to the distribution centre.

Harvesting
The harvest conditions do influence the yield, quality, and storage life. For example, harvest
is better carried out on sunny or cloudy days, but not when it is raining. To avoid bruising,
mechanical damage strawberries are harvested directly in boxes preferred by the customer.
In case of this research the packages have a size of 5,5 x 18 x 11 cm and the mass is 500
grams strawberries for each package.

Transportation
To keep the temperatures throughout the whole process of transport at appropriate low tem-
peratures, the strawberries are transported through a cool-chain. The cool chain is the
definition of a supply chain in which the temperature is controlled from grower till the cus-
tomer. To maximize shelf life, a reduced temperature is necessary during the whole process
of transport, storage, selling and consumption.



12 2. Supply Chain Overview

2.3.2. Distribution Centre
By cold truck the strawberries are transported to the distribution Centre. The truck load
will be checked by a inspector before it enters the cold storage of the distribution centre.
The Strawberries leave the cold storage to be packed for retailers. Packed for retailers the
strawberries wait in the cold store for the cold truck which will transport them to the retailers.

Grading
Grading of the fruit is essential for marketing [32]. The current way of grading is based on
manual checks. The grades are based on certain criteria, for example color, to achieve com-
mercial standardization. The strawberries are affected by a variety of factors during growth
and development, for this reason it is inevitable that they are of different sizes and qualities.
By grading the strawberries the price of the products for the growers is specified. Beside
the price for the growers, the planning for storage, packing, and marketing is determined
[32]. In the current system this information is used to assign the product to a customer with
particular specifications.

Packaging
The strawberries are harvested directly in package material which is used through the whole
supply chain, from grower to retailer. The package is designed to prevent the fruit from dam-
age during transport and distribution and it should be commercial attractive to customers.

2.3.3. Retailer
The cold truck with strawberries will arrive at the distribution centre of a retailer. At this point
the strawberries will be divided over supermarkets. Daily deliveries supply supermarkets
with the ordered products. The products which need to be cooled are stored in a cold store
before they are presented to the customers.
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3
Input

To predict the shelf life of a strawberry using artificial intelligence, the algorithm needs input
data to be trained on. This input data consist of features. The features have a relation with
the output of the algorithm, in this case the predicted shelf life. The stronger this relation,
the higher the predictive power. Based on literature study and interviews, relations between
shelf life and input features are determined. The potential features need to be measured, so
finally the feasibility of measuring the potential features through the supply chain is exam-
ined.

The shelf-life of products is not a static parameter but is a highly dynamic variable. The
product shelf life is affected by conditions in the environment surrounding the product. A
schematic overview of data flow for shelf life prediction is given in figure 3.1. The environ-
mental conditions are the inputs for the shelf life prediction process. The prediction of shelf
life are the output of the system. The Artificial Intelligence, visualized as the box, transfers
the incoming data into a shelf life prediction.

Figure 3.1: Data flow of Strawberry Shelf Life Prediction.
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3.1. Shelf Life Influencing Parameters
The first stage of this chapter is focused on the shelf life influencing parameters. This stage
will start with a literature survey based on this subject. Besides a literature survey, interviews
with experts about input parameters are executed. The information out of these interviews
is evaluated.

3.1.1. Literature Survey Shelf Life Prediction Of Strawberries
In the book ”Discovering the Future: Modelling Quality Matters”, Pol Tijskens describes the
most important environmental factors which affect agricultural products [33]. The most im-
portant environmental factors described by Pol Tijskens are temperature, relative humidity,
and the concentrations of oxygen, carbon dioxide and ethylene. These factors are evaluated
in the next section.

3.1.2. Temperature
A cold chain or temperature controlled supply chain provides the essential facilities and
methods required to maintain the quality and quantity of foods. Since foods can be time and
temperature sensitive in nature, they need to be properly taken care of in terms of harvesting,
preparation, packaging, transportation and handling in other words, throughout the entire
chain. Temperature is the most important factor in prolonging or maintaining the self life of
perishables [34].

Temperature control throughout the logistic chain can optimize the shelf life of a product.
Temperature is the main factor affecting all (bio)chemical processes through its effects on
activation enthalpy and entropy of the under-laying reactions. This counts for enzymatic
and non-enzymatic reactions and therefor applies to a wide range of fresh and processed
food products. A normal perception is that low temperatures will extend the shelf life of a
particular product, but not all product will extend their shelf-life at low temperatures, some
product (e.g. most tropical fruits) are sensitive to low-temperature decay, and will reduce
shelf-life [35]. In case of strawberries, the shelf life depends on the ambient temperature
[2], figure 3.2. A strawberry is stored at low temperatures around 3 degrees to extend the
shelf life. Beside the ambient temperature also fluctuating ambient temperatures have an
influence on the shelf life of a strawberry.

Figure 3.2: Spoilage of ’Elsanta’ strawberries as a function of time and temperature as predicted for two different batches of
’Elsanta’ strawberries [2].
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3.1.3. Fluctuating Temperature Profile
Strawberries with a fluctuating temperature profile will have a reduced shelf life, while those
form the semi-constant temperature profile were still have a better shelf life [36]. To estimate
the shelf life of a strawberry, the conditions of each transport should be measured to predict
the shelf life of the specific batch of strawberries concerned [2].

3.1.4. Humidity
A side effect of mechanical cooling is drying of the air, inducing weight loss and often also
affecting the product’s appearance through shrivelling. On the other hand, too high humid-
ity can induce moistening and causes rot of many fresh and processed food products. For
this reason, relative humidity is the second most important factor affecting quality [37]. No
literature is found on the effects of relative humidity on the shelf life of strawberries [38].
But other literature show the effect of Relative Humidity (RH) on the quality and shelf life of
tomatoes, bell peppers and bananas:

In case of tomatoes, the relative humidity had a significant effect on the shelf life and
over all quality. Tomatoes stored at relative humidity lower than 88 percent were softer, with
stems that appeared to be less fresh, maximum shelf life and quality was obtained when
tomatoes were stored at 92 percent [39].

The maximum self life of bell peppers was obtained with an relative humidity around 90
- 95 percent. The bell pepper had a better texture and higher nutritional value compared to
those exposed to low relative humidity [40].

During the ripening of bananas, it is more important to maintain the temperature at or
above 15 degrees than to control the level of relative humidity. The only effect of relative
humidity was on weight loss, most likely from the peel [41].

Temperature and relative humidity are critical inminimizing the difference in water vapour
pressure between the product and the environment. To minimize the water vapour pressure
deficit, the humidity of the surrounding environment should be maintained. The rate of
fruit or vegetable transpiration, and thus loss of moisture, can be reduced by raising the
relative humidity, by lowering the air temperature, by minimizing the difference between
the air temperature and the fruit temperature, by reducing air movement and by protective
packaging.

3.1.5. Atmosphere
One of the most effective methods for preserving the quality of fresh fruit and vegetables is
to store them in controlled atmosphere or modified atmosphere. The optimum gas mixture
depends on the kind of product. In case of the strawberry, a concentration of 𝐶𝑂ኼ > 20 per-
cent can cause development of off-flavors or changes the color from red to dark red or purple.
Since 20 percent 𝐶𝑂ኼ can cause undesirable changes in strawberry quality, an atmosphere of
5 percent 𝑂ኼ + 15 percent 𝐶𝑂ኼ was selected as controlled atmosphere. Results indicate that
cold air storage is more effective at 4 degrees than at 10 degrees in maintaining strawberry
quality [42].

Another research after controlled atmosphere storage technology to extend shelf life in-
dicate that wild strawberry shelf life can be effectively increased by exposing the fruits to
a cold environment and an adequate atmosphere composition. The favourable atmosphere
composition is 10 percent 𝐶𝑂ኼ and 11 percent 𝑂ኼ. This atmosphere appears to prevent fungal
growth, reduce the change in soluble solids content and acidity, and maintain an acceptable
aroma composition [43]
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3.1.6. Interviews about Shelf Life Prediction Of Strawberries
During this research several interviews are conducted. Interviews with strawberry growers,
strawberry traders, distributors and inspectors gave the following information about input
parameters.

The interviews with growers and experts concluded the following input parameters:

Grower

• Grower, every grower follows different ways to grow their products and this will influence
the product characteristics.

• Grow technique The product can be produced in open air, in tunnels or a greenhouse.

• Grow technique The soil which is used to grow the product. A soil, like sand or clay
will influence the product characteristics.

• Temperature The temperature at the moment the product is harvested.

• 𝐶𝑂ኼ rate in case of strawberry production in greenhouses present, influences the quality
of the strawberry.

• Species, every species has different characteristics. A strawberry with a high solid rate
has better conservation properties.

• Light intensity The light availability during the growing process of the strawberry in-
fluences the quality of the product.

• Quality Number, the quality number is defined at the grower and is checked at the
moment the product arrives at the distribution centre. The visual check is done by a
experienced inspector.

The interviews with strawberry traders, distributors and inspectors gave the following
information about the transport conditions which influence the shelf life of a strawberry:

Transport

• Temperature conditions form the moment a strawberry is harvested. The temperature
of the strawberry is reduced till 3 degrees Celsius. The higher the ambient temperature
the shorter the shelf life of an strawberry. This measurements in this research can be
used to see the effects of temperature on the shelf life during the storage and transport
to the customer.

• Transport time of the product to the customer has influence on the remaining shelf
life of the product when it arrives at the customer. The transport time should be kept
as short as possible.

• Humidity conditions influence the deteriorate process of the product. A high humidity
rate will reduce the shelf life of a strawberry.
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3.2. Data Logger Selection
The previous section described the input parameters which influence the shelf life of a straw-
berry based on literature survey and interviews. The scope of this research from starting at
the harvest of the strawberry and ending at the moment a consumer buys the strawberries
reduces the measureable input parameters to temperature, humidity, 𝐶𝑂ኼ/𝑂ኼ and weather
conditions during harvesting. In the current supply chain these parameters are not mea-
sured. Which means, to measure these parameters on product level a measurement system
needs to be selected. This section evaluates five different measurement systems.

Different measurement systems are evaluated to be integrated in the supply chain to mea-
sure conditional data. The systems compared in figure 3.3 are compared to each other on the
ability to measure the most important conditional data, temperature, humidity and 𝐶𝑂ኼ/𝑂ኼ.
Finally the costs of each logger and the monthly expenses are compared.

Figure 3.3: Overview of conditional measurements systems to measure data on product level.

3.2.1. CropTracer
The traceability system of CropTracer makes use of barcodes printed on the label of products.
The bar codes are scanned when the products are entering a stage in the supply chain en the
conditional data in this stage is linked to the product. The barcode printing is a cheap trace-
ability solution but the measurements are not on product level. Besides, the measurements
are done in storage or packaging areas, this systems is not able to measure the product on
a dock or the moment from harvest till the storage facility.

3.2.2. Emerson
Emerson has the most complete conditional measurement loggers available. The loggers are
able to measure temperature, humidity and 𝐶𝑂ኼ/𝑂ኼ concentrations in the air. The system
is able to measure this data real time. Which means the logger sends an update of the
measurements every minute to the data base. In this way the conditions of the product are
updated every minute on a user friendly online dashboard. A disadvantage is that the loggers
are expensive in comparison with the other data loggers and only made for single use. Which
makes as test with more than 50 loggers expensive.
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3.2.3. AHRMA

The AHRMA system is able to measure the temperature, and motion. There is no real-time
connection with a data base but the loggers are able to store the measured data for 5 days.
The logger will transmit the data to a gateway when it is in a range of 80 meters. The loggers
are relative to the other systems less expensive and can be reused.

3.2.4. Euro Pool Systems

Fruit and vegetables are distributed in folding trays. These folding trays are used through
the whole supply chain. The grower harvest the product in these folding trays and at the end
of the supply chain the customer in the supermarket buys the product out of these trays.
The trays return to a distribution centre where they will be cleaned to be reused.

The major supplier of these folding trays is Euro Pool Systems. An idea would be to
implement sensors into this folding trays which are used from the moment the product is
harvested till the product is presented in the supermarket to the customer. The company
is testing with integrated sensors but is not able to deliver 50 folding trays with integrated
sensors.

3.2.5. KPN/The Greenery

A cooperation between KPN and The Greenery is evaluated to investigate the opportunity
to build a measurements system focused on the needs of this research. A reuseable logger
which is able to measure real-time the temperature and humidity for about 100 hours costs
about 70 euros. To use this concept for a test with the need of 50 loggers, it became to
expensive.

3.2.6. Selected Data Logger

To generate a lot of data samples on product level with a small budget, the selected data
logger for this research is supplied by AHRMA. The loggers fit in the 500 gram strawberry
package and transmit their data wire-less to the gateway or online database. The data is
easily accessible by a online dashboard.

AHRMA developed a temperature and motion logger which can store the measured data
for 5 days and is able to send this data wireless to a gateway when the logger is near the
gateway (+/- 80 meter).

The basic technology is Bluetooth Low Energy which has a range of 30 meter. Ahrma
added a RF layout and antenna design which increases the range to 300 meter (open field)
and around 80 meter (inside). The temperature logger will store all recorded data with a time
stamp of the measurement if the assessed is not in range of a gateway.

The temperature logger infrastructure is transmitting data to the nearest gateway. The
gateway will pas on the data to a Microsoft Azure based cloud service. The dashboard inside
this cloud helps to manage the measured data.

Table 3.1: Sensor specifications

AHRMA Temperature Sensor Specifications
Accuracy +/- 0.5 degrees Celsius
Mearsurement Interval 10 minutes
Total Measurement Period +/- 5 days
Signal Range 80 meter
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3.2.7. Selected Parameters
The scope of this research is limited from the moment the strawberries are harvested till the
customer buys the strawberries in local PLUS supermarket. Which means some parameters
will not be measured, like the growing process of the strawberries, species, soil and fertil-
izers. The parameters inside the scope are given in figure 3.4 on the right side ”Shelf Life
Influencing Parameters”.

Figure 3.4: Overview of shelf life influencing parameters (left) and measureable parameters (right).

The remaining parameters, temperature, humidity, 𝐶𝑂ኼ/𝑂ኼ are input parameters in the
scope of this research. The budget limitation forced to choose the AHRA system. The dis-
advantage of this system is the limitation in measuring humidity or 𝐶𝑂ኼ/𝑂ኼ concentrations.
Conclusion, out of the Shelf Life Influencing Parameters, the temperature will be measured on
product level through the supply chain. The reduction of measured parameters is illustrated
in figure 3.4.

3.3. Feature Selection
The selection of features for machine learning algorithms is based on the measured data.
Good features are informative for the machine learning algorithm. In this case the output
of the machine learning algorithm is the predicted shelf life. In case of this research, an
informative feature has an relation to the shelf life of the strawberry. The stronger this
relation, the higher the predictive power of the model. To find informative features, the input
data is analysed. Based on literature study and interviews, the following relations between
the shelf life and the temperature measurements are selected.

3.3.1. Fluctuating Temperature
Fluctuating temperatures are measured when the strawberries move through the supply
chain. For example when the strawberries are moved from the field to the storage facility,
the temperature changes from 20 degrees to 3 degrees. If the strawberries are loaded into
a truck the temperature the product is moved out of the storage facility to a loading dock.
From the loading dock it is moved into a truck. The storage facility, the loading dock and the
truck have different temperatures. These conditional changes are visual in the temperature
profile. To amount of conditional changes can be measured by determining the amount of
peaks. The indication of peaks is done in the time period from grower till the strawberries
are returned to the shelf life room. The peaks are indicated by a Matlab script after the peak
correction, see figure 3.5. The number of peaks is counted and saved to be used as input
parameter for the final machine learning algorithm.
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Figure 3.5: Time-Temperature profile strawberry supply chain, peaks are removed and temperature variation of 1,5 degrees or
higher are indicated by a red circle.The temperature variation speed for each 10 minutes is visualised by the red line.

3.3.2. Average Temperature
Since the temperature is the main factor affecting all (bio)chemical processes through its
effects on activation enthalpy and entropy of the under-laying reactions, a relation between
the average temperature and the shelf life is assumed. A strawberry is stored at low tem-
peratures around 3 degrees to extend the shelf life. Beside the ambient temperature also
fluctuating ambient temperatures have an influence on the shelf life of a strawberry.

3.3.3. Reduction to Storage Temperature
The moment at which the biggest decrease of temperature is measured is the moment a
strawberry is harvested. The strawberry has at that moment the same temperature as the
surrounding air. Which is the outside temperature. The strawberry is harvested and trans-
ported to a cool storage. In this cool storage the temperature is decreased to the preferred 3
degrees.

Based on interviews with experts the relation between a fast temperature reduction to
storage temperature and the shelf life period of a strawberry is made. Which means a faster
temperature reduction to storage temperature should have a positive effect on the shelf life
of a strawberry.
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3.3.4. Time Spend In A Particular Temperature Zone
The temperature zone around 3 degrees Celsius is preferred for strawberry distribution, ac-
cording to the literature. A constant low temperature will improve the shelf life of the straw-
berries. To indicate how much time between the harvest moment and the shelf life room is
spend in the favourable temperature zone, the temperature profile measured by the temper-
ature logger is divided in temperature zones.

Figure 3.6: Time-Temperature profile strawberry supply chain, temperature zones are indicated by color. The green zones
represents temperatures between 2 and 4 degrees Celsius, the orange zones above is between 4 and 7 degrees Celsius and

the orange zone under is between 2 and -1 degrees Celsius. The red zones are above 7 degrees Celsius and under -1
degrees Celsius.

Based on literature study, the most preferable storage temperature for strawberries is
around 3 degrees Celsius. In figure 3.6 the green zones is between 2 and 4 degrees Celsius.
The orange zones above is between 4 and 7 degrees Celsius and the orange zone under is
between 2 and -1 degrees Celsius. The red zones are above 7 degrees Celsius and under -1
degrees Celsius.

3.3.5. Selection Of Features
The selection of features for machine learning algorithms is based on literature and interviews
with experts. Informative features have high predictive power. The informative features: fluc-
tuating temperatures, average temperatures, temperature reduction to storage temperature
and storage temperature will be selected as input features for machine learning algorithms
to predict the shelf life of strawberries.





4
Predicting Algorithms

The features selected in the previous chapter are the inputs parameters for the shelf life
prediction process. Coming back to the figure 4.1, a schematic overview of the shelf life
prediction is given. The prediction of shelf life (output) depends on the measured parame-
ters (input). The prediction algorithm (the box) transfers the incoming data into a shelf life
prediction. In this chapter potential prediction algorithms are evaluated.

Figure 4.1: Schematic overview of data flow for strawberry shelf life prediction.

Based on this literature survey a selection is made of algorithm which are able to predict
the shelf life of a strawberry based on the temperature measurements from the moment the
strawberries are harvested till the moment they are bought by customers.

As described in the previous chapter, the relations between input parameters and the shelf
life of a strawberry is used to predict the shelf life of a strawberry. The prediction is made
by using artificial intelligence. Artificial intelligence is a name for a wide range of algorithms
which all have different purposes. In this chapter the selection procedure is explained for
shelf life predicting algorithms.
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4.1. Artificial Intelligence
Artificial intelligence can be defined as a system which is able to correctly interpret exter-
nal data, to learn from such data, and to use those learning to achieve specific goals and
tasks through flexible adaption [44]. Machine learning is a sub-area of Artificial Intelligence
(AI), beside reasoning, Natural Language Processing (NLP) and Planning, see figure 4.2. The
different parts of artificial intelligence will be explained in the next section [3].

Figure 4.2: Artificial Intelligence is the overall category that includes machine learning and natural language processing [3]

• Reasoning allows a system to make inferences based on data. A system is never ex-
plicitly trained on a particular question, but it uses the already existing knowledge to
answer the question.

• Natural Language Processing (NLP) is used to capture the meaning of unstructured
text from documents or communication from the user. The system is able to interpret
text and spoken language. Users are able to ask as system questions about complex
data sets, without a need to code.

• Planning is the ability of a system to construct a sequence of actions to reach a final
goal. Rather than a pre-programmed decision-making process with a defined order of
actions.

• Machine Learning is one of the central topics of artificial intelligence, since it is able
to learn form environmental data. Machine learning is differentiating from other sub-
areas of Artificial Intelligence by the ability to learn and adapt a model based on the
data rather than explicit programming.

Because the surrounding conditions of products are always different it is not possible to
give a shelf life prediction based on previously enquired knowledge. Reasoning is based on
previously acquired knowledge, to answer a new question [45] and makes it less suitable for
shelf life prediction.

Natural Language Processing provides implementations for a range of applications. In
fact, any application that utilizes text is a candidate for NLP [46]. The application of shelf life
prediction is not based on text so Natural Language Processing can not by applied.

Planning is used for mobile robots, planning a travel plan, and producing a process rout-
ing for a manufacturing facility. Planning is based on a policy which will be refined based
on the resulting trajectory [47]. This refinement policy is different from the machine learning
algorithm which learning is based on local measurements.

Based on the fact that the shelf life prediction is based on the environmental charac-
teristics of the product, machine learning is preferred above Reasoning, Natural Language
Processing (NLP) or Planning.
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4.2. Machine Learning
The definition of machine learning is the ability to learn on their own without being strictly
programmed. The methodology of machine learning involves a learning process with the
objective to learn from ”experience” (training data) to perform a task. An individual example
is described by a set of variables. After the learning process, the trained model can be used
to predict new examples (testing data) using the experience obtained during the training
process.

4.2.1. Types of learning
This section explains different kinds of learning, supervised, unsupervised, reinforcement
learning and neural networks. In the next section the different learning techniques are ex-
plained based on the book of Andriy Burkov [4].

• A supervised learning algorithm contains a dataset which is labeled. The dataset rep-
resents all conditional data. A label is connect to this conditional data and learns the
algorithm.

Classification and regression algorithms are types of supervised learning. Classification
algorithms are used when outputs are restricted to a limited set of values, the output is,
for example, true or false. Regression algorithms have continuous outputs, the output
values are within a range. Most algorithms include linear regression, logistic regres-
sion and step wise regression. More complex regression algorithms are ordinary least
squares regression, multivariate adaptive regression splines, multiple linear regression,
cubist and locally estimated scatter plot smoothing [48].

• In case of unsupervised learning, the dataset is a collection of unlabeled examples.
The output of an unsupervised learning algorithm is a real number that indicates how
the unlabeled examples differ from a typical example in the dataset.

By clustering analysis elements are categorized. Neither their structure of those clusters
nor their number is known in advance. The output is completely derived by the algo-
rithm itself, it is not possible to determine the accuracy or correctness of the resulting
output. Speech recognition is an example of unsupervised learning [44].

• In semi-supervised learning, the data set contains both labeled and unlabeled exam-
ples. By adding more unlabeled datasets it seems like the uncertainty will increase.
But adding unlabeled datasets will lead to a better probability distribution.

• Reinforcement learning is used for problems where decision making is sequential, and
the goal is long-term, such as game playing, robotics, resourcemanagement, or logistics.

• Neural networks and deep learning are often used in image recognition, speech and
computer vision applications. A neural network consist of three or more layers, an input
layer, one or more hidden layers, and an output layer. A typical neural network consist
of thousands or even millions of simple processing nodes that are interconnected. When
a neural network consist of multiple layers, it is called deep learning. Deep learning is
a machine learning technique that used hierarchical neural networks to learn from a
combination of unsupervised and supervised algorithms.
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4.3. Supervised Learning

As described in the previous section, supervised learning is based on a data-set which repre-
sents the conditional data. The labels connected to particular data will learn the algorithm.
Supervised learning is divided in classification, regression and Neural Network algorithms.
Classification, Regression and Neural Network represent groups of algorithm which can be
used to predict the shelf life of a strawberry. The three groups are tested in Matlab appli-
cations which help to generate the algorithms based on the data samples measured in the
supply chain. The Matlab application will be explained in the next section.

Figure 4.3: Overview of learning algorithm for supervised learning.

4.4. Matlab Regression Learner Application

The matlab regression learner Application helps to choose between various algorithms. The
algorithms can be trained and validated. The application displays results of validated mod-
els. The models are evaluated on model accuracy, and with plots, such as response plot or
residual plot.

The Regression learner application is able to train linear regression models, Support Vec-
tor Machines (SVM), regression trees or ensembles of regression trees and Gaussian process
regression models. These 4 different models are evaluated in the next section.
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4.4.1. Linear Regression
A machine learning algorithm based on linear regression is based on the correlation between
input data and output data. This correlation is visualised by a regression line which should
be close to the training examples, for example fig. 4.4. If the training examples are far from
the linear regression line, the prediction based on the input data would have fewer change
to be correct.

Figure 4.4: Linear regression plot including training examples.

A consideration to use linear regression is that it is simple and will rarely overfit. Over-
fitting occurs when the model predicts very well labels of the examples used during training
but frequently makes errors when applied to examples that weren’t seen by the learning
algorithm during training [4].

4.4.2. Support Vector Machine
Data is separated by a decision boundary or hyperplane. The equation of the hyperplane is
given by two parameters, a real valued vector W, feature vector x and a real number b, given
in the next equation:

𝑊𝑥 − 𝑏 = 0 (4.1)

Figure 4.5: Linear regression plot including training examples [4].
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To find out how well the algorithm is able to classify new examples, the distance between
the closest examples of two classes is important. In case of figure 4.5, the margin between
the blue and orange data points. A large margin contributes to a better generalization. The
form of the decision boundary determines the accuracy of the model, the form is mathemat-
ically or algorithmic ally computed based on the training data. The larger the set of training
examples, the more unlikely that the new examples will be dissimilar to the examples used
for training.

Figure 4.6: Linearly non-seperable cases, the presence of noise [4]

In some cases, it is impossible to separate the two groups of points because of noise in the
data, errors of labeling or outliers. For data on the wrong side of the decision boundary, see
figure 4.8, the function’s value is proportional to the distance from the decision boundary.
The following cost function will be minimized:

𝐶‖𝑤‖ኼ + 1
𝑁

ፍ

∑
።ኻ
𝑚𝑎𝑥(0.1 − 𝑦።(𝑤𝑥። − 𝑏)) (4.2)

The hyperparameter C determines the trade off between increasing the size of the decision
boundary and ensuring that each 𝑥። lies on the correct side of the decision boundary. The
SVM algorithm will try to find the highest margin by completely ignoring misclassification,
because a high value for C will negligible the second term in the cost function.

A larger margin is better for generalization. The value of C regulates the trade off between
classifying the training data well (minimizing empirical risk) and classifying future examples
well (generalization).
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4.4.3. Decision Tree Learning
A decision tree learning consist of branching nodes which each have a particular value. The
path followed through the tree is based on the value of the feature vector. If the value of the
feature is below a specific threshold, then the left branch is followed. If the feature is above
the specific threshold, then the right branch is followed. The final node is called the ”leaf
node”, where the decision is made about the class to which the example belongs.

Figure 4.7: Decision Tree learning algorithm overview, example is given with input number 2.

4.4.4. Gaussian Process Regression
Contrary to other learning algorithms that forget training data after the model is built, Gaus-
sian Process Regression keeps all training examples in memory. Once a new example comes
in, the algorithm finds training examples closest to the data sample and returns a prediction.

This principle is based on the K-Nearest Neighbors. In which the K represents the number
of training data point lying in proximity to the test data. The nearest training data points
are used to predict a new data sample. In case of shelf life prediction, the system is trained
by data samples with a known shelf life, the ’neighbors’. The shelf life of a new data sample
with an unknown shelf life will be predicted based on the nearest ’neighbors’ [5].

Figure 4.8: K Nearest Neighbours, left K=5, five ’neighbors’ are selected, right K = 9, nine ’neighbors’ are selected [5].

A Gaussian process uses lazy learning and a measure of the similarity between points
(kernel function) to predict the value for an unseen point from training data for a really wide
range of patterns. Lazy learning is a method which isn’t trained in advance, regarding to
Linear Regression the work is done when an input item is presented.
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4.5. Neural Network Fitting Application
The integration of neural networks in our common lives is growing. Presently, automated
guidance in cars, vehicle scheduling and routing systems make are all applications based on
neural networks. The question rises, is it possible to integrate a neural network to predict
the shelf life of a strawberry?

To test the prediction accuracy of a Neural Network, the Neural Network Fitting Applica-
tion is used. This applications is a GUI which automatically generates command-line scripts.
The biggest part (95 percent) of the measured data sets are used for training the algorithm
and a small part (5 percent) is used to validate the algorithm.

The neural network can optimised in three different ways, with Levenberg-Marquardt,
Bayesian Regularization and the Scaled Conjugate Gradient optimisation algorithm. The op-
timization of the neural network is visualised in figure 4.9. The training of the neural network
is based on the measured data samples and the actual shelf life determined by the inspector.
The neural network is learning from the data samples and evaluates the predictions with the
actual shelf life. This is an iterative process in which the predicts are optimised. The way the
neural network is optimising the predictions is based on the optimisation algorithm. Three
different optimisation algorithms are evaluated in the next section.

Figure 4.9: Neural Network architecture generated by Matlab Neural Network fitting application.

Optimisation Algorithms
The first evaluated neural network learning algorithm is Levenberg-Marquardt This algo-
rithm is a regularly used optimization algorithm [49]. It is efficient when the network contains
low number of data samples [50]. So is recommended for most problems. This algorithm typ-
ically requires more memory but less time compared to Bayesian Regularization or the Scaled
Conjugate Gradient Trainer.

The Bayesian Regularization algorithm requires more process time to generate the opti-
mum model but normally results in good generalization for difficult, small or noisy data sets,
according to information given by the Matlab Neural Network application.

The Scaled Conjugate Gradient training algorithm requires less memory. The algorithm
is based up on a class of optimization techniques well known in numerical analysis as the
Conjugate Gradient Methods. For large problems Scaled Conjugate gradient is recommend as
it used gradient calculations which are more memory efficient that the Jacobien calculations
the other two algorithms use.
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4.6. Learning Algorithm Selection Criteria
A selection is made in the machine learning algorithms which are able to predict the shelf
life of a strawberry. But what kind of regression learning algorithm or neural network suits
best these data examples. In the next section the selection criteria are evaluated to find the
most accurate shelf life prediction model. The algorithms are trained, validated and tested in
Matlab. Matlab helps with the selection of the most accurate algorithm based on the following
criteria:

• Root Mean Square Error (RMSE)
One of the validation indicators is the Root Mean Square Error (RMSE). In this research
the RMSE value gives the difference between the measured shelf life and the actual shelf
life. A learning algorithm with the lowest RMSE is favourable. The RMSE value is also
an indication for overfitting. If the RMSE value of the test set is higher than the training
set, it is likely that the model overfit the data.

𝑅𝑀𝑆𝐸 = √1𝑛Σ
፧
።ኻ(𝑦። − �̂�።)ኼ (4.3)

• Mean Squared Error (MSE)
The MSE measures average squared error of the shelf life predictions. For each pre-
diction, it calculates square difference between the actual shelf life and the predicted
shelf life and then average those values. Like the RMSE value the MSE values is also
an indication for overfitting.

𝑀𝑆𝐸 = 1
𝑛Σ

፧
።ኻ(𝑦። − �̂�።)ኼ (4.4)

The selecting the algorithm based on the RMSE and MSE is based on a research of Chai
and Draxler [51] how conclude that RMSE is more appropriate to use when errors follow
a normal distribution. The expectation is that the predicted shelf life will have a normal
distribution around the actual shelf life.
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4.7. Learning Algorithm Evaluation
To evaluate a learning algorithm this section presents a criteria to test a particular learning
algorithm. The criteria under- or overfitting is a way to find out if a learning algorithm is able
to predict the labels of the data it is trained on.

4.7.1. Divide Data Examples In Three Sets
To build a model it is advised [4] to divide the available data into three distinct sets of labeled
examples, the default settings are:

• Training set (70 percent)

• Validation set (15 percent)

• Test set (15 percent)

A model which is able to memorize all training examples and uses this memory to predict
their labels will work perfectly. A validation of this algorithm with the same data which is
used for training will be useless. The validation is only value-added if it is able to predict
based on data which it has never seen.

The training set will be used to develop a model, the validation set will be used to choose
the right learning algorithm and the best values of hyperparameters. And last but not least,
the test set will be used to asses the final model.

A way to compare the performance of the model on the training and test data is to use a
type of average loss function. For example, the mean squared error (MSE) of the model. If
the MSE of the model on the test data is higher than the MSE obtained on the training data,
this is a sign of overfitting [4].

4.7.2. Underfitting
When an algorithm makes mistakes on the training data, it has a high bias or it underfits.
Underfitting is an indication to validate a model to predict well the labels of the data it is
trained on. The reasons for underfitting, given by Burkov [4]:

• The model is too simple for the data.

• The features you engineered are not informative enough.

A model is to simple when a dataset looks like a curved line, but our model is a straight
line. The features are not informative enough when the features are not good predictors for
a particular effect. The model doesn’t have a meaning full relationship with the features used.

To solve these kind of problem of underfitting, it is advised by Burkov [4] to generate a
more complex model or to engineer features with higher predictive power.
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Figure 4.10: Examples of underfitting (left), good fit, (right), and overfitting (right) of a regression model [4].

4.7.3. Overfitting
Another name for overfitting is the problem of high variance. A model that overfits or has
a high variance predicts the training data very well, but poorly on the validation data set.
Reasons for overfitting are given by Burkov [4]:

• The model is to complex for the data.

• You have too many features but a small number of training examples.

When the model is to complex it means the models is adapted to much on the features of
the training data (fig. 4.10), the model would be significant differ when other samples of data
are used as training data. This is the reason why a model which overfits performs poorly on
new data.

The simplest models can also overfit test data. This happends when data is high-dimensional,
but the number of training examples is relatively low. For example a learning algorithm can
build a model, which finds very complex relationships between all available features to predict
labels of training exampels perfectly. But this model will predict the labels of the validation
data set poorly because the model learned also the noise in the values of the features of the
training examples.

Solutions to solve overfitting given by Burkov [4]:

• Start with a simple model, linear in stead of polynomial regression, or SVM with a linear
kernel instead of RBF, a neural network with fewer layers/units.

• Reduce the dimensionality of examples in the dataset (use dimensionality reduction
techniques).

• Add more training data.

• Regularization (most widely used approach to prevent overfitting), regularization leads
to a slightly higher bias but will reduce the variance.
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4.7.4. Cross-Validation
When training examples are limited, the available data can be split into a training and a
test set. The validation set can be simulated by cross-validation. Cross validation works as
follows [4]:

The first step is to fix the hyperparameters to evaluate, a hyperparameter is a property
of a learning algorithm, usually having a numerical value. The value influences the way the
algorithm works and are not learned by the algorithm itself from data. The value of a hyper-
parameter needs to be set manually.

The hyperparameters need to be found experimentally. A descend way to do that is to use
a grid search, random search or Bayesian Hyperparameter optimization. Grid search makes
use of a discrete set of values to explore for each hyperparameter. Random search provides
a statistical distribution for each hyperparameter from which values are randomly sampled.
Bayensian differs from random grid search by using evaluation results to choose the next
values to evaluate. The next value is chosen based on those that have done well in the past.

The next step is to divide the training set into subsets of the same size. For example into
5 subsets 𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹ኾ,𝐹. The first model uses the first 4 subsets 𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹ኾ for training, the
fifth model 𝐹 is used to validate the trained model. The second model uses 𝐹ኾ as validation
subset and the other subsets are used for training 𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹. After interactively building
these models, the average of the five values will generate the final value.

4.8. Selected Algorithms
This chapter starts with the introduction of artificial intelligence. Besides machine learning
the natural language processing, planning and reasoning models are evaluated for predicting
shelf life of a strawberry. The ability to learn from and adapt a model based on the data rather
than explicit programming is the reason for selecting machine learning for the prediction of
shelf life of a strawberry. The learning process of machine learning is based on features and
labels, the labels are the actual shelf life determined by an inspector in the shelf life room.
Because of the use of labels, this research is based on supervised learning. Supervised
learning can be divided classification, regression and neural network models. The inputs
are continuous and the outputs are continuous. This means classification is not suitable,
but the regression and neural network models are applicable for predicting shelf life of a
strawberry.
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Research Methodology

5.1. Introduction
The research methodology will explain how the best possible approach is chosen to answer
the problem statement and the research question. Mean while, the obstacles in collecting
and analysing data will be described. This research methodology will reference to existing
research in the field and how this research took a novel approach to address a gap in the
literature.

The methodological approach of this research is similar to mathematical modelling. It is
similar but not the same, because this research makes used of a black box model instead
of building a mathematical model. The black box is the machine learning algorithm. This
research is focused on the input and output of this black box. What happens inside the
black box, or machine learning algorithm is outside the scope of this research. This research
methodology is divided in four categories, system analysis, machine learning selection, test-
ing and use. The steps define the process to build a black box model which can predict self
life of a strawberry.

The process starts with the method of data collection. Next subject is the way the data
is processed and the computer programs used for this purpose. The method for machine
learning feature selection will be discussed before the procedure to select the best suited
learning algorithm will be explained.

5.2. System Analysis
In the section System Analysis collection the tools, techniques and procedures used for data
collection for this research are evaluated. The characteristics of the temperature logger and
the integration of the temperature loggers in the supply chain is described. Before this data
is used for this research, it is processed. The process starts with data import from the tem-
perature sensors. This time-temperature profile is analysed and noise is removed. Finally, a
description is given of the way features are generated out of the processed data.
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5.2.1. Strawberry Supply Chain
The supply chain of strawberries from grower till customer is the scope of this research. In
Chapter 2, ”Supply Chain Overview”, a detailed description of the actors and the processes
in the supply chain is given. At the moment a strawberry is harvested, a data logger is
implemented into the system. The temperature logger is distributed through the supply
chain to the supermarket. In the next section the tools, techniques and procedures used for
data collection for this research are evaluated. The characteristics of the temperature logger
and the integration of the temperature loggers in the supply chain is described in the next
section.

Data Collection
The temperature loggers are supplied by AHRMA. AHRMA, situated in Deventer, has devel-
oped a temperature and motion logger which can store the measured data for 5 days and is
able to send this data wireless to a gateway when the logger is near the gateway (+/- 80meter).

During the research period strawberries where imported from the south of Spain. The
scope of the supply chain starts at a grower located near Huelva, Spain. At the moment the
strawberry is harvested the temperature logger is placed in a 500 grams package filled with
strawberries, see figure 5.1.

The package with logger is transported through the supply chain to be removed from the
supply chain at the supermarket. To make sure all participants in the supply chain where
informed about this measurements, a clear instruction document was generated for each
stage. The next section will explain the method used to measure the temperature through
the supply chain.

Grower
The supplied temperature loggers where transported to the grower. The grower was in-
structed to use six loggers a day and put them in separate packages of 500 gram straw-
berries. These six packages where distributed in separate carton boxes of 12 packages each
(fig. 5.2).

Figure 5.1: Sensor in package of 500 gram strawberries. Figure 5.2: Strawberries distributed in carton box.
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Distribution Center The Greenery
The six temperature loggers, are distributed to the distribution centre of The Greenery located
at Breda. The loggers connect with the gateway installed at the loading docks to transfer the
measured temperature data. The boxes which include a temperature logger are marked with
orange tape, see figure 5.3.

Figure 5.3: Pallet loaded with boxes filled with 12 packages of 500 gram strawberries.

An inspector removed the six packages with sensor from the pallet and prepared five empty
boxes in which five of the six packages with sensor were transported to a PLUS distribution
centre. One of the six packages stayed at the distribution centre of The Greenery in Breda.
This package went straight into the shelf life room. The package was stored in the shelf life
room under constant conditions (10 degrees Celsius, 85 percent humidity).

The other five packages where packed in prepared boxes (fig. 5.4) and labeled with a
code which was unique for each supermarket. These five boxes including 500 gram straw-
berries and temperature logger are transported to the distribution center of PLUS along with
the daily shipment of strawberries. The distribution centre of PLUS is located at Barendrecht.

Figure 5.4: Pallet loaded with boxes filled with 12 packages of 500 gram strawberries.
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Distribution Center PLUS
The five packages including temperature loggers arrived at the distribution center of PLUS
along with the daily delivery. One of the packages was stored at the distribution centre of
PLUS (Hollander), the other four boxes were distributed to four selected local supermarkets.
Just like the rest of the strawberries the packages were stored and order picked for particular
PLUS supermarkets. Together with other products the strawberries were delivered at local
PLUS supermarkets. At the supermarkets the products were unloaded and transported to
the cool storage before it is presented for customers or in our case removed from the supply
chain to return to the shelf life of The Greenery.

Shelf Life Room
The packages with strawberries including a temperature logger were collected at 4 different
supermarket locations and the distribution centre of PLUS. The locations of the supermar-
kets are selected in the area of the distribution centre of The Greenery. After collecting the 5
packages, they were transported to the distribution centre of The Greenery in Breda.

An inspector will check the quality of the strawberries at the moment they arrive at the
distribution center. The inspector is reviewing the quality for 6 days once a day. In this way
the shelf life of the strawberries is evaluated.

After 7 days, the logger is removed from the strawberries and the temperature data is
saved. All findings of the inspector all registered and the maximum shelf life for each package
is documented. The used temperature loggers are collected and shipped to the grower in
Spain to be re-used for a second time.

Overview
An overview of the way temperature loggers moved through the supply chain is given in figure
5.5. The overview shows the 6 temperature loggers through the supply chain. The packages
of strawberries including a temperature logger are collected and transported to the shelf life
room located at the distribution centre of the The Greenery at Breda. In this shelf life room
the quality of the strawberries are inspected every day.
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5.2.2. Data Analysis
All collected data is inspected on measurements failures. Data from temperature loggers
which did not function properly are rejected. The random peaks are filtered out of the tem-
perature data. Out of this data the features and labels are selected. These features and
labels are used to train regression learning and neural network algorithms.

Import Data
At the moment a temperature logger is in the range of a gateway, it will start to transfer
the temperature measurements of the last 5 days to the gateway. This data is saved on a
server and is available in several minutes. This data is downloaded and opened in excel. This
excel sheet shows the temperature and the moment of the measurement measurement with
a interval of 10 minutes.

Data Processing
The measured data is checked on missing data points or periods where the sensor didn’t
measure the temperature, see figure 5.6. Occasionally the temperature data was not avail-
able because of the limited storage capacity. The sensor storage is limited to 5 days, after a
time period of 5 days the oldest data is overwritten. So it is important that the temperature
loggers where located in the rage of the gateway to transfer the measured data every 5 days.
Temperature profiles with missing measurement periods are not used in this research.

Figure 5.6: Time-Temperature profile strawberry supply chain, period without measurements is indicated.

Another correction on the data used for this research is the removal of peaks which did
occur in the time-temperature profile. The peaks did occur randomly and have a temperature
difference over 10 degrees with their previous and next measurement. All variations higher
than 10 degrees are filtered out. The removed peaks are given in a plot in figure 5.7.

Figure 5.7: Time-Temperature profile strawberry supply chain, peaks are indicated by arrows.

5.2.3. Selection Of Features
The selection of features for machine learning algorithms is based on the measured data.
Good features have high predictive power, this means that there is a clear correlation be-
tween the feature and the label of the data. The evaluated figures show the correlations
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between shelf life and fluctuating temperatures, average temperatures, temperature varia-
tion, storage temperature and throughput time. The correlations are based on temperature
measurements. The measurement period starts from the moment the strawberries are har-
vested till they arrive at the shelf life room located at the distribution centre of The Greenery
at Breda.

5.3. Machine Learning Selection
The measured data is analysed an will be used as input for a machine learning algorithm.
Regular machine learning algorithms are discussed in Chapter 4, ”Predicting Algorithm”. To
get the most accurate prediction these algorithms are compared to each other based on the
measured data samples. The best performing algorithms are selected to be tested on a new
data sample which is not used for training or validation.

5.3.1. Regression Algorithm Selection
After selecting features and labels out of the collected data, these features and labels are
used to train regression learning algorithms. The regression learner application of Matlab
will is used to find out how many folds will result in the lowest RMSE value and to find the
most accurate regression algorithm based on the selection criteria.

To find the most accurate algorithm for predicting the shelf life, 19 different regression
algorithms are trained by the Matlab regression learner application. These algorithms are
evaluated and finally tested on predicting the shelf life based on the available data samples.
To use these data samples in an optimal way, cross validation is applied. The next section
will evaluated the method of cross-validation and the selection of learning algorithm.

Cross-Validation
This section describes the cross-validation process. To use the available data examples as ef-
ficient as possible cross validation is applied [4]. The available data is divided into a training
and a test set. The validation set can be simulated by cross-validation. In this way more data
is available to train the model which will result in higher accuracy of the trained model. The
method of cross validation is explained in the next section with an example of 5 folds, this
means the available data samples are divided in 5 groups with a similar amount of samples.

To give an example of cross-validation, cross validation with 5 folds is described. The first
step is to dived the test set into 5 subsets 𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹ኾ,𝐹. The first model uses the first 4 subsets
𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹ኾ for training, the fifth model 𝐹 is used to validate the trained model. The second
model uses 𝐹ኾ as validation subset and the other subsets are used for training 𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹,
see figure 5.8. After interactively building these models, the average of the five values will
generate an average value. This average value is representative for the regression model and
will be used to select the most accurate regression model.
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Figure 5.8: Flow chart of cross validation, data samples divided in 5 subsets.

Selection Criteria
Regression algorithms are selected based on the Root Means Square Error value. In the lit-
erature survey (chapter 4.6 ”Learning Algorithm Selection Criteria”) the selection criteria for
regression learning algorithms are introduced.

When the regression algorithm is validated a Root Mean Square Error value is calculated.
This value is the first indication of the final accuracy of the predictions generated by the
regression algorithm.

5.3.2. Neural Network Selection
The data samples are used to train a neural network with different training algorithms. The
optimisation algorithms used are Levenberg-Marquardt, Bayesian Regularization and the
Scaled Conjugate Gradient. The neural networks are tested with different number of layers
which showed different deviation values. The number of layers with the least deviation be-
tween the predicted shelf life and the the determined shelf life is selected for each different
training algorithm. Three different optimisation algorithms will be compared to each other
and to the regression learning algorithms in the predicting shelf life test.
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5.4. Testing Machine Learning Algorithms
The selected machine learning algorithms are tested on new data. This data is not used for
training or validation of the algorithm. By testing the selected algorithms on new data, the
accuracy of the system will be evaluated. The following section will explain how the selected
algorithms are evaluated.

To validate the accuracy of the system, the selected machine learning algorithms are com-
pared to each other. The difference between the predicted shelf life and the actual shelf life
of a strawberry is given for each algorithm. To evaluate the differences and the accuracy of
the system the following statistical tools are used:

• Standard Deviation

• Mean Squared Error (MSE)

• Root Mean Squared Error (RMSE)

5.5. Using Models
The test results compare the shelf life predictions of selected machine learning algorithms
with each other. These results will be evaluated with a confidence interval and a probabil-
ity distribution. Based on this result evaluation an algorithm will be chosen which is most
suitable to implement in the current strawberry supply chain.

Going back to the research problem, the question was ”How can artificial intelligence con-
tribute to a better shelf life prediction of a strawberry based on temperature measurements
from grower till customer?”. The implementation of shelf life prediction is not tested. But the
following potential implementations are evaluated:

• Objective Quality Control

• Customer Assignment

• Dynamic Pricing





6
Results

This chapter is divided in three parts based on the schematic overview of the shelf life pre-
diction process, see figure 6.1. This chapter will show the measurements of the temperature
loggers. Based on these measurements the machine learning input parameters are deter-
mined. These input parameters are used to train, validate and test the regression and neural
network models. The results of the regression and neural network models will be evaluated
and finally a selection of these models will be tested on new data samples which are not used
for training or validation. To compare the results to each other and find how accurate the
machine learning algorithms can be. Finally the potential improvements for the strawberry
supply chain will be discussed.

Figure 6.1: Viewing the Strawberry as a system with input and output [6].

6.1. Input Parameters
The data measured by temperature loggers in the supply chain is downloaded from a online
database. This data is cleared from measurement faults before it is used to determine the
relations between, for example, average temperature and other relations described in chapter
3.1, ”Input Parameters”.

6.1.1. Measured Data
During the research everyday 6 loggers where implemented into the strawberry supply chain.
Each logger ended up at a different location. 55 data samples are used in total in this re-
search. For all these data samples features were determined. A plot of the derivative of the
temperature profile and the location of peaks is shown for these 6 loggers on the next page,
see figure 6.2.

47
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6.1.2. Features
Features are input parameters which are generated based on the measured temperature pro-
file. These features used in this research have a relation with the shelf life. This relations
are based on literature and interviews with experts, see chapter 3.1 ”Shelf Life Influencing
Parameters”.

The features are determined for each data sample and measured by the temperature log-
ger. The feature values for each data sample are shown in Appendix A. The feature data is
used as input for machine learning algorithms.

Feature Correlation
The correlation between features is evaluated by plotting the measured results. The plots
are attached in Appendix B. The plots show a wide spread of measurements. Which make
the correlation between features and shelf life weak. The least square line is used to give an
impression for correlation but is not sufficient to conclude a correlation between the features
and shelf life. The amount of data samples is low, when out of bound date points are left out
the line changes its direction. Which indicates a weak correlation.

6.2. Prediction Model
The collected temperature data was analysed and used to find the most accurate prediction
model. To find the most accurate shelf life prediction given by a regression model the regres-
sion learner application of Matlab was used. The regression learning application is able to
compare 19 different regression learning algorithms with each other based on the measured
data samples.

6.2.1. Selection Regression models
The results of cross-validation of the 19 different regression models for different amounts
of folds are compared in the table 6.1. This table is used to select the lowest RMSE values
independent of the amount of Cross Validation Folds (CVF).

RMSE Value
One of the validation indicators is the Root Mean Square Error (RMSE). The learning algo-
rithm with the lowest RMSE is favourable, see Chapter 4.6 ”Learning Algorithm Selection
Criteria” for more detailed information about the RMSE value.

Folds
The values in bold are the lowest values for five different regression learning models. The
values are generated with the data samples divided in 5 and 10 folds. The folds are used
for cross validation, explained in chapter 5.3.1, ”Regression Algorithm Selection”. In case 5
folds are used by the Regression Learner Application, the total amount of samples is divided
by 5. An example is given in Appendix A. The samples are divided in 𝐹ኻ,𝐹ኼ,𝐹ኽ,𝐹ኾ,𝐹.
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Table 6.1: Cross validation results for different amounts of folds, RMSE overview of regression learning algorithms generated by
Matlab.

(CVF: 2)
RMSE

(CVF: 5)
RMSE

(CVF: 10)
RMSE

(CVF: 15)
RMSE

(CVF: 20)
RMSE

(CVF: 25)
RMSE

Linear Regression Models
Linear 1.56 1.31 1.26 1.33 1.25 1.21
Interactions 13.56 25.94 40.02 57.33 56.25 27.13
Robust 1.57 1.40 1.26 1.32 1.26 1.21
Stepwise Linear 1.62 1.30 1.64 1.55 1.52 1.61

Regression Trees
Fine Tree 1.48 1.43 1.39 1.41 1.40 1.60
Medium Tree 1.33 1.21 1.28 1.30 1.31 1.30
Coarse Tree 1.21 1.23 1.22 1.23 1.23 1.23

Support Vector Machine
Linear 1.26 1.10 1.22 1.21 1.25 1.26
Quadratic 1.39 1.42 1.41 1.31 1.48 1.46
Cubic 1.43 1.66 1.85 1.63 2.12 1.73
Fine Gaussian 1.20 1.21 1.19 1.20 1.20 1.19
Medium Gaussian 1.23 1.13 1.14 1.17 1.19 1.16
Coarse Gaussian 1.20 1.15 1.17 1.18 1.29 1.18

Ensemble
Boosted Trees 1.36 1.25 1.29 1.36 1.29 1.30
Bagged Trees 1.30 1.19 1.21 1.24 1.21 1.25

Gaussian Process Regression
Squared Exponential 1.30 1.22 1.21 1.23 1.23 1.24
Matern 5/2 1.29 1.21 1.20 1.22 1.22 1.23
Exponential 1.24 1.18 1.18 1.21 1.20 1.22
Rational Quadratic 1.30 1.22 1.22 1.23 1.24 1.24

Selected Algorithms
The regression algorithms with the lowest RMSE values are presented in table 6.2. This table
shows the amount of folds used and the RMSE values out of the previous table, table 6.1.
The minimum, maximum and average deviations are calculated based on the data samples
which are selected for training and validation. The regression algorithms given in table 6.2
will be tested on data samples which is not used for training or validation of the algorithm.

Table 6.2: Overview of prediction accuracy of the selected learning algorithms

Hidden
Layers RMSE

Support Vector Machine
Linear 5 1.10
Fine Gaussian 10 1,19
Medium Gaussian 5 1.33
Coarse Gaussian 5 1.15

Gaussian Process Regression
Exponential 10 1.18

Depending on the optimal accuracy every linear regression algorithm has a particular
amount of folds. Table 6.2 shows the amount of folds used for each regression learner algo-
rithm in the first column. The accuracy is described by the Root Means Square Error which
is shown in the second column.
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6.2.2. Selection Neural Network Models
Besides the regression algorithms, the accuracy of neural networks with different kind of
optimisation algorithms is evaluated on accuracy. Like the regression models, the same data
samples are used to train Neural Network.

6.2.3. Number of Layers
To compare the results of the hidden layer iterations for each learning algorithm, the results
are given in a plot. Each learning algorithm was tested 5 times on each layer. The average
value of the 5 times is shown as thick line in the plot. The average RMSE for the number
of hidden layers between 2 and 16 are provided in the following plots for the three selected
optimisation algorithms, Levenberg-Marquardt, Bayesian Regularization and the Scaled Con-
jugate Gradient Trainer.

Levenberg-Marquardt
The characteristics of this training algorithm is that it uses more memory but less time com-
pared to the other Neural Network learning algorithms used in this research. This optimisa-
tion procedure will stop when the mean square error of the validated samples is increasing.

Figure 6.3: Hidden layer selection plot for Levenberg-Marquardt optimisation algorithm.

Figure 6.3 shows the average RMSE using the Levenberg-Marquardt optimisation algo-
rithm for the amount of hidden layers between 2 and 16. The average value of the 5 rep-
etitions for each number of hiddenlayer is given as the thick blue line. The lowest average
deviation percentage is generated by 10 hidden layers.
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Bayesian Regularization
This algorithm needs more time to train the input data but the results are better for difficult,
small or noisy datasets compared to the other Neural Network optimisation algorithms used
in this research. The training stops according to adaptive weight minimization (regulariza-
tion).

Figure 6.4: Hidden layer selection plot for Bayesian Regularization trainer.

Figure 6.4 shows the average RMSE using the Bayesian Regularization Trainer algorithm
for the amount of hidden layers between 2 and 16. The average value of the 5 repetitions
for each number of hidden layer is given as the thick blue line. The lowest average deviation
percentage is generated by 10 hidden layers.

Scaled Conjugate Gradient
This algorithm is able to train the input data with less computational force. This optimisation
algorithm stops the training procedure when the RMSE is increasing.

Figure 6.5: Hidden layer selection plot for Scaled Conjugate Gradient trainer.

Figure 6.5 shows the average RMSE using the Scaled Conjugate Gradient Trainer algo-
rithm for the amount of hidden layers between 2 and 16. The average value of the 5 repetitions
for each number of hidden layers is given as the thick blue line. The lowest average deviation
percentage is generated by 12 hidden layers.
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The previous plots show the RMSE value for each neural network layer size. The RMSE
values of the three different optimi algorithms are compared to each other in table 6.3. The
amount of layers is given in the first column and the lowest average RMSE value based on 5
iterations that can be found in the second column.

Table 6.3: Overview of prediction accuracy of the selected neural networks.

Hidden Layers Root Mean Square Error
(RMSE)

Neural Network Fitting
Levenberg-Marquardt 10 0.72
Bayesian Regularization 10 1,01
Scaled Conjugate Gradient 12 1,00
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6.3. Shelf Life Prediction Results
The next step is to find out how accurate the regression learning algorithms can be. In
the previous section, regression and neural network models were selected. These selected
algorithms were trained on the same data samples which are used to select the learning al-
gorithms. To see how accurate machine learning can be, the selected algorithms are tested
on data which is not used for training or validation. Each machine learning algorithms will
predict the shelf life based on 10 data samples. The outcome of this test will be evaluated.

6.3.1. Data Samples
The data samples used to compare the different machine learning algorithms is shown in
the first column of table 6.4. The numbers represent the temperature logger which is used
to measure the temperature through the supply chain. This code can be traced back in the
data base to give more information about the measured period.

6.3.2. Actual Shelf Life
After running through the supply chain, each package of strawberries including tempera-
ture sensor is returned to the shelf life room. The strawberries stay in the self life room for
7 days, during these days an inspector determines the deterioration of the strawberries and
decides the moment of expiring. The moment of expiring is the end of the shelf life. This is
all documented in an excel sheet, an examples is given in Appendix D.

6.3.3. Predicted Shelf Life
The output of each machine learning algorithm is given in table 6.4. The predicted shelf life
for each data sample is generated by selected regression and neural network algorithms. The
predicted shelf life is provided in days.

6.3.4. Deviation
The deviation is the difference between the predicted shelf life and the actual shelf life de-
termined by the inspector. The difference is used to determine the most accurate shelf life
prediction algorithm. is given in the lowest rows of the table. The average deviation is given
in days and in percentage of the actual shelf life.
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6.4. Shelf Life Prediction Results Evaluation
The shelf life prediction results are presented in table 6.4. The deviation between the actual
shelf life and the predicted shelf life is given in days and in a percentage. In this section the
results will be analysed and validated. The reliability of the shelf life prediction generated by
the selected algorithms is given in a confidence interval.

6.4.1. Absolute Prediction Accuracy
Based on the test results in table 6.4 the accuracy of learning algorithms is around 0.5 -
0.6 days. The deviation expressed in percentage shows an accuracy between 12.4 and 14.5
percent. The algorithm how has the lowest deviation is the Neural Network trained with a
Levenberg-Marquard algorithm,

6.4.2. Underfitting / Overfitting
A way to compare the performance of the model on the training and test data is to use a type
of average loss function. For example, the mean squared error (MSE) of the model. If the
MSE of the model on the test data is higher than the MSE obtained on the training data, this
is a sign of overfitting [4].

Table 6.5: MSE values for training and testing of the selected machine learning algorithms.

Folds/Layers Training
MSE

Test
MSE

Difference
Training - Test

Supper Vector Machine
Linear 5 1.6 0.55 1.05
Fine Gaussian 10 1.57 0.39 1.18
Medium Gaussian 5 1.35 0.52 0.83
Coarse Gaussian 5 1.49 0.41 1.08

Gaussian Process Regression
Exponential 10 1.57 0.37 1.20

Neural Network
Levenberg-Marquardt 10 1.85 0.41 1.44
Bayesian Regularization 10 1.15 0.42 0.73
Scaled Conjugate Gradient 12 0.88 0.51 0.37

The training MSE values are given by the Matlab regression learner application, and the
neural network fitting application based on the training/validation of the machine learning
algorithm. The test MSE values are based on the difference between the predicted shelf life
and the actual shelf life.

The MSE of the model on the test data is lower than the MSE obtained on the training
data. This means that there is no overfitting in the prediction of shelf life of the strawberries.
If there is on overffitting, it could be that there is underfitting. Signs of underfitting is a large
bias, the deviation between the predicted shelf life and the actual shelf life in table 6.4 is
about half a day. This deviation is good but the fact that there is overfitting means that it
can be improved by a more complex model or the features are not informative enough.

6.4.3. Confidence Interval
In this case the only output is the prediction of shelf life of strawberries. To assess the
accuracy of the prediction the prediction errors given in table 6.4 are used. Based on the
deviations between predicted shelf life and the actual shelf life, given in Appendix C, the 95%
confidence interval is determined. The interval values are given in table 6.6.
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Table 6.6: Overview of the 95 % confidence interval for each machine learning algorithm.

Interval
Left
(days)

Mean
(days)

Interval
Right
(days)

Distance
Interval
(days)

Supper Vector Machine
Linear -0.53 0.03 0.59 1.12
Fine Gaussian -0.43 0.04 0.51 0.94
Medium Gaussian -0.63 -0.09 0.45 1.08
Coarse Gaussian -0.39 0.09 0.57 0.95

Gaussian Process Regression
Exponential -0.51 -0.05 0.41 0.91

Neural Network
Levenberg-Marquardt -0.54 -0.05 0.42 0.97
Bayesian Regularization -0.36 -0.06 0.60 0.96
Scaled Conjugate Gradient -0.66 -0.13 0.40 1.06

The exact values for the 95% confidence interval is provided for the selected algorithms
are compared in table 6.6. The interval boundaries are given on each side of the mean. The
distance between the interval boundaries is provided in the last column. The machine learn-
ing algorithm with the smallest boundary is the Exponential Guassian Processs Regression.

The 95% confidence interval is plotted with red lines in the figures on the next page (fig.
6.6 - 6.13). This figures show the probability density for measured deviations in prediciting
shelf life of a strawberry. The next section will continue on this topic.
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6.4.4. Probability Density Function
In the next section the probability distribution is given based on the deviation between the
actual shelf life and shelf life prediction by the selected machine learning algorithms, see
figure in Appendix C.

A probability distribution is a mathematical function that provides the probabilities of
occurrence of different possible outcomes in a experiment. The are two kind of Probability
distributions. A discrete probability distribution, applicable to discrete outcomes, and con-
tinuous probability distribution applicable for situations where the outcomes are continuous,
like temperature or the shelf life of a strawberry. In this case the continuous probability dis-
tribution is used. The probability density of the normal distribution is given in equation 6.1,
where 𝜇 is the mean of the deviation between predicted shelf life and the actual shelf life. The
variable 𝜎 is the standard deviation and 𝜎ኼ is the variance. The normal distribution equation
is plotted in the figures 6.6 - 6.13.

𝑃(𝑥) = 1
𝜎√2𝜋

𝑒ዅ (𝑥 − 𝜇)
ኼ

2𝜎ኼ (6.1)

Figure 6.6: Predicted Density Plot Linear (SVM). Figure 6.7: Predicted Density Plot Fine Gaussian (SVM).

Figure 6.8: Predicted Density Plot Medium Gaussian (SVM). Figure 6.9: Predicted Density Plot Coarse Gaussian (SVM).
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Figure 6.10: Predicted Density Plot Gaussian Process Regres-
sion Exponential.

Figure 6.11: Predicted Density Plot Levenberg-Marquardt Neu-
ral Network

Figure 6.12: Predicted Density Plot Bayesian Neural Network. Figure 6.13: Predicted Density Plot Scaled Conjugate Gradient
Neural Network.

The probability density plots for each machine learning algorithm show the normal dis-
tribution, the mean and a density histogram of the deviations between predicted shelf life
and actual shelf life based on the ten test data samples given in Appendix C. The plots give
an overview of the deviation spreading of each machine learning algorithm. Compared to
the other algorithm, the Gaussian Process Regression Exponential algorithm has the most
narrow deviation spreading.
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6.4.5. Sample Size
The number of data samples used in this research was limited. To find out if the shelf life
predictions depend on the number of data samples, the regression algorithms are trained
with a different amount of data samples. The result of this test is given in figure 6.14.

Figure 6.14: Plot of the average deviation of regression learner algorithms based on different numbers of data samples.

The average deviation between the predicted shelf life and the actual shelf life is decreas-
ing in between a sample size of 15-20 samples and is continuing on a constant level. This
means the samples size is sufficient to make accurate predictions.

This is different for the neural network predictions. Based on the figures in chapter 6.2.3,
the spreading of RMSE values for different numbers of layers is to wide and to horizontal. A
regular RMSE - hiddenlayer curve based on enough data samples shows underfitting for a
low number of hiddenlayers and overfitting for a high number of hiddenlayers, like the curve
in figure 6.15. The curves like figure 6.3 conclude that the sample size is to small to make
reliable predictions. More data samples will reduce the spreading and improve the curve
shape with underfitting and overfitting.

Figure 6.15: Example of a regular RMSE curve, it shows underfitting for a low number of hiddenlayers and shows overfitting for
a high number of hiddenlayers.
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6.4.6. Machine Learning Algorithm Selection
The test results given in table 6.4 show the average deviation between predicted shelf life
and the actual shelf life. The Neural Network optimized by a Levenberg-Marquardt algorithm
has the lowest average deviation. The algorithm with the smallest confidence interval and
deviation spreading is the Gaussian Process Regression Exponential algorithm, based on the
values in table 6.6 and figure 6.10.

When the algorithm is used in practise, the reliability of the system ismost important. This
means that a narrow 95% confidence interval is important and the data spreading should
be small. This is the reason why the Gaussian Process Regression Exponential algorithm is
favourable to be used in practise.

6.5. Shelf Life Prediction In Strawberry Supply Chain
In the previous chapter the most reliable machine learning algorithm is selected to predict the
shelf life of a strawberry. The introduction of this research described three major problems
in the fruit and vegetable supply chain. In this section the potential improvements in trace-
ability, food date labelling and human quality grading will be discussed, figure 6.17 shows
an overview of the moments in which shelf life prediction can be implemented.

6.5.1. Traceability
The yearly costs of The Greenery for deterioration of fruit and vegetables during distribution
is – euro. The measurement of temperature through the supply chain helps to monitor the
conditions in the supply chain and the conditions of the strawberries to reduce deterioration
in the supply chain.

Besides the reduction in costs for deterioration in the supply chain, the costs for insurance
of products will be reduced as well. The traceability of all products makes it easier to find
the cause or the person responsible for the loss of product.

6.5.2. Human Quality Grading
The total yearly cost for incorrect quality determination is about – euros. These costs are
based on product returns from customers who expected a different kind of quality of their
ordered product.

The shelf life, is one of the quality indications assigned by the inspector. Based on the
results of this research the selected algorithm is able to predict the shelf life of a strawberry
(in the scope of this research) by half a day, with an accuracy of 95 percent. Based on this
accuracy, strawberries could be delivered to customers with a margin of 1 day. A customer
how is ordering products with a shelf life of 4 days, gets products with a predicted shelf life
of 5 days. To make sure the shelf life of the product is sufficient.

In this way the inspector can be aided by grading quality of the product with an accurate
prediction of the shelf life. This will reduce the costs for incorrect quality assignment, but
also has potential to assign products to specific customers who order products with specific
shelf life periods.
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6.5.3. Food Date Labelling
The ability to assign accurate shelf life predictions to products can help to find the right
retailer or trade company for the right product and gives the retailer more insight into the re-
sulting shelf life of the product they have to sell to their customers. Possible implementations
of shelf life predictions can help to improve customer assignment and dynamic pricing.

Customer Assignment
The transport conditions will be analysed and based on the initial condition of the straw-
berries, the quality of the arriving strawberries can be monitored through the supply chain.
Every customer, online retailer, normal retailer, trade partner or industry has their own re-
quests for product shelf life, this request can be fulfilled by scheduling the product with the
predicted shelf life period to the right customer.

The shelf life period of products sold by online retailers are based on trust between the
online shopper and the online retailer. The customer does not have the ability to check the
product before it is delivered and the online retailer is not able to make sure every sold item
has the expected shelf life. To make sure the customer gets the expected product shelf life,
an accurate prediction based on data measured on product level is valuable.

The same goes for a retailer with a physical shop, in which case the customer sees what
he or she is buying, which makes it easier to select the good products. But if the customer
expects a shelf life of 3 days and after 2 days the strawberries are deteriorated, their will be
complains. Besides the complains the products with less quality are left in the shelves and
will not be sold. This costs money and increases food waste.

The products that a short shelf life could be sold for a lower price to trade companies, who
sell their products on local markets. The shelf life expectations are lower and so will be the
price. This way the strawberries with less shelf life will be sold and consumed.

If the shelf life of strawberries is not even worth selling to the trade companies, it can be
used for industrial purposes. The strawberries can be turned into used for jam. That way
the strawberries are sold and consumed in the best way.

Depended on the predicted shelf life of the monitored strawberries, the strawberries can
be assigned to the right customer. By doing this customers do not receive products which
do not satisfy the customers expectations. Figure 6.16 shows schematic way of product
assignment based on the predicted shelf life.

Figure 6.16: Flow chart of product which is assigned to a customer depending on the predicted shelf life.
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Dynamic Pricing
The ability to assign accurate shelf life predictions to products gives the retailer more insight
into the resulting shelf life of the product they have to sell to their customers. To sell a prod-
uct which is at the end of its shelf life, the retailer normally reduces the price. In this way the
product will be sold and the expectations of the shelf life will be lower, this is called dynamic
pricing.

The current way of dynamic pricing is based on the order date. The date the product is
ordered is the first date of the shelf life which is requested by the retailer. When the product
shelf life is reduced till one day the product will be reduced in price. This price reduction
is not based on the actual shelf life of the product, it is assumed that the product will be
out shelf life after a certain period. This period is determined in advance and not based on
product level.

To make sure the price is determined based on the shelf life of the product, the product is
measured throughout the whole supply chain and based on the shelf life prediction based on
the measured data the price is determined. A customer will pay a fair price for each product
which is also in proportion seen the remaining shelf life of the package of strawberries.



64 6. Results

Fi
gu
re
6.
17
:O

ve
rv
ie
w
of
te
m
pe
ra
tu
re
pr
of
ile
,w

ith
th
re
e
st
ag
es

of
sh
el
fl
ife

pr
ed
ic
tio
n
w
ith

a
po
te
nt
ia
li
m
pr
ov
em

en
tf
or
ea
ch

ac
to
ri
n
th
e
st
ra
w
be
rry

su
pp
ly
ch
ai
n.



7
Conclusion and Recommendations

7.1. Conclusion
It is a global interest to find a way to reduce food waste and to improve sustainability in food
distribution. A possible way to achieve this is to find a way to optimize traceability, food
date labelling and human quality grading. New developments can initiate optimization of
the previous subjects. A new development is artificial intelligence (AI). It has the potential to
reduce the human interaction in the supply chain and to make product inspections and/or
shelf life predictions more objective. To find out what the potential is of artificial intelligence
to predict shelf life, a highly perishable product is selected to be traced through the supply
chain from grower till customer. A strawberry is a highly perishable and valuable product.
Based on the measurements in the strawberry supply chain the following research question
will be answered:

”How can artificial intelligence contribute to a better shelf life prediction of a strawberry
based on temperature measurements from grower till customer?”

In this research the surrounding temperature in the strawberry supply chain is measured.
The strawberry supply chain is a fast moving supply chain with through put times between
80 and 170 hours from harvesting till customer. The journey from grower till customer in-
cludes 4 moments in which the product moves through different surrounding conditions, for
example from trucks, on docks and in storage facilities.

The temperatures in those locations is the most important parameter which has influence
on the shelf life of a strawberry. Besides the temperature, the growing conditions, humidity
and the atmosphere in which the product is produced and transported are relevant.

The temperature data is analysed and parameters, like speed of temperature reduction
after harvest, number of peaks in the temperature profile or average temperature and the
hours of temperature in particular zones show weak correlations with the shelf life of straw-
berries. Nevertheless, the accuracy of the prediction of strawberry shelf life is good. Which
means the prediction based on individual features is weak, but the prediction based on the
combination of the used features is good. This results shows why machine learning has po-
tential to predict shelf life of perishable products.

The determined characteristics are used as input to learn learning algorithms. Regu-
larly used learning algorithms, Regression and Neural Network algorithms, are selected to

65
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be tested based on the characteristics of the data samples. The machine learning algorithms
are tested on their prediction accuracy. The best performing 8 algorithms are tested on new
data samples. The most reliable shelf life prediction algorithm (in the scope of this research)
has a 95% confidence interval between -0,5 and 0,4 days deviation of the actual shelf life
which satisfies the customers requirements.

The measurement of temperature through the supply chain to predict shelf life will im-
prove the traceability of products, or in this case the strawberries. The traceability makes it
possible to find and remove problem sources in the supply chain.

The costs for incorrect quality determination can be reduced by implementing shelf life
prediction into the supply chain. One of the inspection actions is to determine the resulting
shelf life of the product. The inspector can be advised about the resulting shelf life by the
predicted shelf life based on the measured data in the previous supply chain.

The last potential improvement is food date labelling based on product level measure-
ments. The ability to assign accurate shelf life predictions to products can help to find the
right retailer or trade company. The shelf life can be predicted with an accuracy of ±0.5 days.
The product can be delivered based on a predicted shelf life with a safety margin of 1 day to
a customer which expects a particular shelf life.

The package of strawberries has a predicted shelf life based on measurements on product
level. This can be used to reduce the price when the strawberry shelf life is close to expiring.
this way of dynamic pricing is related to the product and not based on average shelf life of
strawberries.
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7.2. Recommendations
The recommendations based on this research are given in this section. The recommendations
are divided in recommendation for further research, chapter 7.1.1 and recommendations for
The Greenery in chapter 7.1.2.

7.2.1. Recommendations For Further Research
The recommendations for the TU Delft are evaluated in this section. Most of the recommen-
dations follow from applying this research to practise.

• Start condition of strawberries, the harvest condition of a strawberry at the moment
the logger is implemented into the supply chain is considered mutual for all strawber-
ries. Unless the circumstances are made as mutual as possible, there is not a clear
correlation found between the features and the shelf life. The initial conditions can
be the reason for this error, for example weather conditions or soil characteristics can
make big differences for the final the shelf life of a strawberry, these conditions are not
part of the scope of this research.

• Measure more parameters, parameters like humidity and CO2/O2 measurements are
not included in this research. More input parameters with a correlation with the shelf
life however increases the accuracy of the final prediction. This research focused on the
temperature profiles, but a recommendation is to include andmeasure more parameters
and to find (new) features. That way a better indication of the conditions is given to the
learning algorithm with a potential of more accurate predictions.

• Feature Selection, the current feature selection is based on literature and expert knowl-
edge. A next step would be to find more feature, but also find the optimal combination
of features to train, validate and test the machine learning algorithms. An optimization
of the features has potential to improve the accuracy of the shelf life prediction.

• Actual Shelf Life Determination, during this research the shelf life of strawberries
which participated in the experiment was determined once a day by an qualified in-
spector. Which makes the judgement subjective. An improvement would be to measure
the degradation of the strawberry by image recognition. To get an objective indication
of degradation.

• Increase accuracy with more samples, by executing measurements on a bigger scale,
the correlation plots will be more clear. Besides the correlation plots, the influence of
data samples on the accuracy of shelf lifer prediction is analysed. For the Regression
learning algorithms, more samples did not result in a more accurate prediction. In case
of the neural networks, it was clear that the accuracy is very diverse based on the data
samples available in this research. The relative small number of data can be the reason
for this.
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7.2.2. Recommendation For The Greenery
The recommendations for the The Greenery are more practically oriented and follow obser-
vations made during the research and analysis of data samples.

• Implement this system as soon as possible, all products that go through the systems
without any measurements of conditional data coupled to shelf life data is lost valuable
data. This research is based on one grower at one place with one supply chain which
is measured and tested more than 50 times. To implement this system on a bigger
scale, data samples need to be generated in the current process for different kind of
products, growers and distribution routes. After gathering enough data, the system is
able to predict the shelf life. These predictions can reduce the costs for food waste and
customer complains.

• Commercially interesting, besides the reduction in costs the prediction of shelf life
can be used for commercial purposes like dynamic pricing. By lowering the price the
product will be sold and not wasted. The (online) retailer is able to sell the products
based on the resulting shelf life.

• Make the predictions accessible for actors in the supply chain the predictions of
shelf life need to be accessible for all actors in the supply chain. The shelf life of product
can change by bad weather conditions during harvest or by condition variations in the
supply chain. A changed shelf life period can force the actors in the supply chain to
change the destination of the product on a early basis.
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Figure B.1: Correlation plot, between peaks vs shelf life. Figure B.2: Average temperature vs shelf life

Figure B.3: Temperature reduction vs shelf life. Figure B.4: Temperature 7+ degrees Celsius vs shelf life
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74 B. Appendix

Figure B.5: Temperature 7 - 4 degrees Celsius vs shelf life. Figure B.6: Temperature 4 - 2 degrees Celsius vs shelf life

Figure B.7: Temperature 2 - (-1) degrees Celsius vs shelf life. Figure B.8: Temperature under -1 degrees Celsius vs shelf life
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E
Appendix

E.1. Neural Network Selection
Besides the regression learning algorithms, neural network fitting is also investigated as po-
tential shelf life prediction algorithm. To find out how accurate neural network fitting can
be, a neural network fitting application of matlab is used. The following section explains the
steps taken to validate the accuracy of neural network fitting.

E.1.1. Process Description
Steps by step the process to validate the accuracy of Neural Network fitting is described.
From selecting data till validation of the final result the next steps describe the process. Fig-
ure E.1 gives a flow chart of the algorithm accuracy evaluation procedure.

Figure E.1: Neural Network architecture generated by Matlab Neural Network fitting application.

79



80 E. Appendix

Step 1: Select Input and Target Data
The first step of the Neural Network application integrated in Matlab is to select the input
data, used to train the model, and the target data, used to train and validate the algorithm.
Figure E.2 shows the data selection dashboard.

Figure E.2: Neural Network fitting dashboard, import data.

Step 2: Determine The Amount Of Training, Validation And Testing Data
The second step is to select howmuch percentage of the data samples is used to train, validate
and test the generated model, fig. E.3. A higher amount of training data results in a more
accurate prediction. In this research, 90 percent of the data samples is used for training,
5 percent is used to validate the trained algorithm and 5 percent is used to test the neural
network fitting algorithm.

Figure E.3: Select percentage of validation data or test data.
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Step 3: Define Network Architecture
A neural network consists of hidden layers which influence the characteristics of the net-
work. The number of hidden layers is variable. This step describes the process to find the
optimal number of layers to generate the most accurate prediction. First of all, the selection
dashboard is shown in figure E.4. In the right corner the preferred number of hidden layers
can be selected.

Figure E.4: The hidden layer selection dashboard.
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