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Abstract
The goal of this thesis is to provide a method to obtain a User Equilibrium (UE) in a synchro-
modal transportation network in which we transport containers for multiple customers.
We use the Space Time Network (STN), in which the travel time of modalities is fixed and in-
dependent of the occupancy of the network. We define the User Equilibrium solution as the
solution wherein each customer can travel via their cheapest paths possible, and no customer
is harmed by the route choice of other customers. We define the System Optimal (SO) solution
as the solution in which the total costs of the network are minimized.
We expand the goal of finding a UE on the STN to finding a solution where the solution is
both SO as well as UE. The solving method we developed in this thesis, consists of finding SO
solutions by solving the Minimum Cost Multi-Commodity Flow (MCMCF) problem on the STN
to find an SO solution, and create tolls schemes to create a UE solution, while maintaining
the SO solution. We investigate several types of tolls in order to obtain sufficient both SO and
UE solutions.
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List of used notation
𝒢 = (𝒱,𝒜) directed graph

𝑣 ∈ 𝒱 nodes
𝑎 ∈ 𝒜 directed arcs

𝑎 = (𝑖, 𝑗) directed arc from 𝑖 to 𝑗
𝑥 arc flow

OD-pair Origin-Destination-pair
𝑤 ∈ 𝒲 OD-pairs / orders

𝑤 = (𝑤 ,𝑤 ) OD-pair
𝑑 demand for order 𝑤

𝑝 ∈ 𝒫 paths for OD-pair 𝑤

𝒫 ∶= ⋃
∈𝒲
𝒫 set of all paths

𝑓 path flow
𝑓( , ) path flow on shortest path between 𝑤 and 𝑤

𝛿 incidence matrix entry
𝑐 arc cost
𝑚 arc capacity

𝐶 , 𝐶 path cost

𝐶 = ∑
∈𝒫

𝐶 𝑓 = ∑
∈𝒫

𝐶 𝑓 order cost

𝑚 path capacity
𝑡 time step
𝑙 location
𝑠 start point for order 𝑤
𝑒 end point for order 𝑤

𝛽 , 𝛽 toll per path

𝛽 = ∑
∈𝒫

𝛽 𝑓 = ∑
∈𝒫

𝛽 𝑓 toll per order

𝐶 path cost including toll

𝐶 order cost including toll
𝑘 cost of cheapest paths for order 𝑤

𝑟 = 𝐶
𝑘 ratio of order cost

𝑟 = 𝐶 + 𝛽
𝑘 ratio of tolled order costs

𝑟 =
∑ ∈𝒫 𝐶 + 𝛽

𝑘 ratio of tolled path costs
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1
Introduction

The graduation project, on which this report is based, was carried out at TNO, in the depart-
ment Cyber Security & Robustness. This work has been carried out within the project ‘Com-
plexity Methods for Predictive Synchromodality’ (Comet-PS), supported by NWO (the Nether-
lands Organisation for Scientific Research), TKI-Dinalog (Top Consortium Knowledge and In-
novation) and the Early Research Program ‘Grip on Complexity’ of TNO (The Netherlands Or-
ganisation for Applied Scientific Research).

In Section 1.1 we will introduce the problem framework as used by TNO to describe the
problems in Comet-PS and introduce the term Synchromodality. In Section 1.2 we will intro-
duce the notation used throughout the thesis. In Section 1.3 we specify the research questions
and give an outline of the thesis.

1.1. Problem description
The focus of this thesis will be on the User Equilibrium (UE) problem in synchromodal trans-
portation problems, in which we transport containers for multiple customers.
A User Equilibrium is the situation in a transportation network in which all customers are
satisfied with the paths they travel by and the corresponding costs they need to pay for trans-
portation. Achieving a User Equilibrium can be an objective when assigning container to
transport modalities. Another goal of solving transportation problems can be obtaining a
System Optimal (SO) solution, that is a solution in which the total costs of the network are
minimized. For a transportation problem, it is not always possible to find a solution that is
both SO as well as UE.

We will work from the point of view of a Logistic Service Provider (LSP). The goal of the LSP
is to assign containers of multiple customers to modalities. In order to satisfy the customers,
the costs of transporting the containers need to be minimized for each customer (UE), but in
order to make profit on the transportation, the LSP wants the total costs to be minimized (SO).
The LSP has knowledge of all costs in the network, the customer only knows the costs he has
to pay to transport his goods on the network.

We will investigate User Equilibria in Min Cost Multi-Commodity Flows (MCMCF) in a syn-
chromodal Space Time Network (STN).

When considering container transport, several transport types can be used [3]. One can
choose transporting those by barge, train or truck, which are the most common modalities
when transporting containers in the Netherlands.
One type of transport is unimodal transport (see Figure 1.1), in which a container is assigned
to one mode for the whole traveling distance.
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Figure 1.1: Unimodality [3]

Another type is intermodal transport (see Figure 1.2), in which different modalities can be
chosen when traveling between different customers and terminals. The last part of the trip is
often done by truck (this is also called; last mile by truck).

Figure 1.2: Intermodality [3]

A relatively new way of transportation is synchromodal transport, in which at each interme-
diate terminal, a container can be assigned to a new modality, based on real-time information
(see Figure 1.3). In order to provide synchromodal transport, both transporters and customers
need to share information about demands and schedules. According to Riessen et al. [20],
it is essential for synchromodal transport plans to allow real-time switching, i.e. real-time
planning updates, but not many real-time planning methods provide a network-wide plan
yet.

Figure 1.3: Synchromodality [3]

Synchromodality is thus the use of different modalities in one transportation network when
transporting units of goods or containers, for which it is possible to switch modalities on every
point and time in the network. Containers are assigned to modalities such that it fits best to
the wishes of the customer or transporter. In this thesis we will assume that the customers’
main requirement is the transport to be as fast and as cheaply as possible. We will take a
closer look at optimizing of planning in an agent-centric network from the Logistics Service
Providers’ point of view, where agent-centric means that satisfying customers is our goal. We
assume a customer is satisfied when its containers are transported as cheaply as possible.
Summarized, we work on the Minimum Cost Multi-Commodity Flow problem (MCMCF) in a
synchromodal Space Time Network (STN), where our goal is to optimize the cost of all indi-
vidual customers who want to transport containers. We will define a User Equilibrium on a
STN as optimizing all individual customers’ objectives. For a definition of an STN we refer to
Subsection 1.2.2.

In the synchromodality project at TNO, four problem settings are defined, as can also be
seen in Figure 1.4. We divide the transportation problem into those four problem settings,
where both infrastructure and events can be fixed or flexible/uncertain. In this project we
focus on problem setting 1, to investigate the deterministic problem. In a later stadium of the
Comet-PS project, the research can be extended into the more complicated problem settings
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Figure 1.4: Different problem settings

with uncertainties.
Problem setting 1: Assigning containers to modalities, such that the containers reach their
destinations, against minimum cost per customer, given that the transportation schedules
are fixed and the problem is deterministic.

We will investigate how a User Equilibrium can be obtained on an STN with fixed travel
times in problem setting 1. The User Equilibrium problem is investigated already in traffic
assignment problems on roads (see Section 2.1), where the travel times of vehicles depend on
the occupancy of the roads. We will work on a discrete STN, so we will provide a definition of a
User Equilibrium on an STN. In this thesis we will investigate the options of toll pricing to see if
we can optimize the total network (SO) on the STN and, in addition, obtain a User Equilibrium.

1.2. Technical introduction
We consider the Min Cost Multi-Commodity Flow problem (MCMCF), in which the goal is to
transport containers from multiple orders as cheaply as possible through a network where
arcs have weights and may have limited capacity. We can write the MCMCF in an integer
linear programming (ILP) form and we will present this ILP in Subsection 1.2.1. The Linear
Program we use to solve the User Equilibrium traffic assignment problem will be given in
Section 2.1, and in Chapter 4, Chapter 5 and Chapter 6 we consider the Linear Programs for
our own User Equilibrium problem.

1.2.1. Definitions and notation used in this thesis
A directed graph 𝒢 = (𝒱,𝒜) consists of a set of nodes 𝑣 ∈ 𝒱 and a set of directed arcs 𝑎 ∈ 𝒜.
Each arc 𝑎 is a link between two nodes, an origin node 𝑣 and an end node 𝑣 : 𝑎 = (𝑣 , 𝑣 ),
along which a container can travel. We use 𝑥 to denote the number of units of flow along arc
𝑎. We cannot transport fractions of containers, so the arc flow will always be required to be
integer.
An Origin-Destination-pair (OD-pair) 𝑤 is a pair of two nodes, origin location 𝑤 and destina-
tion location 𝑤 , so 𝑤 = (𝑤 ,𝑤 ), which is not necessarily an arc. The number of containers
an order wants to transport from 𝑤 to 𝑤 is denoted by 𝑑 , the demand of order 𝑤.
A path 𝑝 consists of a sequence of adjacent arcs between two nodes. In our problem we only
consider paths between origin and destination nodes. 𝑓 denotes the path flow of path 𝑝 (al-
ways integer), with 𝑝 ∈ 𝒫 , 𝑤 ∈ 𝒲, where 𝒫 is the set of all paths for OD-pair 𝑤 and 𝒲 is the
set of all OD-pairs. The total path set is 𝒫 ∶= ⋃

∈
𝒫 . The costs of an arc 𝑎 are denoted by 𝑐

and the path costs of path 𝑝 are denoted by 𝐶 or 𝐶 . The capacity of an arc is denoted by 𝑚
and the capacity of a path is denoted by 𝑚 .
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In this thesis we use the MCMCF in the following ILP form:

min∑
∈𝒜
𝑐 𝑥 (1.1)

s.t. ∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲 (1.2)

∑
∈𝒫
𝛿 𝑓 = 𝑥 ∀ 𝑎 ∈ 𝒜 (1.3)

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜 (1.4)
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫 (1.5)
𝑥 ∈ ℕ ∀ 𝑎 ∈ 𝒜 (1.6)

with 𝛿 = {1 if 𝑎 is contained in 𝑝, ∀ 𝑎 ∈ 𝒜, 𝑝 ∈ 𝒫,
0 otherwise.

Objective 1.1 minimizes the total cost made in the network, Constraints 1.2 are the demand
constraints, Constraints 1.3 state that the flow on arc 𝑎 is equal to the sum of the flow on all
paths 𝑝 that contain arc 𝑎, Constraints 1.4 are the capacity constraints and Constraints 1.5
and 1.6 assures the non-negativity of all flows. Note that combining Constraints 1.3 and 1.5
make Constraints 1.6 superfluous.

1.2.2. Space Time Networks
A Space Time Network (STN) can be seen as a time-expanded network, as defined as follows:

Definition 1 (Time-expanded network). [22] Let 𝒢 = (𝒱,𝒜) be a network with capacities 𝑚 , non-
negative integral transit times 𝜏 , and costs 𝑐 on the arcs. For a given time horizon 𝑇 ∈ ℤ , the
corresponding time-expanded network 𝒢 = (𝒱 ,𝒜 ) with capacities and costs on the arcs is defined
as follows. For each node 𝑣 ∈ 𝒱 we create 𝑇 copies 𝑣 , 𝑣 , … , 𝑣 , that is,

𝒱 ∶= {𝑣 | 𝑣 ∈ 𝒱, 𝜃 = 0, 1, … , 𝑇 − 1} .

For each arc 𝑎 = (𝑣, 𝑧) ∈ 𝒜, there are 𝑇−𝜏 copies 𝑎 , 𝑎 , … , 𝑎 where arc 𝑎 connects node 𝑣 to
node 𝑧 . Arc 𝑎 has capacity 𝑚 ∶= 𝑚 and cost 𝑐 ∶= 𝑐 . Moreover, 𝒜 contains holdover arcs
(𝑣 , 𝑣 ) for 𝑣 ∈ 𝒱 and 𝜃 = 0,… , 𝑇 − 2. The capacity of holdover arcs is infinite and they have zero
cost. Summarizing, the set of arcs 𝒜 is given by

𝒜 ∶= {𝑎 = (𝑣 , 𝑧 ) | 𝑎 = (𝑣, 𝑧) ∈ 𝒜, 𝜃 = 0, 1, … , 𝑇 − 1 − 𝜏 }

⋃ {(𝑣 , 𝑣 ) | 𝑣 ∈ 𝒱, 𝜃 = 0, 1, … , 𝑇 − 2} .

We now show an example of the transition of a regular graph into an STN:

Example 1. Given is the graph 𝒢 = (𝒱,𝒜) as in Figure 1.5 with 𝒱 = {𝑠, 𝑣, 𝑤, 𝑒} being the set of nodes
and 𝒜 = {(𝑠, 𝑣), (𝑠, 𝑤), (𝑣, 𝑤), (𝑣, 𝑒), (𝑤, 𝑒)} being the set of directed arcs.

𝑠

𝑣

𝑤

𝑒
𝜏 , = 1

3

2

2

1

Figure 1.5: Static network 𝒢

The transit times 𝜏 on the arcs are given in Figure 1.5. There are no capacity constraints. In this ex-
ample we say the costs are equal to the transit times: 𝑐 = 𝜏 ∀ 𝑎 ∈ 𝒜.
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To transform this network to an STN, we first take 𝑇 = 6. Then we can create 𝒢 = (𝒱 ,𝒜 ), with

𝒱 = {𝑠 , 𝑠 , … , 𝑠 , 𝑠 , 𝑣 , 𝑣 , … , 𝑣 , 𝑣 , 𝑤 , 𝑤 ,… ,𝑤 ,𝑤 , 𝑒 , 𝑒 , … , 𝑒 , 𝑒 } ,
𝒜 = {(𝑠 , 𝑣 ) , (𝑠 , 𝑣 ) , (𝑠 , 𝑣 ) , (𝑠 , 𝑣 ) , (𝑠 , 𝑣 ) , (𝑠 , 𝑣 ) , (𝑠 , 𝑤 ) , (𝑠 , 𝑤 ) , (𝑠 , 𝑤 ) , (𝑠 , 𝑤 ) ,

(𝑣 , 𝑤 ) , (𝑣 , 𝑤 ) , (𝑣 , 𝑤 ) , (𝑣 , 𝑤 ) , (𝑣 , 𝑤 ) , (𝑣 , 𝑒 ) , (𝑣 , 𝑒 ) , (𝑣 , 𝑒 ) , (𝑣 , 𝑒 ) , (𝑣 , 𝑒 ) ,
(𝑤 , 𝑒 ) , (𝑤 , 𝑒 ) , (𝑤 , 𝑒 ) , (𝑤 , 𝑒 ) , (𝑤 , 𝑒 ) , (𝑤 , 𝑒 ) , (𝑠 , 𝑠 ) , (𝑠 , 𝑠 ) , (𝑠 , 𝑠 ) , (𝑠 , 𝑠 ) , (𝑠 , 𝑠 ) , (𝑠 , 𝑠 ) ,
(𝑣 , 𝑣 ) , (𝑣 , 𝑣 ) , (𝑣 , 𝑣 ) , (𝑣 , 𝑣 ) , (𝑣 , 𝑣 ) , (𝑣 , 𝑣 ) , (𝑤 ,𝑤 ) , (𝑤 ,𝑤 ) , (𝑤 ,𝑤 ) , (𝑤 ,𝑤 ) , (𝑤 ,𝑤 ) , (𝑤 ,𝑤 ) ,
(𝑒 , 𝑒 ) , (𝑒 , 𝑒 ) , (𝑒 , 𝑒 ) , (𝑒 , 𝑒 ) , (𝑒 , 𝑒 ) , (𝑒 , 𝑒 )}

The set of arcs𝒜 can be found graphically in Figure 1.6. We see that for every arc in𝒜 copies are
made per time step. △

𝑡 = 0 1 2 3 4 5 6

𝑠

𝑣

𝑤

𝑒

Figure 1.6: STN of 𝒢: 𝒢

In this thesis we will use fixed traveling schemes, so departure and arrival times of modal-
ities are known in advance, as well as the release time of orders. Traveling arcs between
different locations represent barges, trains or trucks which are already planned, and we only
need to assign containers to certain modalities regarding the capacities of those modalities.
In Figure 1.7 for example, we see three locations 𝑙: 𝒱 = {1, 2, 3} and four traveling arcs:
𝒜 = {𝑎, 𝑏, 𝑐, 𝑑}. Here the number of time steps is 𝑇 = 5. When an order wants to travel
from location 𝑙 = 1 to 𝑙 = 2, it has the choice between arc 𝑎 and 𝑏, with travel time 2 and 4
respectively. When an order wants to travel from location 𝑙 = 1 to 𝑙 = 3, there are three path
choices: 𝑎𝑐, 𝑎𝑑 and 𝑏𝑑, with costs 4, 5 and 5 respectively.

𝑡 = 0 1 2 3 4 5

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 1.7: Example of an STN
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1.3. Thesis structure
The goal of this thesis is to find a method to find a solution of assigning containers to modes in
a synchromodal STN, where the solution is both System Optimal as well as User Equilibrium.
As part of this research, we also need to define when a User Equilibrium is reached in our
problem setting 1, and this definition is different from the definition as used in the literature.
We will therefore first investigate how the User Equilibrium problem is defined and solved in
the literature. Next, we will define the User Equilibrium on an STN and compare SO and UE
solutions on an STN. The following step is to obtain solutions which are both SO and UE, by
applying tolls on the STN.

In Chapter 2 we will introduce the User Equilibria as used in the literature, and the appli-
cation of the Lagrangian Dual on User Equilibria in traffic assignment problems. We will also
discuss the use of tolls on traffic problems in the literature. In Chapter 3 we introduce our use
of the Space Time Network and we give the definition of the User Equilibrium in our problem
setting. In this chapter we will also show how we find System Optimal and User Equilibrium
solutions in Space Time Networks. Then in Chapter 4 we show our method to find a solution
of assigning containers on a Space Time Network which is both SO as well as UE, by using
tolls on a path-based level. In Chapter 5 we do this by using tolls on a order-based level. In
Chapter 6 we will combine the previous methods to obtain “fair” path-based toll solutions. In
Chapter 7 we state our conclusions and propose future work.

8



2
User Equilibrium and toll systems

in the literature

In Section 2.1 we describe how User Equilibrium is applied in the literature and in Section 2.2
we give an outline of tolls described in the literature.

2.1. User Equilibrium
In this thesis we will look for a User Equilibrium (UE) solution in discrete time transport net-
works, especially in a Space Time Network (STN). To introduce the term User Equilibrium in
an STN, we will first look how a UE in traffic assignment problems (TAP) is defined. With the
TAP we mean the problems in which units, which can be goods, containers, but also passenger
traffic with cars or public transport, are transported on networks with travel times depending
on the occupancy of links, such as roads.

A User Equilibrium means intuitively that every order which has to be transported on a
given network, is scheduled such that it is handled the best way possible, which means the
fastest, the cheapest, depending on what the customer finds most important. But unfortu-
nately that is hardly ever possible, because in most networks capacity constraints make it
impossible to handle all orders the best way possible.

We will now introduce the notions of equilibrium stated by Wardrop [27]. In a traffic as-
signment problem on a transport network, where the travel time depends on the occupancy
of roads, the following criterion denotes a User Equilibrium (UE) (we will give a definition for
UE as used in the literature in Definition 3 on page 11): The journey times on all the routes
actually used are equal, and less than those that would be experienced by a single vehicle on
any unused route. Here a route is a path between an origin and destination location.
In this literature review, the given criterion for a UE is valid. Beside the definition of a User
Equilibrium, Wardrop also defines a System Optimal solution.

Definition 2 (System Optimal (SO)). The average journey time is a minimum.

We mean by System Optimal that the total cost (or total travel time) of the problem is
minimized, regardless of the conditions for the individual customers.
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We give a brief outline of User Equilibria as found in the literature in Subsection 2.1.1
and we apply this on a small example network to see what problems occur when solving UE
problems. In Subsection 2.1.2 we take a closer look at the objective function as used in
most of the literature about UE and in Subsection 2.1.3 we compare the objective functions
of User Equilibrium and System Optimal in the literature. In Subsection 2.1.4 we briefly
discuss the existence of a unique path flow in User Equilibria and in Subsection 2.1.5 and
in Subsection 2.1.6 we explain how the Lagrangian Dual is used to solve User Equilibrium
problems.

2.1.1. User Equilibrium in the literature
Most of the literature about User Equilibrium is based on network congestion, where travel
times on roads depend on occupancy of traveling arcs, as in traffic assignment problems. The
literature review in this section is about User Equilibria on those type of networks, our own
definition of User Equilibria will be given in Chapter 3.

Van Essen et al. [24] give a proper review of ways to force a UE into an SO by diffusing
travel information to stimulating some agents to travel non-selfishly to achieve cheaper total
costs.
Peeta and Mahmassani [19] investigate both the System Optimal and the User Equilibrium
Time-Dependent Traffic Assignment. They show that the more goods have to be transported,
the more the solutions of the two models differ from each other. Bar-Gera [4] provide a solu-
tion method for the UE traffic assignment problem which is computationally efficient, memory
conserving and an origin-based solution method.
Xu et al. [29] proposes a stochastic User Equilibrium for a passenger transport network.

Miyagi et al. [18] consider a traffic assignment problem from the view of game theory. They
assume drivers have knowledge of the network and a Nash Equilibrium (which corresponds
to a User Equilibrium) is achievable. Wagner [25] shows that the existence of a Nash Equilib-
rium is guaranteed under some natural assumptions on the travel time models. Also Wang
and Yang [26] show the equality of Nash Equilibrium and User Equilibrium. Levy et al. [16]
consider selfish agents in a traffic assignment problems, and apply properties of game theory
on traffic problems. They start from finding User Equilibrium solution, in which all agents
take the best route for themselves, based on their route choice experiences in the past. The
question then is if it is possible to obtain a System Optimal solution, in which agents are still
selfish.

The relationship between the User Equilibrium and the System Optimal can be examined
by the Price of Anarchy [21], a system often used in both economics and game theory, that
measures how the efficiency of a system degrades due to selfish behavior of its customers.
Roughgarden considers the Price of Anarchy 𝜌, which compares the total costs of the network
when solved as an SO to the UE solution: 𝜌 = 𝑧

𝑧 , where 𝑧 and 𝑧 denote the total cost

value of the UE solution and the SO solution, respectively.

Bar-Gera et al. [5] consider the User Equilibrium problem with the focus on spreading flow
over the network (not time-dependent). They also introduce several criteria which can be taken
into consideration for choosing UE solution methods. Their most important addition to the
subject is the condition of proportionality: the same proportions apply to all travelers facing
a choice between a pair of alternative paths, regardless of their origins and destinations. This
means that if a link in the network is used by multiple OD-pairs, the amount of flow on that
link belonging to one OD-pair compared to the total link flow, is proportional to the total OD
flow compared to the total flow on the network. An important implication of proportionality is
that any route that can be used under the UE conditions, will be used.

10



Corman et al.[8] consider the application of multimodal transport to provide a User Equilib-
rium solution, with the choice of modality based on the wishes of the customers. They assume
customers have access to a system for publishing demand and offering transportation pos-
sibilities. Moreover, they assume everybody has access to truck transportation, so transport
is always possible, regardless of the fact that other modalities are not available. They define
every customer as one unit of transport, which has to choose one specific mode for the whole
travel distance. The goal is to assign customers to modes in such a way that no customer
will change its departure time and its route (and thus will not change its mode), to provide all
customers a sufficient route.

Borchers et al.[7], give the following definition and lemma of a User Equilibrium in network
with travel times based on occupancies of the links:

Definition 3. [Wardrop equilibrium] Consider a traffic flow (𝑓𝑓𝑓,𝑥𝑥𝑥)with corresponding induced costs 𝑐 (𝑥𝑥𝑥).
Then (𝑓𝑓𝑓,𝑥𝑥𝑥) is called a Wardrop equilibrium (or User Equilibrium) if ∀ paths 𝑟, 𝑞, ∈ 𝒫 , and ∀ demands
𝑤 ∈ 𝒲, the following condition is satisfied:

𝑓 > 0 ⇒ {𝐶 (𝑥𝑥𝑥) = 𝐶 (𝑥𝑥𝑥) if 𝑓 > 0
𝐶 (𝑥𝑥𝑥) ≤ 𝐶 (𝑥𝑥𝑥) if 𝑓 = 0

Lemma 1. The following are equivalent for a traffic flow (𝑓𝑓𝑓,𝑥𝑥𝑥):

1. The flow (𝑓𝑓𝑓,𝑥𝑥𝑥) is a Wardrop equilibrium,

2. Beckmann’s formulation:
(𝑓𝑓𝑓,𝑥𝑥𝑥) is a solution of the (convex) program:

min
,
𝑧(𝑥𝑥𝑥) ∶=min ∑

∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏

s.t. ∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

∑
∈𝒫

𝛿 𝑓 = 𝑥 ∀ 𝑎 ∈ 𝒜

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫

with 𝛿 = {1 if 𝑎 is contained in 𝑝, ∀ 𝑎 ∈ 𝒜, 𝑝 ∈ 𝒫,
0 otherwise.

The correctness of the lemma is proven in Subsection 2.1.2.
We will now show an example of a traffic network with travel times depending on the

occupancy of the network, where we use the Beckmann formulation of Lemma 1.

User Equilibrium in the literature: an example
Example 2. In this example there are two orders, namely order 1 with demand 𝑑 = 10 traveling from
𝐴 to 𝐵 and order 2 with demand 𝑑 = 6 from 𝐴 to 𝐶.

The network in which orders have to be transfered is given in Figure 2.1, where each directed arc
has a cost function 𝑐 (𝑥 ) = 𝑠 + 𝑥 (the cost function 𝑐 represents the travel time on arc 𝑎 in this
example), where the cost function consists of two parts: 𝑠 the standard cost and 𝑥 the occupancy on
the arc. The cost functions are given in Figure 2.1. To solve this User Equilibrium problem, we have the
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A

B

C

7 + 𝑥

3 + 𝑥

7 + 𝑥

2 + 𝑥

3 + 𝑥

2 + 𝑥

Figure 2.1: Example of a UE problem

following objective function and constraints as formulated by Beckmann (see Lemma 1):

min ∑
∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏 (2.1)

s.t. ∑
∈𝒫
𝑓 = 10, with 𝒫 = {𝐴𝐵, 𝐴𝐶𝐵} (2.2)

∑
∈𝒫
𝑓 = 6, with 𝒫 = {𝐴𝐵𝐶, 𝐴𝐶} (2.3)

∑
∈𝒫

𝛿 𝑓 = 𝑥 ∀ 𝑎 ∈ 𝒜 (2.4)

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫 (2.5)

with 𝛿 = {1 if 𝑎 is contained in 𝑝, ∀ 𝑎 ∈ 𝒜, 𝑝 ∈ 𝒫,
0 otherwise.

Expression 2.1 is the objective function of the User Equilibrium, Constraint 2.2 is the demand con-
straint of order 1 with demand 𝑑 = 10 and Constraint 2.3 the demand constraint of order 2 with 𝑑 = 6.
Constraint 2.4 states that the flow on arc 𝑎 is the sum of all paths 𝑝 that contain arc 𝑎, and Constraint 2.5
assures non-negativity of all (path) flows (which implies non-negativity of arc flows). Note that in this
example there are no capacity constraints.
In this network the objective function is

∑
∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏 =min ∑

∈𝒜
(𝑠 𝑥 + 12𝑥 ) .

A feasible path flow solution that minimizes the objective function is

𝑓 = 8, 𝑓 = 2, 𝑓 = 6,
from which the arc flow solution follows

𝑥 = 8, 𝑥 = 8, 𝑥 = 2.
The path costs for the used paths are:

𝐶 = 7 + 𝑥 = 7 + 8 = 15,
𝐶 = 3 + 𝑥 + 2 + 𝑥 = 3 + 8 + 2 + 2 = 15,
𝐶 = 3 + 𝑥 = 3 + 8 = 11.

We see that the path costs for all containers of order 1 are equal. The path cost for the unused path
𝐴𝐵𝐶 is

𝐶 = 7 + 𝑥 + 2 + 𝑥 = 7 + 8 + 2 + 0 = 17

12



thus 𝑓 is indeed the cheapest route for order 2. This solution has total cost 216.
How do we interpret this path cost? Every individual customer in the network has to pay for the paths
used, where the path cost is the sum of arc costs when those arcs are in the path. When multiple
containers are using the same arc, the arc cost per container is dependent on all flow put on that arc:
the more containers are on the arc, the higher the cost per player on that arc.
The found solution is a UE, but is it SO as well?
When we want to find the SO solution, we can first work out the problem:

min ∑
∈𝒜
𝑐 (𝑥 )𝑥 =min ∑

∈𝒜
𝑠 𝑥 + (𝑥 )

s.t. 𝑓 + 𝑓 = 10
𝑓 + 𝑓 = 6

∑
∈𝒫
𝛿 𝑓 = 𝑥 ∀ 𝑎 ∈ 𝒜

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫

with 𝛿 = {1 if 𝑎 is contained in 𝑝, ∀ 𝑎 ∈ 𝒜, 𝑝 ∈ 𝒫,
0 otherwise.

When solving this Integer Programming problem, we obtain the same solution as we obtained for the
UE objective function. So in this case the SO solution is equal to the UE solution. △

2.1.2. Objective function
As an objective function for User Equilibrium problems, the following expression is often used
in the literature:

min∑
∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏

Beckmann et al. [6] show the correctness of this objective function when observing UE prob-
lems, and is approach for showing that is explained below, using our own notation.

Correctness of the objective and Equilibrium conditions
Beckmann first formulates the EquilibriumConditions. Given arcs 𝑎 ∈ 𝒜 andOrigin-Destination
pairs 𝑤 ∈ 𝒲, we have the path flow and arc flow variables

𝑓 ≥ 0 ∀ 𝑝 ∈ 𝒫, (2.6)

𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜, (2.7)

with parameters 𝛿 = {1 if 𝑎 is contained in 𝑝, ∀ 𝑎 ∈ 𝒜, 𝑝 ∈ 𝒫,
0 otherwise.

From Constraints 2.6 and 2.7 follow the non-negativity constraint for arcs:

𝑥 ≥ 0 ∀ 𝑎 ∈ 𝒜.

Beckmann also states that the total sum of path flow per order equals the demand:

𝑑 = ∑
∈𝒫

𝑓 ,

with 𝑑 the number of units of demand 𝑤, originated at location 𝑣 = 𝑤 . 𝑓 is the path flow
on path 𝑝 with 𝑤 as the begin point and 𝑤 as the end point of the path. Because there are
multiple paths possible for order 𝑤, the demand equals the sum of flow on all possible paths
belonging to that order.
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𝑤 𝑤
𝑎

𝑏

𝑔

ℎ

𝑐

𝑑

𝑓

𝑒

Figure 2.2: OD-pair with paths , , ,

In Figure 2.2 an example of an OD pair is given, with all optional paths for order 𝑤:
𝒫 = {𝑝 , 𝑝 , 𝑝 , 𝑝 }.

In case the cost functions are constant functions and there are no capacity constraints
(𝑚 = ∞ ∀ 𝑎 ∈ 𝒜), there is only one cheapest route, and hence

𝑑 = min∈𝒫 ∶
∑ ∈𝒫 is minimized

𝑓 ∀ 𝑤 ∈ 𝒲.

Define 𝑐 the arc cost on arc 𝑎 ∈ 𝒜 and 𝐶( , ) the minimum path cost from node 𝑣 to 𝑤 .
𝑓( , ) is thus defined as the path flow for the cheapest path between node 𝑣 and destination
𝑤 .

𝑤 𝑣 𝑣 𝑤
𝑝 𝑎

𝑝

𝑝

Figure 2.3: OD-pair with paths , , and arc . Path costs ( , ) min { , }, ( , ) . Arc cost
( , ) .

Take for example the graph in Figure 2.3. Arc 𝑎 connects 𝑣 to 𝑣 , 𝑎 = (𝑣 , 𝑣 ). Then with
this arc 𝑎 we can extend the path from 𝑣 to 𝑤 (denoted by 𝑝 to a path from 𝑣 to 𝑤 . There
are thus two optional paths between 𝑣 and 𝑤 , namely 𝑝 and 𝑎 𝑝 , but the graph does not
state whihc is the cheapest route. We can define the minimum path cost of path (𝑣 , 𝑤 ) as:

𝐶( , ) =min {𝐶 , 𝐶 } =min {𝐶 , 𝑐 + 𝐶 } =min {𝐶 , 𝑐 + 𝐶( , )} ,

Which implies

𝐶( , ) ≤ 𝑐 + 𝐶( , ).

We can rewrite this result: for every pair of points 𝑣 , 𝑣 ∈ 𝒱 there exists a uniquely determined
number 𝐶( , ) such that for all 𝑎 = (𝑣 , 𝑣 ) with 𝑣 an adjacent node of 𝑣 :

𝐶( , ) − 𝐶( , ) ≤ 𝑐 with equality for some 𝑣 ; 𝐶( , ) = 0. (2.8)

The converse is also true: if for every pair of points 𝑣 , 𝑣 ∈ 𝒱 there is a unique value 𝐶( , )

satisfying (2.8), then 𝑓( , ) represents the flow on the cheapest path with path cost:

𝐶( , ) ∶= min
, ,… ,

(𝑐( , ) + 𝑐( , ) +⋯+ 𝑐( , ) + 𝑐( , )) .

14



𝑤
𝑣 𝑣 𝑣 𝑣

𝑦 𝑦 𝑦 𝑦
𝑤

Figure 2.4: OD-pair with 2 paths.

As an example we show in Figure 2.4 an OD pair 𝑤 = (𝑤 ,𝑤 ) with two optional paths, where

𝐶 , =min {(𝑐 , + 𝑐( , ) +⋯+ 𝑐( , ) + 𝑐( , )) , (𝑐 , + 𝑐( , ) +⋯+ 𝑐( , ) + 𝑐( , ))} .

Now write the number of trips for OD-pair 𝑤 on path 𝑞 (thus path flow 𝑓 ) as a function
of the path cost: 𝑓 = 𝑙 (𝐶 ), with the inverse relationship 𝐶 = 𝑔 (𝑓 ). 𝑙 is a monotonic
(decreasing) function (the more path 𝑞 costs, the less often that path is used), so 𝑔 exists.
We may therefore assume

𝜕𝑔
𝜕𝑓 < 0, (2.9)

wherever 𝑔 is differentiable. 𝑐 = ℎ (𝑥 ) shows the relation between arc cost and arc flow,
which is never decreasing:

𝜕ℎ
𝜕𝑥 ≥ 0. (2.10)

We can say that for arcs that are not in a cheapest route to a location 𝑤 , the flow related to
that location on that arc is zero:

𝛿 𝑓 = 0 if 𝐶( , ) − 𝐶( , ) < 𝑐 , with 𝑎 = (𝑣 , 𝑣 ), ∀ 𝑝 ∈ 𝒫 ∀ (𝑤 ,𝑤 ) ∈ 𝒲.

We can write:

𝐶( , ) − 𝐶( , ) {=≤} 𝑐 if 𝛿 𝑓 {>=}0.

Substitution of the cost and flow variables gives us the following system:

𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , )) {
=
≤}ℎ (𝑥 ) if 𝛿 𝑓 {>=}0. (2.11)

Multiplication on both sides by 𝛿 𝑓 with arc 𝑎 = (𝑣 , 𝑣 ) and addition yields:

∑
( , ) ∈𝒜

∑
∈𝒫
[𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , ))] 𝛿 𝑓 = ∑

( , ) ∈𝒜
∑
∈𝒫
ℎ (𝑥 ) ⋅ 𝛿 𝑓 .

We can rewrite both sides of this equation to find the expression with 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜:

First we rewrite the right hand side:

∑
∈𝒜
∑
∈𝒫
ℎ (𝑥 ) ⋅ 𝛿 𝑓 = ∑

∈𝒜
ℎ (𝑥 )∑

∈𝒫
𝛿 𝑓 = ∑

∈𝒜
ℎ (𝑥 )𝑥 .
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Now the left hand side:

∑
∈𝒜
∑
∈𝒫
[𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , ))] 𝛿 𝑓

= ∑
∈𝒫
[𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , )) + 𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , )) + …

+𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , ))] 𝑓
[ use 𝑣 = 𝑤 ⇒ 𝑔( , ) = 0]

= ∑
∈𝒫
𝑔( , ) (𝑓( , )) 𝑓

= ∑
∈𝒫
𝑔 (𝑓 )𝑓

So we can conclude

∑
∈𝒫
𝑔 (𝑓 )𝑓 = ∑

∈𝒜
ℎ (𝑥 )𝑥 ,

⟺ ∑
∈𝒫
𝐶 𝑓 = ∑

∈𝒜
𝑐 𝑥 , (2.12)

with the left-hand side representing the sum of all route costs and the right-hand side is the
sum of all arc costs.

The following step Beckmann takes, is showing the existence of solutions to the Equilibrium
Conditions. Consider the function

𝐻(… , 𝛿 𝑓 ,…) = ∑
∈𝒫
∫ 𝑔 (𝜏)𝑑𝜏 − ∑

∈𝒜
∫ ℎ (𝜏)𝑑𝜏, (2.13)

which we want tho maximize. Differentiate Equation 2.13 with respect to 𝛿 𝑓 after substi-

tuting 𝑥 = ∑
∈𝒫
𝛿 𝑓 from Equation 2.7. This gives us

𝜕𝐻
𝜕(𝛿 𝑓 ) = 𝑔( , ) (𝑓( , )) − 𝑔( , ) (𝑓( , )) − ℎ (𝑥 ).

The objective is to maximize 𝐻. To have a maximum, all derivatives of 𝐻 in the region with
𝑥 > 0 ∀ 𝑎 ∈ 𝒜, must be less than or equal to zero. From (2.11) we find:

𝜕𝐻
𝜕(𝛿 𝑓 ) = 0 if 𝛿 𝑓 > 0 and 𝜕𝐻

𝜕(𝛿 𝑓 ) ≤ 0 if (𝛿 𝑓 ) = 0. (2.14)

From Equation 2.10 follows that

lim
→

ℎ (𝑥 ) = ∞. (2.15)

In the closed set defined by the two conditions; 0 ≤ 𝛿 𝑓 and 0 ≤ 𝑥 ≤ 𝑘 < 𝑚 for some suitable
𝑘 , the function 𝐻(… , 𝛿 𝑓 ,…) is continuous since it is a sum of indefinite integrals of Riemann
integrable functions. Beckmann concludes that 𝐻 assumes its maximum at some point. This
will only be the case when 𝑘 it not too close to 𝑚 because of Equation 2.15. At the point of
maximum the necessary conditions Equation 2.13 must be satisfied. But these conditions are
identical to those in (2.11). Therefore there must exist a solution to the inequalities in (2.11)
and the supplementary defining Equation 2.7. 𝐻 was constructed in such a way that the first
order conditions for a maximum (2.14) become identical with the equilibrium condition (2.11).
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Beckmann shows that finding a solution for this objective function

max 𝐻(… , 𝛿 𝑓 ,…) =max ∑
∈𝒫
∫ 𝑔 (𝜏)𝑑𝜏 − ∑

∈𝒜
∫ ℎ (𝜏)𝑑𝜏

is equivalent to finding an equilibrium that satisfies the following conditions:

𝐶( , ) − 𝐶( , ) {=≤} 𝑐 if 𝛿 𝑓 {>=}0, with 𝑎 = (𝑣 , 𝑣 ).

Why does this relation prove the fact that we are allowed to use the following objective func-
tion?

min∑
∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏

(Note that 𝑐 (𝑥 ) here is equal to the function ℎ (𝑥 )).
Given the function 𝐻 from Beckmann, we can easily rewrite the objective:

max 𝐻 =max ∑
∈𝒫
∫ 𝑔 (𝜏)𝑑𝜏 − ∑

∈𝒜
∫ ℎ (𝜏)𝑑𝜏

=min∑
∈𝒜
∫ ℎ (𝜏)𝑑𝜏 − ∑

∈𝒫
∫ 𝑔 (𝜏)𝑑𝜏

This objective aims to minimize the difference between the sum of arc costs and path costs,
with ℎ a non-decreasing function (see Equation 2.10) and 𝑔 is a decreasing function (see
(2.9)).

2.1.3. User Equilibrium vs. System Optimal
In general, the total cost of an SO solution is lower than the total cost of a UE solution.
However, we can prove that the costs of SO and UE solutions are similar in the case that all
arc cost functions are constant, given the definition of a UE as used in the literature. We prove
this as follows, with 𝑧 and 𝑧 the objective values for the SO and UE objective functions,
respectively:

𝑧 = ∑
∈𝒜
𝑥 ⋅ 𝑐 (𝑥 ) = ∑

∈𝒜
𝑥 ⋅ 𝑐 = ∑

∈𝒜
∫ 𝑐 𝑑𝜏 = ∑

∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏 = 𝑧 .

The problem in this case is, that in a graph with capacity constraints, an SO solution can
be highly adverse for some player in the network, because that player is forced to take an
expensive route for the network to be of optimal cost, while another player can take its cheapest
route. But with constant arc costs, this solution is called UE as well, but it certainly is not
what we want in a UE. So we will give our own definition of a User Equilibrium in Chapter 3.
We will show in the next two examples which solutions can be found in a network with constant
arc cost functions and capacity constraints, and which UE and SO solutions occur.

17



A

B

C

(30, 6)

(3, 10)

(30, 6)
(2, 6)

(3, 10)

(2, 6)

Figure 2.5: Example 3, ( , ) the cost and capacity for arc , respectively.

Example 3. In this example we have two orders, order 1 traveling from 𝐴 to 𝐵 with demand 𝑑 = 10
and order 2 traveling from 𝐴 to 𝐶 with demand 𝑑 = 6. The network is given in Figure 2.5.

We have the following ILP:

min ∑
∈𝒜
𝑐 𝑥 (2.16)

𝑓 + 𝑓 = 10 (2.17)
𝑓 + 𝑓 = 6 (2.18)

∑
∈𝒫
𝛿 𝑓 = 𝑥 ∀ 𝑎 ∈ 𝒜 (2.19)

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜 (2.20)
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫 (2.21)

Note that the objective in (2.16) is equal for both the SO and UE problem, because of the constant arc
costs. Constraints 2.17 and 2.18 denote the demand constraints, Constraint 2.19 is the arc path flow
conservation, Constraint 2.20 is the capacity constraint for all arcs and Constraint 2.21 make sure all
flows are non-negative and integer.

The arc flow solution of the problem above is

𝑥 = 6, 𝑥 = 10, 𝑥 = 4,

and thus the path flow solution is

𝑓 = 6, 𝑓 = 4, 𝑓 = 6.

Recall that this solution is both SO and UE, because we are using the definitions found in the literature.
The path flows have the following, path costs

𝐶 = 30, 𝐶 = 5, 𝐶 = 3

which gives a total cost of 218 and the total costs per customer:
𝐶 = 200, thus an average of cost 20 per container, and for 𝐶 = 18, an average of cost 3 per container.

We see that order 1, which travels from 𝐴 to 𝐵, is in disadvantage. Suppose we let the customers
choose their paths themselves, and we let order 1 decide first, then we obtain the following solution:

𝑥 = 6, 𝑥 = 10, 𝑥 = 2, 𝑥 = 6 and 𝑓 = 4, 𝑓 = 6, 𝑓 = 4, 𝑓 = 2,

with corresponding path costs

𝐶 = 30, 𝐶 = 5, 𝐶 = 3, 𝐶 = 32,
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which gives a total cost of 226 and the total costs per customer: 𝐶 = 76, thus an average of cost 12
per container, and for 𝐶 = 150, an average of cost 15 per container.
The cheapest path for order 1 is 𝐴𝐶𝐵 with cost 5 per order and for order 2 it is the direct arc 𝐴𝐶 with cost
3. However, due to the capacity constraints, for 𝑑 = 10, it is not possible for all containers of order 1 to
transport them via path 𝐴𝐶𝐵 and thus the more expensive path 𝐴𝐵 needs to be used. According to the
definitions of UE and SO as given in the literature, this solution is not UE nor SO.

△
More interesting is the following example:

Example 4. We use the same network as in the previous example, but we adjust the capacity con-
straints. The network is given in Figure 2.6. Again we have two orders, order 1 traveling from 𝐴 to 𝐵
with demand 𝑑 = 10 and order 2 traveling from 𝐴 to 𝐶 with demand 𝑑 = 20.

A

B

C

(30, 20)

(3, 10)

(30, 20)
(2, 20)

(3, 10)

(2, 20)

Figure 2.6: Example 4, ( , ) the cost and capacity for arc , respectively.

We have the following ILP:

min ∑
∈𝒜
𝑐 𝑥

𝑓 + 𝑓 = 10
𝑓 + 𝑓 = 20

∑
∈𝒫
𝛿 𝑓 = 𝑥 ∀ 𝑎 ∈ 𝒜

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫

We give all possible path flow solutions with corresponding costs in Table 2.1. In this network the best
solution for order 1 is given in the first line of Table 2.1. The best solution for order 2 is given in the last
line of Table 2.1.
To state how good a solution is for an order, we use the following ratio:

𝑟 =
∑ ∈𝒫 𝐶
𝑘 ∀ 𝑤 ∈ {1, 2}

where 𝑘 is the total cost of the cheapest paths for order 𝑤 (in this example the values of 𝑘 are denoted
in green in the columns 𝐶 and 𝐶 in Table 2.1). The SO solution (which is equal to the UE solution,
according to the definitions used) is the solution of the last row in Table 2.1. In this network the worst ratio

for order 2 can be 𝑟 = 640
350 = 1.829, which is not as bad as the ratio for order 1 in the SO solution (which

is 𝑟 = 6). When looking purely at the ratios, it may be more fair to choose the situation in which both
orders are disadvantaged equally. This is the case when the difference between the ratios is minimized:
min |𝑟 − 𝑟 |. This is the case in solution

𝑓 = 1, 𝑓 = 9, 𝑓 = 1, 𝑓 = 19
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with order cost for order 1 being 𝐶 = 30 + 45 = 75 and for order 2 being 𝐶 = 3 + 608 = 611. The

ratios in this case are 𝑟 = 75
50 = 1.5 and 𝑟 = 611

350 = 1.745714, and in the last column of Table 2.1 we
see the minimum ratio difference denoted in cyan.
It is also possible to look at the minimum total ratio, which in this case is the first line in Table 2.1, with
the total ratio denoted in cyan.

Table 2.1: Solutions for Figure 2.6 with , .

| |
- - . . .

. . . .
. . .

. . . .
. . .

. . . .
. . .

. . . .
. . .

. . . .
- . .

The disadvantage of the last two solutions we denoted (the ones with minimum difference in ratio and
minimum ratio sum), is the fact that the total costs are higher than the SO solution (with 𝑓 = 10,
𝑓 = 10, and 𝑓 = 10). But there is a possibility to maintain the SO solution value, while minimizing
the ratios, namely with toll pricing. We will discuss this in Chapters 4, 5, and 6. △

2.1.4. Unique User Equilibrium path flows
Often there exists multiple User Equilibrium solutions concerning the path flow, if a solution
exists. The arc flows 𝑥 ∀ 𝑎 ∈ 𝒜 are unique when cost functions of all arcs are strictly increas-
ing (which is proven by Yang and Huang [30]). The existence of multiple path flow solutions
can cause problems, because in this case different solvers can give different solutions. And
when using the same solver, a small change of the network can cause a huge change in the
path solution [7].
Can we force uniqueness? One option to do so is: For a given (unique) arc flow part of a UE
one can compute a feasible route flow 𝑓𝑓𝑓 that minimizes an objective 𝐺 with fixed demand and
arc flow:

min 𝐺(𝑓𝑓𝑓) s.t. 𝑓𝑓𝑓 ∈ ℱ.

The solution 𝑓𝑓𝑓 is unique when 𝐺 is strictly convex on ℱ [17].
In this thesis we will assume the arc flows are not unique: there can be multiple solu-

tions with equal arc flows, but with different path flows. We do not demand a unique User
Equilibrium solution in the thesis.

2.1.5. Lagrangian Dual
We will use the Lagrangian Dual to show the correctness of Wardrops definition of a User

Equilibrium and the commonly used objective function for those problems (∫ 𝑐 (𝜏)𝑑𝜏) in

Subsection 2.1.6. We will first explain the Lagrangian Dual in this section.

The common used User Equilibrium problem in traffic assignment problems consists of an
objective function with several equality and inequality constraints. In this section we consider
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a general notation of the IP:

𝑧 =min 𝑔(𝑥𝑥𝑥)

s.t. 𝐴𝑥𝑥𝑥 ≤ 𝑏𝑏𝑏
𝐷𝑥𝑥𝑥 = 𝑑𝑑𝑑
𝑥𝑥𝑥 ∈ 𝑋 ⊆ ℕ

(IP)

We can compare this general form with the User Equilibrium IP in traffic assignment prob-

lems: take as objective function 𝑔(𝑥𝑥𝑥) = ∫ 𝑐 (𝜏)𝑑𝜏, with 𝐴𝑥𝑥𝑥 ≤ 𝑏𝑏𝑏 the capacity constraints on

the arcs and 𝐷𝑥𝑥𝑥 = 𝑑𝑑𝑑 the demand constraints.

We will now create a relaxation of the IP: For any values of 𝜆𝜆𝜆 = (𝜆 ,… , 𝜆 ) ∈ ℝ ,
𝜇𝜇𝜇 = (𝜇 ,… , 𝜇 ) ∈ ℝ we define the problem

𝑧(𝜆𝜆𝜆,𝜇𝜇𝜇) =min 𝑔(𝑥𝑥𝑥) + 𝜆𝜆𝜆(𝐴𝑥𝑥𝑥 − 𝑏) + 𝜇𝜇𝜇(𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑)
s.t. 𝑥𝑥𝑥 ∈ 𝑋 (IP(𝜆𝜆𝜆,𝜇𝜇𝜇))

Where (IP(𝜆𝜆𝜆,𝜇𝜇𝜇)) is a relaxation of (IP) for all 𝜆𝜆𝜆 ≥ 0, 𝜇𝜇𝜇 ∈ ℝ [28, Proposition 10.1]. This holds
because the feasible region of (IP(𝜆𝜆𝜆,𝜇𝜇𝜇)) is at least as large as the feasible region of (IP), because

{𝑥𝑥𝑥 | 𝐴𝑥𝑥𝑥 ≤ 𝑏𝑏𝑏, 𝐷𝑥𝑥𝑥 = 𝑑𝑑𝑑, 𝑥𝑥𝑥 ∈ 𝑋} ⊆ 𝑋.

Also the objective value is at least as small in (IP(𝜆𝜆𝜆,𝜇𝜇𝜇)) as in (IP) for all feasible solutions in
(IP), because as 𝜆𝜆𝜆 ≥ 0 and 𝐴𝑥𝑥𝑥 ≤ 𝑏𝑏𝑏 for all 𝑥𝑥𝑥 ∈ 𝑋, then 𝑔(𝑥𝑥𝑥) + 𝜆𝜆𝜆(𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) ≤ 𝑔(𝑥𝑥𝑥) for all 𝑥𝑥𝑥 ∈ 𝑋.
𝜆𝜆𝜆 and 𝜇𝜇𝜇 are called the Lagrange vectors. Problem (IP(𝜆𝜆𝜆,𝜇𝜇𝜇)) is called a Lagrangian relaxation
of (IP) with parameters 𝜆𝜆𝜆, 𝜇𝜇𝜇. With the dual we can find a lower bound on our minimization
problem.

The Lagrangian Dual problem is denoted as:

𝑤 =max {𝑧 (𝜆𝜆𝜆,𝜇𝜇𝜇) | 𝜆𝜆𝜆 ≥ 0}
=max

,
𝑧 (𝜆𝜆𝜆,𝜇𝜇𝜇) (LD)

The Lagrangian Dual can give us a lower bound on our minimization problem (IP) and
sometimes even leads to an optimal solution of (IP) [28].

Proposition 1. If 𝜆𝜆𝜆 ≥ 0,

1. 𝑥𝑥𝑥(𝜆𝜆𝜆) is an optimal solution of IP(𝜆𝜆𝜆), and

2. 𝐴𝑥𝑥𝑥(𝜆𝜆𝜆) ≤ 𝑏𝑏𝑏, and

3. (𝐴𝑥𝑥𝑥(𝜆𝜆𝜆)) = 𝑏 whenever 𝜆 > 0 (complementarity),

then 𝑥𝑥𝑥(𝜆𝜆𝜆) is optimal in IP. [28, Proposition 10.2]

For equality constraints (𝜇𝜇𝜇 in our problem): Condition (3) is automatically satisfied, so an
optimal solution to IP(𝜇𝜇𝜇) is optimal for IP if it is feasible in IP.

The question for now is, is the Lagrangian Dual useful to solve our User Equilibrium Problem?
Therefore we need to know how good the bound is, which is obtained by solving the Lagrangian
Dual, and how to actually solve it.
The strength of a bound can be expressed by the following theorem:

21



Theorem 1. 𝑤 =min {𝑔(𝑥𝑥𝑥) | 𝐴𝑥𝑥𝑥 ≤ 𝑏𝑏𝑏, 𝐷𝑥𝑥𝑥 = 𝑑𝑑𝑑, 𝑥𝑥𝑥 ∈ conv(𝑋)}. [28, theorem 10.3]

Proof.

𝑤 =max
,
𝑧 (𝜆𝜆𝜆,𝜇𝜇𝜇)

=max
,
{min
∈
[𝑔(𝑥𝑥𝑥) + 𝜆𝜆𝜆 (𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) + 𝜇𝜇𝜇 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑)]}

=max
,
{ min

,…,
[𝑔(𝑥𝑥𝑥 ) + 𝜆𝜆𝜆 (𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) + 𝜇𝜇𝜇 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑)]}

=max 𝜂
s.t. 𝜂 ≤ 𝑔(𝑥𝑥𝑥 ) + 𝜆𝜆𝜆 (𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) + 𝜇𝜇𝜇 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑) for all 𝑡

𝜆𝜆𝜆 ∈ ℝ , 𝜇𝜇𝜇 ∈ ℝ , 𝜂 ∈ ℝ
where the set 𝑋 consist of a finite number of points {𝑥 , … ,𝑥𝑥𝑥 }, and the chosen 𝑥𝑥𝑥 denotes the optimal
solution such that the expression 𝑧(𝜆𝜆𝜆,𝜇𝜇𝜇) is minimized. The new variable 𝜂 is introduced to represent a
lower bound on 𝑧(𝜆𝜆𝜆,𝜇𝜇𝜇).
Taking the dual of the latter (linear) problem gives:

𝑤 =max{min
∈ℝ
−𝜂 +∑𝑢 (𝜂 − 𝑔(𝑥𝑥𝑥 ) − 𝜆𝜆𝜆 (𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) − 𝜇𝜇𝜇 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑))}

=max{min
∈ℝ
𝜂 (∑(𝑢 ) − 1) +∑𝑢 (−𝑔(𝑥𝑥𝑥 ) − 𝜆𝜆𝜆 (𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) − 𝜇𝜇𝜇 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑))}

=min{∑𝑢 (𝑔(𝑥𝑥𝑥 ) + 𝜆𝜆𝜆 (𝐴𝑥𝑥𝑥 − 𝑏𝑏𝑏) + 𝜇𝜇𝜇 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑))}

s.t. 𝜆𝜆𝜆 ∈ ℝ , 𝜇𝜇𝜇 ∈ ℝ , 𝑢𝑢𝑢 ∈ ℝ .
This equivalent to

𝑤 =min ∑𝑢 𝑔(𝑥𝑥𝑥 )

s.t. ∑𝑢 (𝐴𝑥𝑥𝑥 −𝑏𝑏𝑏) ≤ 0

∑𝑢 (𝐷𝑥𝑥𝑥 −𝑑𝑑𝑑) = 0

∑𝑢 = 1

𝑢𝑢𝑢 ∈ ℝ

Setting 𝑥𝑥𝑥 =∑𝑢 𝑥𝑥𝑥 , with∑𝑢 = 1, 𝑢𝑢𝑢 ∈ ℝ we get:

𝑤 =min 𝑔(𝑥𝑥𝑥)
s.t. 𝐴𝑥𝑥𝑥 ≤ 𝑏𝑏𝑏

𝐷𝑥𝑥𝑥 = 𝑑𝑑𝑑
𝑥𝑥𝑥 ∈ conv(𝑋)
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To solve the formulation in Theorem 1 we need a constraint generation (or cutting plane)
approach, because of the large amount of constraints.
Wolsey also gives a Sub-gradient algorithm for the Lagrangian Dual, where you start with an
initial Lagrangian multiplier which you adjust every step.

Algorithm 1 Sub-gradient algorithm for the Lagrangian Dual [28]
Initialization. 𝑢𝑢𝑢 = 𝑢𝑢𝑢 .
Iteration k. 𝑢𝑢𝑢 = 𝑢𝑢𝑢 .
while 𝑢𝑢𝑢 ≠ 𝑢𝑢𝑢
do Solve the Lagrangian Problem IP(𝑢 ) with optimal solution 𝑥𝑥𝑥(𝑢𝑢𝑢 ).
𝑢𝑢𝑢 =max{𝑢𝑢𝑢 − 𝜇 (𝑑 − 𝐷𝑥𝑥𝑥(𝑢𝑢𝑢 )), 0}
𝑘 ← 𝑘 + 1.
end while

𝑑𝑑𝑑 − 𝐷𝑥𝑥𝑥(𝑢𝑢𝑢 ) is a sub-gradient of 𝑧(𝑢𝑢𝑢) at 𝑢𝑢𝑢 . The difficulty of this algorithm is in choosing the
step lengths {𝜇 } :

Theorem 2. [28, theorem 10.4]

(a) If ∑ 𝜇 → ∞, and 𝜇 → 0 as 𝑘 → ∞, then 𝑧(𝑢𝑢𝑢 ) → 𝑤 is the optimal value of LD.

(b) If 𝜇 = 𝜇 𝜌 for some parameter 𝜌 < 1, then 𝑧(𝑢𝑢𝑢 ) → 𝑤 if 𝜇 and 𝜌 are sufficiently large.

(c) If 𝑤 ≥ 𝑤 and 𝜇 = 𝜖 [𝑧(𝑢𝑢𝑢 )−𝑤]/||𝑑𝑑𝑑−𝐷𝑥𝑥𝑥(𝑢𝑢𝑢 )|| with 0 < 𝜖 < 2, then 𝑧(𝑢𝑢𝑢 ) → 𝑤, or the algorithm
finds 𝑢𝑢𝑢 with 𝑤 ≥ 𝑧(𝑢𝑢𝑢 ) ≥ 𝑤 for some finite 𝑘.

2.1.6. Lagrangian duality in User Equilibrium problems
We will now use the Lagrangian Dual to show the correctness of Wardrops definition of a User

Equilibrium and the commonly used objective function for those problems: ∫ 𝑐 (𝜏)𝑑𝜏. Let

𝒢 = (𝒱,𝒜) be a directed graph and let 𝒫 be the set of paths 𝑝 in the graph 𝒢. Denote 𝒫 as the
set of paths for OD-pair 𝑤 ∈ 𝒲, and 𝒫 = ⋃

∈𝒲
𝒫 . The User Equilibrium problem is given by

min ∑
∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏 (2.22)

s.t. ∑
∈

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝑊 (2.23)

𝑥 = ∑
∈
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜 (2.24)

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝑃 (2.25)

with 𝛿 = {1 if 𝑎 is contained in 𝑝,
0 otherwise.

When we interpret the UE as a situation in which each order travels via its cheapest paths
[1], we can state

𝐶 (𝑓𝑓𝑓) =min
∈𝒫

𝐶 (𝑓𝑓𝑓) ∀ 𝑝 ∈ 𝒫 s.t. 𝑓 > 0, 𝑓 ∈ ℕ ∀ 𝑤 ∈ 𝒲.

Beckmann et al. [6] proved that such a flow always exists by considering the following min-
cost multi-commodity flow problem with separable objective function (see Subsection 2.1.2)

min∑
∈𝒜
∫ ℎ (𝜏)𝑑𝜏.
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In the UE problem, which can have a nonlinear objective, (2.22) is the objective function, with
Constraints 2.23, which states that for every OD-pair 𝑤, the demand is provided by the paths
corresponding to this OD-pair and Constraint 2.24 states that the flow on arc 𝑎 is the sum of
all path flows that make use of this arc.
A Lagrangian Dual of this problem is:

𝑤 =max
∈ℝ

min 𝑍

=max
∈ℝ

min
∈ℕ

∑
∈
∫ 𝑐 (𝜏)𝑑𝜏 +∑𝜆 (𝑑 − ∑

∈
𝑓 )

s.t. 𝑥 = ∑
∈
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫

Theorem 3 (Complementary Slackness). [2] Let 𝑓 , 𝑝 ∈ 𝑃 and 𝜆 , 𝑤 ∈ 𝑊 be feasible solutions to the
primal and dual problem, respectively. They are optimal solutions for the two respective problems if and
only if

𝜆 ( ∑
∈

𝑓 − 𝑑 ) = 0 ∀ 𝑤 ∈ 𝒲 (2.26)

and

𝑓 (𝑐 (∑
∈
𝛿 𝑓 ) − 𝜆 ) = 0 ∀ 𝑝 ∈ 𝒫 (2.27)

In Equality 2.26 we see the that the part we added to the objective function must be equal
to 0. With Equality 2.27 it can easily be verified that a path 𝑝 can only be used when the costs
of using this path is equal to the minimum cost for OD-pair 𝑤. This minimum cost is thus
denoted by 𝜆 . Because of the fact that 𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫 we can conclude that in the Dual
Problem, the constraints

𝑐 (∑
∈𝒫
𝛿 𝑓 ) − 𝜆 ≥ 0 ∀ 𝑝 ∈ 𝑃

have to hold. This also is valid because the cost of a path 𝑝 can never be smaller than the
minimum path cost 𝜆 .
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2.2. Tolls systems in the literature
Instead of solving the UE as we done in the section before, we can solve UE problems as well
by using tolls. In this section we will give an outline of toll in the literature, and in Chapters 4,
5, and 6 we will show our own method of toll pricing.

Hearn and Ramana [13] make use of a toll pricing system by adding a toll term to the cost
function for each arc. They define the system of feasible flows:

𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜 (2.28)

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲 (2.29)

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫 (2.30)

𝐹 = {(𝑥𝑥𝑥,𝑓𝑓𝑓) | 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜, ∑

∈𝒫
𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲, 𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫}

𝑉 = {𝑥𝑥𝑥 | there exists 𝑓𝑓𝑓 s.t. (𝑥𝑥𝑥,𝑓𝑓𝑓) ∈ 𝐹}

where Constraint 2.28 denotes the total arc flow, given all path flows using that arc, Constraint
2.29 the demand constraint, Constraint 2.30 assures all flows are nonnegative, 𝐹 is the set of
all feasible flows and 𝑉 the set of feasible arc flows.

The cost function on arc 𝑎 is 𝑐 (𝑥 ) and the amount of toll on arc 𝑎 is denoted by 𝛽 , which
can be both positive and negative. Then the adjusted arc costs as perceived by a customer
are given by

𝑐𝑐𝑐 (𝑥𝑥𝑥) = 𝑐𝑐𝑐(𝑥𝑥𝑥) +𝛽𝛽𝛽.

with arc flow vector 𝑥𝑥𝑥, cost vector 𝑐𝑐𝑐(𝑥𝑥𝑥), toll vector 𝛽𝛽𝛽 and tolled cost vector 𝑐𝑐𝑐 (𝑥𝑥𝑥). A tolled
equilibrium then is

𝑐𝑐𝑐 (𝑥𝑥𝑥) (𝑥𝑥𝑥 − 𝑥𝑥𝑥) ≥ 0 ∀ 𝑥𝑥𝑥 ∈ 𝑉

with 𝑥𝑥𝑥 the UE solution vector.
Define the set of tolled equilibrium solutions:

𝑈∗ ∶= {𝑥𝑥𝑥 | (𝑐𝑐𝑐(𝑥𝑥𝑥) +𝛽𝛽𝛽) (𝑥𝑥𝑥 − 𝑥𝑥𝑥) ≥ 0 ∀ 𝑥𝑥𝑥 ∈ 𝑉}.

The SO solution set is given by

𝑆∗ ∶= argmin{𝑐𝑐𝑐(𝑥𝑥𝑥) 𝑥𝑥𝑥 | 𝑥𝑥𝑥 ∈ 𝑉}.

They require

∅ ≠ 𝑈∗ ⊆ 𝑆∗, (2.31)

because we want the resulting UE has a solution and every equilibrium solution is SO. If a
toll vector 𝛽𝛽𝛽 suffices (2.31), it is a valid toll vector.
The set of all these toll vectors is

𝒯 ∶= {𝛽𝛽𝛽 | ∅ ≠ 𝑈∗ ⊆ 𝑆∗}.

Also define

𝑊(𝑥𝑥𝑥) = {𝛽𝛽𝛽 | 𝑥𝑥𝑥 ∈ 𝑈∗ }, with 𝑥𝑥𝑥 ∈ 𝑉

and we can say

𝑊(𝑥𝑥𝑥) = 𝑁(𝑥𝑥𝑥; 𝑉) − 𝑐𝑐𝑐(𝑥𝑥𝑥),
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where 𝑁(𝑥𝑥𝑥, 𝑉) = {𝑢𝑢𝑢 | 𝑢𝑢𝑢 (𝑥𝑥𝑥 − 𝑥𝑥𝑥) ≥ 0 ∀ 𝑥𝑥𝑥 ∈ 𝑉}. From Hearn and Ramana [13] also follows that the
toll vector set can be denoted as

𝒯 = ⋃
∗∈ ∗

𝑊(𝑥𝑥𝑥∗)

Hearn and Ramana also give a problem formulation for Mathematical Programs with Equilib-
rium Constraints with tolls:

min ∑
∈𝒜
𝑐 (𝑥 )𝑥

s.t. 𝑥𝑥𝑥 ∈ 𝑉
(𝑐𝑐𝑐(𝑥𝑥𝑥) +𝛽𝛽𝛽) (𝑥𝑥𝑥 − 𝑥𝑥𝑥) ≥ 0 ∀ 𝑥𝑥𝑥 ∈ 𝑉.

𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫

(MPEC)

This problem has both 𝛽𝛽𝛽 and 𝑥𝑥𝑥 as its variables. Our path based toll model is based on the
MPEC of Hearn and Ramana.
They also describe the Robinhood formulation, in which the sum of all tolls must be zero, so
that there is no profit for the system: all money that is payed by certain customers in the
system will arrive at other customers inside the system.
In this case they calculate the toll after a System Optimal solution is found. Then they state
the following ILP:

min ∑
∈𝒜
𝛽 𝑥

s.t. ∑
∈𝒜
𝛽 𝑥 = 0

(2.32)

According to Florian and Hearn [10], the application of those types of toll is hard to implement
on traffic networks regarding variable travel times, although the selective use of negative tolls
to influence route choice of users might have some appeal. In this thesis we will show a way
of applying both negative and positive tolls.

Larsson et. al. [15] give an algorithm to calculate tolls to links in such a way that the tolls
force individual drivers to choose routes such that the total costs and environmental solution
are minimized (so finding an SO solution) while drivers still search for their own optimal route
in ways of travel time and costs.
The question is how to divide tolls over the network. As stated by Small [23]: “the people who
benefit from congestion relief and revenue uses do not necessarily coincide with those who
pay the fees or who suffer inconvenience in order to avoid them.” We state that fairness is
reached when customers who are not causing any bottleneck, should not pay tolls which solve
that certain bottleneck, therefore we divide the customers in different sets, as we will show in
Chapter 5.

Yang and Han [12] investigate the use of tolls with the help of the price of anarchy. Yang
and Zhang [32] constructed an anonymous link toll system to add traveler-dependent tolls.
They concluded that there exist nonnegative links tolls identical to all users to decentralize the
Wardropian System Optimum as a UE-CN (Cournot-Nash) mixed equilibrium, and the valid
toll set is made up of a convex set of linear equalities and inequalities. Yang and Han [12]
and Yang and Zhang [32] use nonnegative tolls. Our approach is to use tolls that sum up
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to zero. Yang and Huang [31] state that Value Of Time (VOT) is a very important concept in
transportation system modeling. The VOT of an order is a constant which denotes the impor-
tance of that customer. We will assume the VOT is equal for all customers in the network, so
all time based costs have the same urgency for each customer.

Didi-Biha, Marcotte and Savard [9] also use nonnegative tolls. Their goal is to maximize
the toll revenue for the highway authority while the users of the network want to minimize
their traveling costs. They introduce their bi-level programming Toll Optimization Problem,
both arc, arc-path and path based.

Yang [30] proved the existence of a Pareto refunding scheme that returns the congestion
pricing revenues to all users to make everyone better off. This Pareto refunding scheme re-
funds class-specific and OD-specific toll revenue equally to all users in the same OD pair in
the same user class.
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3
User Equilibria and Tolls
in Space Time Networks

In this chapter, we will discuss the User Equilibrium problem on Space Time Networks. In
Subsection 1.2.2 we introduced the definition of a UE by Wardrop, in this chapter we will
formulate our demands for the definition of a User Equilibrium. In Section 3.1 we will show
how we can solve the UE problem on the Space Time Network. In Section 3.2 we introduce
the use of tolls on the STN and in Section 3.3 we introduce the definitions of User Equilibria
for different types of tolls.

3.1. User Equilibrium on Space Time Networks
To define the User Equilibrium on Space Time Networks, we need to know what conditions
the solutions need to meet. To find those conditions, we will use Example 5 and Example 6.
But first we introduce some notation: recall that we denote the path cost by 𝐶 or 𝐶 . The
total order cost is denoted by 𝐶 for all 𝑤, with

𝐶 = ∑
∈𝒫

𝐶 𝑓 = ∑
∈𝒫

𝐶 𝑓 .

We denote the cheapest path cost for an order by 𝑘 . We calculate this cheapest path cost by
assigning containers of order 𝑤 to paths assuming this order is the only one traveling in the
STN.
We will show two examples to explain how the STN can be used and how we can compare
different solutions with each other.

Example 5. In this example there are three locations, 𝒱 = {1, 2, 3}, and five time steps. We have two
connections between location 𝑙 = 1 and 𝑙 = 2 and two between 𝑙 = 2 and 𝑙 = 3. Those arcs all have
capacity 𝑚 = 1, and 𝑚 = ∞ for waiting arcs. We have two orders, order 1 and 2 both start at location
1, order 1 has to go to 𝑙 = 2 and order 2 to 𝑙 = 3. Every node column shows a time step and each arc
has cost 𝑐 = 1. The two possible solutions are given in Figure 3.1, with 𝑠 denoting the starting point
and 𝑒 denoting the end point for order 𝑤.

In Figure 3.1a we see the SO solution, that is the solution where the total costs are minimized. Here
order 1 is delivered first with cost 𝐶 = 2 and therefore order 2 can only take path 𝑏𝑑 with cost 𝐶 = 5.
In Figure 3.1b a solution is given where both orders pay cost 4, that is path 𝑏 for order 1, and path 𝑎𝑐
for order 2.
We can see that each order has its own preferable solution, that is the one in which they can travel via
arc 𝑎, which is in the cheapest path for both orders.
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𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

(a) The SO solution.

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

(b) The alternative solution.

Figure 3.1: STN with two orders, with for all arcs between two different locations, otherwise.

The question now is, can we call one of those solutions a User Equilibrium? Assuming customers
choose their own routes, the solution depends on which customer gets to choose first. According to
Wardrops definition (see Section 2.1) a User Equilibrium is obtained if the costs for all customers are
equal (so the situation in Figure 3.1b), but we have to keep in mind that this equality only holds if the
customers are having the same OD-pair. According to the objective function for UE in traffic assignment
problems, the UE solution is equal to the SO solution, due to the constant arc costs (as we also saw in
(2.12)):

min 𝑧 =min ∑
∈𝒜
∫ 𝑐 (𝜏)𝑑𝜏 =min ∑

∈𝒜
𝑐 𝑥 =min ∑

∈𝒫
𝐶 𝑓 = 𝑧 .

Thus, for the definitions as used in the literature, the solution given in Figure 3.1a is the best User Equi-
librium, because in this solution 𝑧 is minimized. But we can easily verify order 2 is not satisfied with
this solution.

We can also look at the ratio between the cheapest path and the alternative path per customer in
this example, to see how worse it will be for an order to travel via its alternative path. A ratio of 1 means
that the order can travel via its cheapest path, and thus is satisfied.
For order 1, the cheapest path cost is 𝑘 = 𝐶 = 2, the alternative path cost is 𝐶 = 4. Then we obtain

the ratio 𝑟 = 𝐶
𝑘 = 2. For order 2, the cheapest path cost is 𝑘 = 𝐶 = 4, the alternative path cost is

𝐶 = 5. Then we obtain the ratio 𝑟 = 𝐶
𝑘 = 5

4 .

We see that both order 1 and order 2 want to travel via arc 𝑎 in order to travel via their cheapest
path. If order 1 is forced to take his most expensive path 𝑏 in order to let order 2 travel via its cheapest
path 𝑎𝑐, it is more expensive for order 1 to travel via its second-best path than when order 2 is forced

to travel via its second-best path (because 𝑟 = 2 > 𝑟 = 5
4 ). So we could conclude that letting order 2

traveling via path 𝑏𝑑 and letting order 1 take its cheapest path, is the User Equilibrium (thus in this case
the SO solution, denoted in Figure 3.1a), because in this solution all customers are harmed as little as
possible. △

We can conclude from this example, that we want to minimize the harm of traveling via
alternative paths, which are all paths except for the cheapest path. We will use the ratio to
denote the harm of a customer in the current compared to its cheapest path:

𝑟 = 𝐶
𝑘 ∀ 𝑤 ∈ 𝒲.

So the ratio is the cost payed by an order divided by the cheapest path costs of that order.
We will endorse the benefit of the minimization of harm by the following example:
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Example 6. We adjusted Example 5: we added one extra time step and moved arc 𝑑 one time step.
The two possible solutions are given in Figure 3.2, with 𝑠 denoting the starting point and 𝑒 denoting
the end point for order 𝑤.

𝑡 = 0 1 2 3 4 5 6

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

(a) SO solution 1

𝑡 = 0 1 2 3 4 5 6

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

(b) SO solution 2

Figure 3.2: STN with two orders, with for all arcs between two different locations, otherwise.

In this case there are two SO solutions, because both solutions have the same objective cost:
𝐶 + 𝐶 = 8.
We compare the two solutions by calculating the ratio of the current solution divided by the cheapest
path for each individual order (again arc 𝑎 is in the cheapest paths for both orders):
Solution in Figure 3.2a:

Order 1: 𝑘 = 𝐶 = 2, chosen path cost 𝐶 = 2: Ratio 𝑟 = 𝐶
𝑘 = 2

2 = 1.

Order 2: 𝑘 = 𝐶 = 4, chosen path cost 𝐶 = 6: Ratio 𝑟 = 𝐶
𝑘 = 6

4 =
3
2 .

Solution in Figure 3.2b:

Order 1: 𝑘 = 𝐶 = 2, chosen path cost 𝐶 = 4: Ratio 𝑟 = 𝐶
𝑘 = 4

2 = 2.

Order 2: 𝑘 = 𝐶 = 4, chosen path cost 𝐶 = 4: Ratio 𝑟 = 𝐶
𝑘 = 4

4 = 1.
The higher the ratio is, the more the order is disadvantaged. So in order to have satisfied customers,
we want all ratios to be as low as possible. When looking at the example, then the solution as given in
Figure 3.2a is the best User Equilibrium, so order 1 traveling via path 𝑎 and order 2 via 𝑏𝑑. △

3.1.1. Using ratios
As shown in the section above, finding a solution in which all orders are satisfied, is not
always possible. A way of defining a User Equilibrium where all orders are harmed as little as
possible, is looking at the ratios of the used path cost compared to the cheapest path cost for
that order. We can state this in an ILP with objective function

min ∑
∈𝒲
𝑟 =min ∑

∈𝒲

𝐶
𝑘 =min ∑

∈𝒲
( 1
𝑘 ∑

∈𝒫
𝐶 𝑓 ) .

We use the following ILP:

min ∑
∈𝒲
( 1
𝑘 ∑

∈𝒫
𝐶 𝑓 )

s.t. ∑
∈

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝑊

𝑥 = ∑
∈
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝑃
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We refer to this objective function as the Weighted Ratio objective. In the following example
we will show the influence of using this objective function.

Example 7. In this example we have three orders, order 1 traveling from location 𝑙 = 1 to 𝑙 = 3, order
2 from 𝑙 = 1 to 𝑙 = 4 and order 3 from 𝑙 = 2 to 𝑙 = 4. The demands are 𝑑 = 𝑑 = 1 and 𝑑 = 2. The
UE solution is given in Figure 3.3a and the Weighted Ratio solution is given in Figure 3.3b, the values
of the solutions can also be read in Table 3.1.

t= 0 1 2 3 4 5 6 7 8

𝑠 , 𝑠

𝑠

𝑒

𝑒 𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎 𝑏

𝑐 𝑑 𝑒 𝑓

𝑔 ℎ 𝑖 𝑗
𝑘

(a) SO solution.

t= 0 1 2 3 4 5 6 7 8

𝑠 , 𝑠

𝑠

𝑒

𝑒 𝑒 , 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎 𝑏

𝑐 𝑑 𝑒 𝑓

𝑔 ℎ 𝑖 𝑗
𝑘

(b) Weighted Ratio solution.

Figure 3.3: STN with three orders, with for all arcs between two different locations, otherwise.

Table 3.1: Solution of STN in Figure 3.3a

Order 1 Order 2 Order 3 Total Cost Total Ratio
cheapest paths cost 𝑘 2 3 8
Solution Weighted Ratio 2 5 16 23
Solution SO 5 5 11 21
Ratio of Weighted Ratio 𝑟 1 1.6667 2 4.66667
Ratio of SO 𝑟 2.5 1.6667 1.375 5.54167

We see that the total costs of the Weighted Ratio solution are higher than those of the SO solution.
Note that the SO solution is not unique: the costs of the containers of orders 2 and 3 can be switched
without influencing the total costs. The benefit of using the Weighted Ratio objective function, is the fact
that the total ratio is minimized. It is less harmfull for order 3 to pay more than it is for order 1, compared
to their cheapest path costs. △
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The question now arises, what do we rather achieve? When looking for a User Equilibrium,
do we want the total costs minimized (SO), or do we want to divide the extra costs fairly
compared to cheapest path costs (Weighted Ratio)? The best solution would be a combination,
in which we obtain an SO, and the extra costs made by having to travel via non-cheapest paths
are divided in a fair way over the orders. In the next section we will introduce a method to
find this combination, by adding tolls the the network, and we will give definitions of a User
Equilibrium.

3.2. Toll In Space Time Networks
Our goal is to reach as well an SO solution regarding the total costs, as achieving a UE. By a
SO solution we mean a solution in which the total costs are minimized. However, it is always
the case that a UE has a total cost equal or higher to the total cost of the SO solution. To
avoid this higher total cost in a UE, we introduce the use of tolls in three ways:

1. Tolls on orders: assign tolls to the orders after obtaining the SO solution, to create a UE
solution in which costs are divided over the orders in a fair way.

2. Tolls on paths: assign tolls to paths after obtaining the SO solution and create tolled path
costs on the STN, in which the paths of the SO solution have cheapest (tolled) paths costs
and thus a UE solution is obtained.

3. Tolls on arcs: assign tolls to arcs after obtaining the SO solution and create tolled arc
costs on the STN, in which the paths of the SO solution have cheapest (tolled) path costs
and thus a UE solution is obtained.

The outline of the procedure is to calculate the SO solution in the STN, then add tolls (which
can be both positive and negative) to arcs, paths or orders, in such a way that the total sum
of all tolls on orders (in the order case), on used paths (in the path case) or on used arcs (in
the arc case), is equal to zero. We will assume that all OD-pairs are individual customers.

In this thesis we will investigate the first two ways of adding tolls: on orders and on paths.
We use the following notation for tolls: the toll on path is 𝛽 and the toll on order is given by

𝛽 = ∑
∈𝒫

𝛽 𝑓 .

We define the tolled order costs:
𝐶 = 𝐶 + 𝛽

as the order cost including the tolls, and the tolled path costs:

𝐶 = 𝐶 + 𝛽

as the path cost including the tolls. Note that

𝐶 = 𝐶 + 𝛽 = ∑
∈𝒫

(𝐶 + 𝛽 ) = ∑
∈𝒫

𝐶 ∀ 𝑤 ∈ 𝒲.

𝑘 is the cost of the cheapest paths for order 𝑤.

We can compare the tolls on orders to real life instances. We see in real life instances that
adding toll on orders is as assigning “fair” costs to customers which use the same transport
modalities (multiple containers on the same train or barge). We assume when assigning toll
to orders, that the customer is familiar with the initial STN, but that the tolls will give final
costs that satisfy a certain “fairness” criterion. We will discuss this in Chapter 5.

Adding toll on paths gives us a new cost network wherein the goal is that each customer
will choose paths which are also assigned to him in the SO solution. We assume that the cus-
tomers only know the new cost network (and thus do not know the initial costs of all paths).
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We can say a UE is reached when the costs of the paths are defined such that in the case all
capacity constraints are removed, still the same paths will be chosen by the customers. We
will discuss this in Chapter 4.

To investigate the behavior of tolls, we will divide MCMCF problem on an STN into different
cases:

• Case 1: demand 𝑑 = 1 ∀ orders 𝑤 ∈ 𝒲, capacity 𝑚 = 1 ∀ 𝑎 between two different
locations, 𝑚 = ∞ otherwise, 𝑎 ∈ 𝒜,

• Case 2: demand 𝑑 ≥ 1 ∀ orders 𝑤 ∈ 𝒲, capacity 𝑚 = 1 ∀ 𝑎 between two different
locations, 𝑚 = ∞ otherwise, 𝑎 ∈ 𝒜,

• Case 3: demand 𝑑 = 1 ∀ orders 𝑤 ∈ 𝒲, capacity 𝑚 ≥ 1 ∀ 𝑎 between two different
locations, 𝑚 = ∞ otherwise, 𝑎 ∈ 𝒜,

• Case 4: demand 𝑑 ≥ 1 ∀ orders 𝑤 ∈ 𝒲, capacity 𝑚 ≥ 1 ∀ 𝑎 between two different
locations, 𝑚 = ∞ otherwise, 𝑎 ∈ 𝒜.

When investigating adding tolls, we use the different cases described above. In all cases, for
all waiting arcs, thus horizontal arcs in an STN, we define 𝑚 = ∞, so there is no capacity
constraint for waiting at a location.

3.3. User Equilibrium with tolls on a Space Time Network
We define a User Equilibrium per situation which we will investigate, so we have a definition
for path based tolls and one for order based tolls:

Path based tolls: For each order there are multiple paths to travel by. Here we define User
Equilibrium as follows:

Definition 4 (Path based User Equilibrium). A User Equilibrium is reached when each customer can
travel via their cheapest paths.

This is obviously not always possible when concerning only the initial networks, so we need
the path tolls for this. We will assume that customers are not familiar with the path costs in
the initial STN, they only have knowledge of the tolled path costs.

Order based tolls: When we observe the costs payed by each order, we can define a “fairness”
criterion in order to satisfy customers. For each customer in the problem, we introduce the
ratio between the order costs of the SO solution 𝐶 and the order costs if there were no other
orders in the network, so the cost of the cheapest paths for order 𝑤 ∈ 𝒲: 𝑘 .

The ratio for all orders 𝑤 ∈ 𝒲 is 𝑟 = 𝐶
𝑘 and the ratio of tolled order costs are denoted by

𝑟 =
𝐶
𝑘 , with 𝐶 = 𝐶 + 𝛽 , where 𝛽 is the order toll for order 𝑤.

Definition 5 (Order based User Equilibrium). A User Equilibrium is reached when the extra costs made
in the network compared to the cheapest path costs of all orders, are payed rationally by all orders. In
other words, compared to its cheapest path costs, each order pays the same percentage of extra costs
given its cheapest path costs. So 𝑟 = 𝑟 ∀ 𝑤 ,𝑤 ∈ 𝒲 (the “fairness” constraint).

In Chapter 4 we will introduce an algorithm to calculate the path tolls, and also show the
properties of the found tolls. In Chapter 5 we will do the same for the order tolls. In Chapter 6
we will combine those two toll types and their properties.
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4
Tolls on paths

In this chapter, our goal is to find a Path tolled User Equilibrium. Our approach is to first find
an SO solution, and then add tolls to paths, which create a new cost scheme for paths. When
we offer the STN with the adjusted path costs to the customers, they can selfishy choose
routes, and the outcome of their path choice will correspond with our own path to order
assignment for finding an SO.

4.1. Constraints for finding path tolls
We assume that customers are not familiar with the path costs of the initial STN in which
we want to find an SO solution. We want to find path tolls 𝛽 such that when starting with
an SO solution, we can adjust the network costs (by adding tolls) in such a way that each
customer is satisfied with its route, and thus a UE is achieved. It even should be possible for
all customers to let them choose their routes themselves. So we should adjust the path costs
in such a way that each path which needs to be traversed in order to obtain an SO solution,
will be chosen by the customer.
We only use tolls to obtain both an SO and UE solution, so we do not need to make profit on
the tolls. We will discuss the choice of our objective function in Subsection 4.1.1, but we can
already state that we want to minimize tolls added to certain path sets.
In order to make sure we do not make profit on the toll system, we require that all tolls payed
or received by customers sum up to zero:

∑
∈SO solution

𝛽 𝑓 = 0.

So, if there are tolls needed to obtain a UE, there will be one or multiple customers who need
to pay toll, as well as there are one or multiple customers who receive toll. This last group
thus has a sort of discount on the routes which we want those customers to take. We do not
want the toll received by a customer to be higher than the initial path cost (which would mean
that a customer does not have to pay, but only receives money for choosing a certain path),
so we use the constraints:

𝐶 + 𝛽 ≥ 0 ∀ 𝑝 ∈ 𝒫 ⟺ 𝛽 ≥ −𝐶 ∀ 𝑝 ∈ 𝒫.

Our goal is to achieve a UE solution by calculating the path tolls 𝛽 , starting from an SO
solution. We calculate these tolls with the Nonlinear Programming problem NP-𝛽 (as described
in Section 4.2 in Algorithm 2 Step 4 at page 42). In Subsection 4.1.1 we will explain our
choice for the objective function of the NP-𝛽 and we will explain the choice of constraints.
In Sections 4.3 up to and including 4.6 we will see how path tolls can be added in the four
different cases as described in Section 3.2.
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4.1.1. Objective function and choice of constraints
The NP-𝛽 consists of an objective function that minimizes the path tolls of a certain path
set, and a set of constraints mentioned above. We will elaborate on those constraints in
Algorithm 2, but here we will already state the different steps of the algorithm:
Outline Algorithm 2:

1. Create SO problem,

2. Solve SO problem, output: path flows 𝑓 ∀ 𝑝 ∈ 𝒫,

3. Create two lists for each order 𝑤 ∈ 𝒲: ℎ , and ℎ , ,

4. Create NP-𝛽,

5. Solve NP-𝛽, output: path tolls 𝛽 ∀ 𝑝 ∈ 𝒫,

6. Create SO-𝛽 problem, by adding the path tolls to the path costs of the initial STN,

7. Solve SO-𝛽, output: path flows 𝑓 ∀ 𝑝 ∈ 𝒫.

We have different choices for the objective function of the NP-𝛽, those choices concern mini-
mizing different path sets. Define the set of paths used in the SO solution by

ℎ , ∶= {𝑝 | 𝑓 > 0, 𝑝 ∈ 𝒫 } ,

and the sets of all other paths (which are not in the SO solution) by

ℎ , ∶= {𝑝 | 𝑓 = 0, 𝑝 ∈ 𝒫 } .

𝑡 = 0 1 2 3 4 5 6

𝑠 , 𝑠

𝑒 𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑏

𝑎 𝑒 𝑓

𝑑 𝑔𝑐

Figure 4.1: STN with two orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO. Paths ∈ , are denoted in red, paths ∈ , in cyan.

To illustrate those path sets, we look at Figure 4.1. There we see two orders both with
demand 2 (so this is a Case 2 problem, because 𝑚 = 1 for all arcs 𝑎 between two different
locations and 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲). The SO solution is graphically denoted in red and cyan for
order 1 and 2 respectively. We have path sets 𝒫 = {𝑎, 𝑒, 𝑏𝑐, 𝑓} and 𝒫 = {𝑏, 𝑎𝑑, 𝑎𝑔, 𝑒𝑔, 𝑓𝑔}. The
SO solution gives us the path sets:

ℎ , = {𝑎, 𝑒}, ℎ , = {𝑏𝑐, 𝑓}, ℎ , = {𝑏, 𝑓𝑔}, and ℎ , = {𝑎𝑑, 𝑎𝑔, 𝑒𝑔, 𝑓𝑔}.

We will discuss three possible objective functions for the NP-𝛽 in Algorithm 2 Step 4. Notice
that we use the absolute values of the path tolls, because we allow both positive and negative
tolls.
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The three possible objective functions:

• min ∑
∈𝒲

∑
∈ ,

|𝛽 |: minimize the tolls added to paths which are in the SO solution.

• min ∑
∈𝒲

∑
∈ ,

|𝛽 |: minimize the tolls added to paths which are not in the SO solution.

• min∑
∈𝒫
|𝛽 |: minimize all tolls.

We also discuss whether we want to use the Total-sum-zero constraint∑
∈𝒫
𝛽 = 0, which forces

the total sum of all tolls added to the STN to be zero. The question arises whether this con-
straint is necessary to obtain good solutions. By good solutions we mean solutions in which
little toll needs to be added to the STN in order to obtain a UE solution.

We first introduce the standard constraints of the NP-𝛽 (for Algorithm 2 step 4):

∑
∈𝒲

∑
∈ ,

𝛽 𝑓 = 0 (4.1)

𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ , ∀ 𝑤 ∈ 𝒲 (4.2)
𝛽 ≥ −𝐶 ∀ 𝑝 ∈ 𝒫 (4.3)

where Constraint 4.1 ensures all tolls on paths used in the SO solution sum up to zero,
Constraint 4.2 ensures the paths used in the SO solution for one order, have equal or lower
costs than the paths for that order which are not in the SO solution, and Constraint 4.3
ensures no tolled cost can become negative. We will choose our objective function later on.
Note that if we work with Case 1, 2 or 3 (as described in Section 3.2), Constraint 4.1 can be
replaced (due to the capacity and/or demand constraints) by

∑
∈𝒲

∑
∈ ,

𝛽 = 0.

This formulation is equivalent because the path flows of paths 𝑝 ∈ ⋃
∈𝒲
ℎ , will always be

equal to one due to the capacity and/or demand constraints, and the path flows of paths
𝑝 ∈ ⋃

∈𝒲
ℎ , will always be equal to zero.

Constraint 4.2 is equivalent to

𝐶 + 𝛽 ≤ 𝐶 + 𝛽 ∀ (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ , ∀ 𝑤 ∈ 𝒲.

In this equivalent formulation we see the goal of the constraints more clearly.

We use the following two examples to illustrate the influence of the three optional objective
functions: ∑

∈𝒲
∑
∈ ,

|𝛽 | , ∑
∈𝒲

∑
∈ ,

|𝛽 | and ∑
∈𝒫
|𝛽 |, and the influence of the optional Total-

sum-zero constraint ∑
∈𝒫
𝛽 = 0.
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Figure 4.2: STN with two orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO. Paths ∈ , are denoted in cyan, paths ∈ , in red.

Example 8 (Case 1). The network in Figure 4.2 is of the type Case 1, so𝑚 = 1 for all arcs 𝑎 between
two different locations and 𝑑 = 1 ∀ 𝑤 ∈ 𝒲. Order 1 travels from location 1 to 3 and order to travels
from 1 to 4, 𝑑 = 𝑑 = 1. We have the following path costs:

Order 1: 𝐶 = 2, 𝐶 = 5, 𝐶 = 7, 𝐶 = 5, 𝐶 = 7, 𝐶 = 7,
Order 2: 𝐶 = 2, 𝐶 = 5, 𝐶 = 7, 𝐶 = 5, 𝐶 = 7, 𝐶 = 7.

Solving the corresponding SO problem gives us the solution:

𝑓 = 1, 𝑓 = 1,

with path costs of the used paths:

𝐶 = 2, 𝐶 = 5.

Then ℎ , = {𝑎𝑑} and ℎ , = {𝑏𝑔}. We now solve the NP-𝛽 with the different objective functions and
also observe the effect of the Total-sum-zero constraint: ∑

∈𝒫
𝛽 = 0:

• Constraint ∑
∈𝒫
𝛽 = 0:

– Objective: min ∑
∈𝒲

∑
∈ ,

|𝛽 | =min (|𝛽 | + |𝛽 |) = 0.

Tolls: 𝛽 = −3, 𝛽 = −5, 𝛽 = −3, 𝛽 = −5, 𝛽 = 19,
𝛽 = 3, 𝛽 = −2, 𝛽 = −2, 𝛽 = −2,

New path costs: 𝐶 = 5 − 3 = 2, 𝐶 = 7 − 5 = 2, 𝐶 = 5 − 3 = 2,
𝐶 = 7 − 5 = 2, 𝐶 = 7 + 19 = 26, 𝐶 = 2 + 3 = 5,
𝐶 = 7 − 2 = 2, 𝐶 = 7 − 2 = 5, 𝐶 = 7 − 2 = 5.

The costs of the paths used in the SO solution are thus: 𝐶 = 2, 𝐶 = 5.
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– Objective: min ∑
∈𝒲

∑
∈ ,

|𝛽 | =min (|𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 |+

|𝛽 | + |𝛽 | + |𝛽 |) = 0.

Tolls: 𝛽 = 3, 𝛽 = −3,
New path costs: 𝐶 = 2 + 3 = 5, 𝐶 = 5 − 3 = 2.

The costs of the paths used in the SO solution are thus: 𝐶 = 5, 𝐶 = 2.

– Objective: min∑
∈𝒫
|𝛽 | =min (|𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 |+

|𝛽 | + |𝛽 | + |𝛽 | + |𝛽 |) = 6.

Tolls: 𝛽 = −3, 𝛽 = 3,
New path costs: 𝐶 = 7 − 3 = 4, 𝐶 = 2 + 3 = 5.

The costs of the paths used in the SO solution are thus: 𝐶 = 2, 𝐶 = 5.

• No constraint ∑
∈𝒫
𝛽 = 0:

– Objective: min ∑
∈𝒲

∑
∈ ,

|𝛽 | =min (|𝛽 | + |𝛽 |) = 0, total sum of tolls is∑
∈𝒫
𝛽 = −24.

Tolls: 𝛽 = −3, 𝛽 = −5, 𝛽 = −3, 𝛽 = −5, 𝛽 = −5,
𝛽 = 3, 𝛽 = −2, 𝛽 = −2, 𝛽 = −2,

New path costs: 𝐶 = 5 − 3 = 2, 𝐶 = 7 − 5 = 2, 𝐶 = 5 − 3 = 2,
𝐶 = 7 − 5 = 2, 𝐶 = 7 − 5 = 2, 𝐶 = 2 + 3 = 5,
𝐶 = 7 − 2 = 5, 𝐶 = 7 − 2 = 5, 𝐶 = 7 − 2 = 5.

The costs of the paths used in the SO solution are thus: 𝐶 = 2, 𝐶 = 5.

– Objective: min ∑
∈𝒲

∑
∈ ,

|𝛽 | = 0, total sum of tolls is ∑
∈𝒫
𝛽 = 0.

Tolls: 𝛽 = 3, 𝛽 = −3,
New path costs: 𝐶 = 2 + 3 = 5, 𝐶 = 5 − 3 = 2.

The costs of the paths used in the SO solution are thus: 𝐶 = 5, 𝐶 = 2.

– Objective: min∑
∈𝒫
|𝛽 | = 3, total sum of tolls is ∑

∈𝒫
𝛽 = 3.

Toll: 𝛽 = 3,
New path cost: 𝐶 = 2 + 3 = 5.

The costs of the paths used in the SO solution are thus: 𝐶 = 2, 𝐶 = 5.

△

We see that using the objective min ∑
∈𝒲

∑
∈ ,

|𝛽 | is highly inefficient. Inefficiency here

means that given the SO solution, if there are a lot of cheaper alternative paths for orders
𝑤 ∈ 𝒲 (so 𝐶 ≤ 𝐶 for 𝑝 ∈ ℎ , , 𝑞 ∈ ℎ , ), we need to add tolls to all those paths in order to
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Figure 4.3: STN with two orders, , , with for all arcs between two different locations, otherwise.
The denoted solution is SO. Paths ∈ , are denoted in cyan, paths ∈ , in red.

obtain a UE. We need to do this regardless of the constraint ∑
∈𝒫
𝛽 = 0. In the next example

we will thus only consider the other two objective functions.

Because in order to maintain the paths costs for the used paths, one needs to adjust all
costs of the alternative paths for all orders. When increasing the demand for order 1 from the
previous example to 2, we can see what more pressure on the network does for the solutions.

Example 9 (Case 2). This example is of the type Case 2, because 𝑚 = 1 for all arcs 𝑎 between two
different locations and 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲. We have the same STN as in the previous example, now
with 𝑑 = 2, 𝑑 = 1. Solving the SO problem gives the following solution, which is also displayed in
Figure 4.3:

𝑓 = 1, 𝑓 = 1, 𝑓 = 1,

𝐶 = 5, 𝐶 = 7, 𝐶 = 2.
Then ℎ , = {𝑏𝑓, 𝑐ℎ}, ℎ , = {𝑎𝑒}. We now solve the NP-𝛽 with the different objective functions and
also observe the effect of the Total-sum-zero constraint, by removing this constraint from the NP-𝛽 and
compare the values of ∑

∈𝒫
𝛽 .

• Constraint ∑
∈𝒫
𝛽 = 0:

– Objective: min ∑
∈𝒲

∑
∈ ,

|𝛽 | = 6.

Tolls: 𝛽 = 3, 𝛽 = −2, 𝛽 = −3, 𝛽 = 3, 𝛽 = −1,
New path costs: 𝐶 = 2 + 3 = 5, 𝐶 = 7 − 2 = 5, 𝐶 = 7 − 3 = 4,

𝐶 = 2 + 3 = 5, 𝐶 = 7 − 1 = 6.

The costs of the paths used in the SO solution are thus: 𝐶 = 5, 𝐶 = 4, 𝐶 = 5.

– Objective: min∑
∈𝒫
|𝛽 | = 10.

Tolls: 𝛽 = 3, 𝛽 = −2, 𝛽 = −2, 𝛽 = 2, 𝛽 = −1,
New path costs: 𝐶 = 2 + 3 = 5, 𝐶 = 7 − 2 = 5, 𝐶 = 7 − 2 = 5,

𝐶 = 2 + 2 = 4, 𝐶 = 7 − 1 = 6.
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The costs of the paths used in the SO solution are thus: 𝐶 = 5, 𝐶 = 5, 𝐶 = 4.

• No constraint ∑
∈𝒫
𝛽 = 0:

– Objective: min ∑
∈𝒲

∑
∈ ,

|𝛽 | = 3, total sum of tolls is ∑
∈𝒫
𝛽 = 3.

Tolls: 𝛽 = 3, 𝛽 = −2, 𝛽 = 3, 𝛽 = −1,
New path costs: 𝐶 = 2 + 3 = 5, 𝐶 = 7 − 2 = 5,

𝐶 = 2 + 3 = 5, 𝐶 = 5 − 1 = 4.

So 𝐶 = 4, 𝐶 = 5, 𝐶 = 5.

– Objective: min∑
∈𝒫
|𝛽 | = 7, total sum of tolls is ∑

∈𝒫
𝛽 = 7.

Toll: 𝛽 = 5, 𝛽 = 2,
New cost: 𝐶 = 2 + 5 = 8, 𝐶 = 5 + 2 = 7.

The costs of the paths used in the SO solution are thus: 𝐶 = 5, 𝐶 = 7, 𝐶 = 2.

△

We can see in the previous examples, that adding the Total-sum-zero constraint does not give
better solutions when the goal is to add as little as toll necessary, which we want to achieve.
So we will no longer use this Total-sum-zero constraint.
From now on we will minimize the tolls added to paths which are not in the SO solution, so
take we take as the objective function:

∑
∈𝒲

∑
∈ ,

|𝛽 | .

4.2. Generic algorithm for finding path tolls
We start determining tolls by solving the SO, and then add tolls to the path costs in the STN
such that no customer is harmed by that solution and thus a UE is reached. The sum of all
tolls payed and received by all customers has to be zero. The way of finding tolls which give
us a UE solution in a initial SO problem is described in Algorithm 2, which is partly based
on the solution algorithms used by Hearn and Ramana [13] and Jiang and Mahmassani [14].
Hearn and Ramana work with a toll pricing framework:

1. Solve the SO problem to obtain an optimal solution 𝑥𝑥𝑥∗.
2. Define the toll set.
3. Define and optimize an objective function over the toll set.

Note that in our case we can use the Robinhood objective as in Equation 2.32.
Jiang and Mahmassani have a Unifying Solution Algorithm for both discrete and continuous
Value of Time:

0. Initialization.
1. Traffic Simulation.
2. Generating Path Set: Find cheapest path for each user.
3. Update Path Assignment: For each user, update path flow by using Method of Successive

Averages.
4. Convergence Check.
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The difference with the framework of Hearn and Ramana is that we do not define the toll set,
because in our approach there is no need to obtain this total set. The difference with Jiang
and Mahmassani is that we apply tolls on paths instead of updating path assignment.

Recall, to calculate the path tolls, we divide all paths into two sets, one with all paths
which are used in the SO solution: ℎ , , and one with all other paths (which are not in the
SO solution): ℎ , . We define these sets as follows:

ℎ , = {𝑝 | 𝑓 > 0, 𝑝 ∈ 𝒫 } , ℎ , = {𝑝 | 𝑓 = 0, 𝑝 ∈ 𝒫 }

Algorithm 2 Calculating path tolls
1: Create SO problem:

min ∑
∈𝒫
𝐶 𝑓

s.t. 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫
𝑥 ∈ ℕ ∀ 𝑎 ∈ 𝒜

(4.4)

2: Solve SO problem, output: path flow vector 𝑓𝑓𝑓.
3: Create two lists for each order 𝑤: ℎ , = {𝑝 | 𝑓 > 0, 𝑝 ∈ 𝒫 }, ℎ , = {𝑝 | 𝑓 = 0, 𝑝 ∈ 𝒫 }.
4: Create NP-𝛽:

min ∑
∈𝒲

∑
∈ ,

|𝛽 | (4.5)

s.t. ∑
∈𝒲

∑
∈ ,

𝛽 𝑓 = 0 (4.6)

𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ , ∀ 𝑤 ∈ 𝒲 (4.7)
𝛽 ≥ −𝐶 ∀ 𝑝 ∈ 𝒫 (4.8)

where Constraint 4.6 ensures the total toll sum of the chosen paths to be zero, Constraint 4.7 ensures
that the paths in the SO solutions are the ones with cheapest costs 𝐶 and Constraint 4.8 ensures
no path can have a negative 𝐶 cost.
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The NP-𝛽 in Algorithm 2 Step 4 is non-linear, which makes this problem hard to solve. We
therefore use the equivalent linear formulation of the problem:

min ∑
∈𝒲

∑
∈ ,

𝛾

s.t. ∑
∈𝒲

∑
∈ ,

𝛽 𝑓 = 0

𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ , ∀ 𝑤 ∈ 𝒲
𝛽 ≥ −𝐶 ∀ 𝑝 ∈ 𝒫
𝛽 ≤ 𝛾 ∀ 𝑝 ∈ 𝒫 (4.9)
− 𝛽 ≤ 𝛾 ∀ 𝑝 ∈ 𝒫 (4.10)
𝛾 ≥ 0 ∀ 𝑝 ∈ 𝒫 (4.11)

where 𝛾 replaces the absolute value variable |𝛽 | with Constraints 4.9-4.11.

5: Solve NP-𝛽, output: 𝛽 .
6: Add tolls 𝛽 to the SO problem, SO-𝛽:

min ∑
∈𝒫
(𝐶 + 𝛽 ) 𝑓

s.t. 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫
𝑥 ∈ ℕ ∀ 𝑎 ∈ 𝒜

7: Solve SO-𝛽 problem, output path flow vector 𝑓𝑓𝑓.

The desired outcome of Algorithm 2, is that the solution to the SO-𝛽 problem is equal to
the initial SO problem. The resulting path costs are the only costs that are showed to the
customers, so the customers do not have any knowledge about the initial STN and those
path costs. We will consider the problem of solving an STN in different cases, as stated in
Section 3.2.

4.3. Case 1
Case 1 is the situation in which 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 = 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We illustrate the correctness of Algorithm 2, by solving a number of examples in Subsec-
tion 4.3.1. In Subsection 4.3.2 we will derive properties of the path tolls.

43



4.3.1. Case 1: Examples
In Example 10 and Example 11 we will show the outcome of the algorithm on the problems
and have a small discussion on the tolls found the algorithm.

Example 10. We use the STN as in Figure 3.1, again showed in Figure 4.4. Recall that all arcs have
cost 1 and all diagonal arcs have capacity constraints of 1. We have two orders: 𝒲 = {1, 2}.
The SO solution is given in Figure 4.4, with 𝑠 denoting the start point and 𝑒 denoting the end point for
order 𝑤.

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 4.4: STN with two orders with for all arcs between two different locations, otherwise. The denoted
solution is SO.

We have path costs

𝐶 = 2, 𝐶 = 4, 𝐶 = 4, 𝐶 = 5 and 𝐶 = 5,

and the path sets following from the SO solution as obtained in Algorithm 2 in Step 3:

ℎ , = {𝑎}, ℎ , = {𝑏𝑑}, ℎ , = {𝑏}, ℎ , = {𝑎𝑐, 𝑎𝑑}.

We see that due to capacity constraints, order 2 is not able to choose his best route in the SO and has
to take path 𝑏𝑑 with cost 5.
The tolls given by Algorithm 2 are

𝛽 = 1, 𝛽 = −1,

so all tolls on paths 𝑝 ∈ ⋃
∈𝒲
ℎ , are zero and so is the objective value of the NP-𝛽.

We will take a closer look at how we can look at these tolls and adjusted costs: The paths 𝑎 and 𝑏𝑑 are
in the SO solution with a total objective value of 7.
We now can set bounds on the toll: one could say that the toll of order 1 can be at most 2, so 𝛽 < 2,
which gives a lower bound of −2 to the toll of order 2: 𝛽 > −2. We set those bounds because if the
toll of order 1 on path 𝑎 gets higher than 2, it is more beneficial for order 1 to take its alternative route
𝑏. For order 2, the smallest toll can be −1, so 𝛽 > −1, which gives an upper bound of 1 to the toll of
order 1: 𝛽 < 1. If we do not set those bounds, order 2 adjusted path cost will be cheaper than traveling
via its cheapest path in the initial network.

But if we look at the tolled ratios 𝑟 = 𝐶 + 𝛽
𝑘 , where we compare the adjusted path cost to the cheap-

est path cost, we see that a toll of 1 for order 1 is more disadvantageous than the initial SO solution was
for order 2 (see Table 4.1).

When we assume that all customers do know the path costs of the initial network (contrary to what
we assume in this Section), order 2 will not accept path 𝑏𝑑 as its route as long as 𝛽 > −1, because
then 𝐶 = 5 + 𝛽 >= 𝐶 = 𝑘 and thus path 𝑎𝑐 is still a cheaper route to take. A negative toll of
value 𝛽 = −1 will be satisfying for order 2, because then 𝐶 = 𝐶 + 𝛽 = 5 − 1 = 4 = 𝐶 = 𝑘 ,
and thus there is no difference in both optional paths costs.
Order 1 can accept paying the toll of 𝛽 = 1, because then the cost of path 𝑎 will still be less than its
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Table 4.1: Solutions for Figure 4.4: Ratios ( )/ per toll

Order 1 𝐶 𝑟 Order 2 𝐶 𝑟
𝑘 2 4
𝐶 2 1 5 1.25
𝛽 0.5 2.5 1.25 −0.5 4.5 1.125

1 3 1.5 −1 4 1
2 4 2 −2 3 0.75

alternative path 𝑏 which has cost 𝐶 = 4 (and 𝐶 = 𝐶 +𝛽 = 2+1 = 3 < 4). The question is however,
to what extent order 1 is willing to pay ‘voluntarily’ to order 2, to obtain a User Equilibrium.

Now assume the customers do not have any knowledge of the path costs of the initial STN. Then we
can offer a choice to order 1 of choosing the path 𝑎 with toled cost 𝐶 = 2 + 1 = 3 or path 𝑏 with tolled
cost 𝐶 = 5 − 1 = 4, and offer to order 2 three paths, with 𝑎𝑐 and 𝑏𝑑 having both tolled cost 4 and
𝑎𝑑 having cost 5. Then they can both choose their most favorable route (𝑎 and 𝑏𝑑 respectively) without
harming the other order.
But what will happen if we use tolls |𝛽 | < 1 ∀ 𝑝 ∈ 𝒫, and we assume we only add tolls to paths chosen
in the SO solution? Take for example path tolls 𝛽 = 𝛽 = 0.5 and 𝛽 = 𝛽 = −0.5. Then order 1 gets
to choose between a path costs 𝐶 = 2.5 and 𝐶 = 4, while order 2 has to choose between 𝐶 = 4,
𝐶 = 5 and 𝐶 = 4.5. Then both orders will choose their cheapest path, but those paths both contain
the first diagonal arc going from location 1 to 2. So this solution will not give the desired choices of the
orders.

The best solution of the NP-𝛽 is indeed the solution as obtained from Algorithm 2 Step 5:

𝛽 = 1, 𝛽 = 0, 𝛽 = 0, 𝛽 = 0, 𝛽 = −1

and with those tolls we obtain the path costs:

𝐶 = 3, 𝐶 = 4, 𝐶 = 4, 𝐶 = 5 and 𝐶 = 4,

so both orders can travel via their cheapest paths, so both an SO and a UE are obtained. △

Is it sufficient to only add tolls to paths that are in the SO solution, or do we need to also take
the other paths into account? We will show in the following example that adding tolls to paths
𝑝 ∈ ⋃

∈𝒲
ℎ , can also be useful.

Example 11. We changed the network from Example 10 by changing two diagonal arcs starting at 𝑡 = 3
in Figure 4.4 to 𝑡 = 2. We will now observe which toll we need to add to obtain a UE which equals the
initial SO. Again we have two orders: 𝒲 = {1, 2}. The SO solution is given in Figure 4.5, with 𝑠 and 𝑒
denoting the start end point of order 𝑤, respectively.
We have path costs

𝐶 = 2, 𝐶 = 3, 𝐶 = 3, 𝐶 = 5 and 𝐶 = 5,

and the path sets following from the SO solution:

ℎ , = {𝑏}, ℎ , = {𝑎𝑐}, ℎ , = {𝑎}, ℎ , = {𝑎𝑑, 𝑏𝑑}.

The solution given by Algorithm 2 Step 5 is

𝛽 = −1, 𝛽 = 1.

We see that with this tolls, order 1 can choose between path 𝑎 with cost 𝐶 = 1 and path 𝑏 with cost
𝐶 = 1, so it makes no difference to order 1 which path is chosen. Order 2 can choose between
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𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠

𝑒

𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 4.5: STN with two orders with for all arcs between two different locations, otherwise. The denoted
solution is SO.

paths 𝑎𝑐, 𝑎𝑑 and 𝑏𝑑, where the path cost of path 𝑎𝑐 is still cheaper than the other two path costs:
𝐶 = 4 < 5 = 𝐶 = 𝐶 .
When we want to add tolls to used paths only, we obtain the following bounds on the path tolls: order
1 does not travel via its cheapest route 𝑎, so he wants his route 𝑏 cheaper with cost 1, 𝛽 < −1, while
order 2 can pay 2 before his alternative path 𝑏𝑑 becomes cheaper than the initial cheapest path 𝑎𝑐: so
𝛽 < 2. We see that the given toll solution satisfy those bounds.

Another valid solution of the NP-𝛽 could be adding only toll to path 𝑎: 𝛽 = 1, 𝛽 = 0, 𝛽 = 0, 𝛽 =
0, and 𝛽 = 0.
With those tolls we obtain the path costs: 𝐶 = 3, 𝐶 = 3, 𝐶 = 3, 𝐶 = 5 and 𝐶 = 5 and we see
that the paths chosen in the SO solution now indeed are the cheapest paths for the customers.
But note that this solution does not minimize the objective function of the NP-𝛽, because

∑
∈𝒲

∑
∈ ,

|𝛽 | = |𝛽 | + |𝛽 | + |𝛽 | = 1,

which is higher than the objective value of the solution given by Algorithm 2 Step 5 (which is 0). △

We can conclude from the two previous examples that for instances with two orders, the
gap between the cheapest path and the initial SO solution plus tolls has to be zero to force
the customers to take the paths that satisfy the SO solution.

4.3.2. Case 1: Finding properties of path tolls
In this section we will show some properties of path tolls in Case 1. In this Case 1, we have
for all 𝑝, 𝑎: 𝑓 ∈ {0, 1}, 𝑥 ∈ {0, 1}. After solving the SO problem we can define

ℎ , = {𝑝 | 𝑓 = 1, 𝑝 ∈ 𝒫 } , |ℎ , | = 1 ∀ 𝑤 ∈ 𝒲,

ℎ , = {𝑝 | 𝑓 = 0, 𝑝 ∈ 𝒫 } .

In this case the flow of an order is 1, so we can write

∑
∈𝒲

∑
∈ ,

𝛽 𝑓 = ∑
∈𝒲

∑
∈ ,

𝛽 = 0.

We use the NP-𝛽 as in Algorithm 2 Step 4.

We start with an observation of the output types of path tolls.
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Observation 1. If a solution to the NP-𝛽 for path tolls exist, it is of one of the following forms:

1. 𝛽 = 0 ∀ 𝑝 ∈ 𝒫,

2. 𝛽 ≠0 for at least two paths 𝑝 ∈ ⋃
∈𝒲
ℎ , and 𝛽 = 0 ∀ 𝑝 ∈ ⋃

∈𝒲
ℎ , ,

3. 𝛽 ≠0 for at least one path 𝑝 ∈ ⋃
∈𝒲
ℎ , and 𝛽 = 0 ∀ 𝑝 ∈ ⋃

∈𝒲
ℎ , ,

4. 𝛽 ≠0 for at least two paths 𝑝 ∈ ⋃
∈𝒲
ℎ , and 𝛽 ≠ 0 for at least one path 𝑝 ∈ ⋃

∈𝒲
ℎ , .

When 𝛽 = 0 ∀ 𝑝 ∈ 𝒫 , it means that the SO solution is equal to the UE solution in the
initial problem. The question is, if it is sufficient to have solutions of the form 2 and 3, or if
there problems in which it is necessary to have solutions of the 4th form.

To illustrate the solutions above, we show the following example.

Example 12. We use the STN of Figure 4.5 on page 46. The SO solution is given for the two demand
pairs, 𝑓 = 1 for order 1 and 𝑓 = 1 for order 2. We create the NP-𝛽 as in Algorithm 2 Step 4 and solve
it.
We can obtain several outcomes for this STN:

2. 𝛽 = 1, 𝛽 = −1 ⇒ 𝐶 = 2, 𝐶 = 3 − 1 = 2, 𝐶 = 3 + 1 = 4, 𝐶 = 5,

3. 𝛽 = 1 ⇒ 𝐶 = 2 + 1 = 3, 𝐶 = 3, 𝐶 = 3, 𝐶 = 5,

4. A combination of the solutions 2 and 3 is also a valid solution:
𝛽 = 1, 𝛽 = −1, 𝛽 = 1, ⇒ 𝐶 = 2 + 1 = 3, 𝐶 = 3 − 1 = 2, 𝐶 = 3 + 1 = 4, 𝐶 = 5.

We see that a solution of the first form (𝛽 = 0 ∀ 𝑝 ∈ 𝒫) is not a solution in this example. Based on the
objective function min ∑

∈𝒲
∑
∈ ,

|𝛽 | we use solving the NP-𝛽, solution 2 is the best solution. △

We will now investigate the path toll solutions by increasing order size.

Case 1 with 1 order
If we have an STN with only 1 order, then the SO solution will always be equal to the UE
solution, more specifically, the SO solution will always be traveling by the cheapest path of
the order. An example is given in Figure 4.6.

𝑠

𝑒

𝑝
𝑝

𝑝

Figure 4.6: One order with multiple paths

Case 1 with two orders
When multiple orders have to be transported in the same time frame, paths for the different
orders can have joint arcs. When this is the case, it can influence the SO, due to the capacity
constraint that only one container can travel an arc (𝑚 = 1). We can see this in Figure 4.7.
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𝑠
𝑠 𝑒

𝑒
𝑎
𝑎

𝑎

Figure 4.7: Network with two orders with multiple paths

Here we have two orders, with three arcs between the start point of order 2, which is 𝑠 , and
the end point of order 1, which is 𝑒 : the arcs we denote by 𝑎 , 𝑎 and 𝑎 . Assume the following
holds for the arc costs: 𝑐 ≤ 𝑐 ≤ 𝑐 . Then for both orders arc 𝑎 is in the cheapest path, but
because 𝑚 = 1 for all arcs, only one order can traveling via 𝑎 . We see that in this example it
is possible in the SO solution for one order to travel via its cheapest path.

We show that it is sometimes better to let no order travel via its cheapest path in order to
obtain an SO solution. We show the following example.

Example 13. We use the graph in Figure 4.8.

𝐴 𝐵

𝐶 𝐷 𝐸

1

3 1 3

1 1

Figure 4.8: Network with order OD-pairs and .

Suppose all arcs in this network have capacity 𝑚 = 1 and there are two orders, both transporting
one container, one traveling from 𝐴 to 𝐷 and one from 𝐴 to 𝐸. The costs of the arcs are given in
Figure 4.8. For order 1 there are three paths: 𝐴𝐵𝐷, 𝐴𝐵𝐶𝐷, 𝐴𝐶𝐷, and for order 2 there are also three
paths: 𝐴𝐵𝐷𝐸, 𝐴𝐵𝐶𝐷𝐸, 𝐴𝐶𝐷𝐸. The path costs are 𝐶 = 𝐶 = 4, 𝐶 = 3, 𝐶 = 𝐶 =
5, 𝐶 = 4. An SO solution in this example is order 1 traveling via 𝐴𝐵𝐷 and order 2 via 𝐴𝐶𝐷𝐸,
although then both orders cannot travel via their cheapest path.

We can also translate this graph into an STN: see Figure 4.9.

,

Figure 4.9: STN with costs on diagonal arcs, for all arcs between two different locations, otherwise. The
denoted solution is SO.

In this network it is sufficient to add toll to the unused arc 𝐵𝐶 to make sure no order will travel via this
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path. Adding an arc toll 𝛽 = 1 is sufficient, because then for each order all paths have the same costs.
This arc based toll is equivalent to adding toll to the paths 𝐴𝐵𝐶𝐷 and 𝐴𝐵𝐶𝐷𝐸: 𝛽 = 1, 𝛽 = 1,
respectively. When we solve the NP-𝛽 for this problem, we want to minimize the path tolls of unused
paths. But in this case no order can travel via its cheapest path, so we are forced to increase the path
costs of those cheapest paths 𝐴𝐵𝐶𝐷 and 𝐴𝐵𝐶𝐷𝐸, which both contain arc 𝐵𝐶. △

Assume the SO problem in the STN with capacity𝑚 = 1 for all traveling arcs 𝑎 = (𝑙 , 𝑙 ) ∈ 𝒜
with 𝑙 ≠ 𝑙 , has an optimal solution.
Define

ℎ , ∶= {𝑝 | 𝑓 > 0, 𝑝 ∈ 𝒫 } , ℎ , ∶= {𝑝 | 𝑓 = 0, 𝑝 ∈ 𝒫 } ∀ 𝑤 ∈ 𝒲, |ℎ , | = 1 ∀ 𝑤 ∈ 𝒲.

We will show in general that an SO solution does not always contain cheapest paths for some
orders, as we showed for the STN in Figure 4.9.
We define 𝑠 ∈ 𝒮 a feasible solution, with 𝑠 = (𝑥𝑥𝑥 ,𝑓𝑓𝑓 ) and 𝒮 the set of all feasible solutions. We
denote the SO solution by 𝑠 = (𝑥𝑥𝑥 ,𝑓𝑓𝑓 ) ∈ 𝒮, and 𝑠 = (𝑥𝑥𝑥 ,𝑓𝑓𝑓 ) ∈ 𝒮, 𝑗 ∈ {2, 3, … , |𝒮| − 1, |𝒮|} are all
other feasible solutions.

For the following propositions, we will define the following: 𝒲 = {1, 2}, 𝑑 = 𝑑 = 1, and the
path set for both orders:

𝒫 = {𝑟 , 𝑟 , … , 𝑟 }, 𝒫 = {𝑞 , 𝑞 , … , 𝑞 }.
So 𝒫 = 𝒫 ⋃𝒫 = {𝑟 ,… , 𝑟 , 𝑞 , … , 𝑞 }. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

and assume the SO solution value is 𝐶 + 𝐶 , so the path vector 𝑓𝑓𝑓 of 𝑠 contains elements
𝑓 = 1, 𝑓 = 1, 𝑓 = 0 ∀ 𝑝 ∈ 𝒫 ⧵ {𝑟 , 𝑞 }. Then

𝐶 + 𝐶 ≤ 𝐶 + 𝐶 ∀ 𝑠 = (𝑥𝑥𝑥 ,𝑓𝑓𝑓 ) ∈ 𝑆 ⧵ {𝑠 } with 𝑓 = 1, 𝑓 = 1, 𝑓 = 0 ∀ 𝑝 ∈ 𝒫 ⧵ {𝑟 , 𝑞 } .
Which solutions on the tolls do we obtain?

• If for order 1: 𝑟 ∈ ℎ , and for order 2: 𝑞 ∈ ℎ , (so both orders are traveling via their
cheapest path), then no tolls need to be added: 𝛽 = 0 ∀ 𝑝 ∈ 𝒫, see Proposition 2 and
Figure 4.10.

𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑟

𝑞
𝑞

𝑞

Figure 4.10: Two orders with multiple paths: situation as in Proposition 2, SO solution in cyan.

• If for order 1: 𝑟 ∈ ℎ , and for order 2: 𝑞 ∈ ℎ , , 2 ≤ 𝑙 ≤ 𝑚 with path costs such that
𝐶 + 𝐶 ≤ 𝐶 + 𝐶 òr
if for order 1: 𝑟 ∈ ℎ , , 2 ≤ 𝑘 ≤ 𝑛 and for order 2: 𝑞 ∈ ℎ , with 𝐶 +𝐶 ≤ 𝐶 +𝐶 , then
it is sufficient to add tolls on the used paths only, see Proposition 5 and Figure 4.11a
and 4.11b (in Figure 4.11a we have paths costs such that 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 with 𝑙 = 2
always holds, and in Figure 4.11b we have path costs such that 𝐶 + 𝐶 ≤ 𝐶 + 𝐶
with 𝑘 = 2 always holds). In Figure 4.11c and Figure 4.11d we see more examples of
Proposition 5: in Figure 4.11c we assume 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 and in Figure 4.11d we
assume 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 .
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(a) SO solution in cyan with

.

𝑠
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𝑟
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(b) SO solution in cyan with
.
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(c) SO Solution in cyan with

.

𝑠
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𝑒

𝑒

𝑟

𝑟

𝑞
𝑞

𝑟

𝑞
(d) SO Solution in cyan with

.

Figure 4.11: Two orders with multiple paths: situation as in Proposition 5.

• If for order 1: 𝑟 ∈ ℎ , , 2 ≤ 𝑘 ≤ 𝑛 and for order 2: 𝑞 ∈ ℎ , , 2 ≤ 𝑙 ≤ 𝑚, then tolls on
the unused paths with lower path cost are necessary (so tolls on paths 𝑝 ∈ ℎ , with
𝐶 ≤ 𝐶 and paths 𝑝 ∈ ℎ , with 𝐶 ≤ 𝐶 ), see Proposition 3 and Figure 4.12.

𝑠 , 𝑠

𝑒 , 𝑒

𝑟 , 𝑞
𝑟 , 𝑞

𝑟 , 𝑞

Figure 4.12: Two orders with multiple paths: situation as in Proposition 6, SO solution in cyan.

We will now give the Proposition corresponding to the example network given in Figure 4.10.

Proposition 2 (Case 1 with two orders, |𝒫 | = 2 ∀ 𝑤 ∈ 𝒲). Given is an SO problem with two orders
with demand 1 and capacity 1 on all traveling arcs. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

where 𝑟 ∈ 𝒫 ∀ 𝑗 ∈ {1, … , 𝑛} and 𝑝 ∈ 𝒫 ∀ 𝑗 ∈ {1, … ,𝑚}. If the SO solution contains 𝑓 = 1 with 𝐶 = 𝐶
and 𝑓 = 1 with 𝐶 = 𝐶 , then there are no tolls needed because the SO solution is a UE.

Proof. For both orders the cheapest path can be traversed, so for every individual order the path choice
is optimal, so a UE is reached.

In the following proposition both orders cannot travel via their cheapest path, so we need to
assign toll to paths in ℎ , ∪ ℎ , . We show that it is possible to give a solution with only
tolls on paths in those path sets, and thus no tolls added to paths in ℎ , ∪ ℎ , .
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Proposition 3 (Case 1 with two orders, |𝒫 | ≥ 2 ∀ 𝑤 ∈ 𝒲). Given is an SO problem with two orders
with demand 1 and capacity 1 on all traveling arcs. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

where 𝑟 ∈ 𝒫 ∀ 𝑗 ∈ {1, … , 𝑛} and 𝑝 ∈ 𝒫 ∀ 𝑗 ∈ {1, … ,𝑚}. If we have an SO solution with 𝑟 ∈ ℎ , ,
2 ≤ 𝑘 ≤ 𝑛 and 𝑞 ∈ ℎ , , 2 ≤ 𝑙 ≤ 𝑚, it is sufficient to have only tolls on the paths in the path set
⋃
∈𝒲
ℎ , and thus 𝛽 = 0 ∀ 𝑝 ∈ ⋃

∈𝒲
ℎ , such that the tolled SO-𝛽 is a UE.

Proof. We want to find a solution of the NP-𝛽 with 𝛽 = 0 for all 𝑝 ∈ ⋃
∈𝒲
ℎ , .

We have two orders, so𝒲 = {1, 2}, with 𝑑 = 𝑑 = 1 and paths for each order:

𝒫 = {𝑟 , 𝑟 , … , 𝑟 }, 𝒫 = {𝑞 , 𝑞 , … , 𝑞 }.

So 𝒫 = 𝒫 ⋃𝒫 = {𝑟 ,… , 𝑟 , 𝑞 , … , 𝑞 }. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

and assume the SO solution value is ∑
∈𝒫
𝐶 𝑓 = 𝐶 + 𝐶 , with 𝑟 ≠ 𝑟 and 𝑞 ≠ 𝑞 , so 𝑠 contains

𝑓 = 1, 𝑓 = 1 and 𝑓 = 0 ∀ 𝑝 ∈ 𝒫 ⧵ {𝑟 , 𝑞 }. Then

𝐶 + 𝐶 ≤ 𝐶 + 𝐶 ∀ 𝑠 = (𝑥𝑥𝑥 ,𝑓𝑓𝑓 ) ∈ 𝒮 ⧵ {𝑠 } with 𝑓 = 1, 𝑓 = 1, and 𝑓 = 0 ∀ 𝑝 ∈ 𝒫 ⧵ {𝑟 , 𝑞 } .

Then the SO solution is flow on path 𝑟 and on 𝑞 , thus we have

ℎ , = {𝑟 }, ℎ , = {𝑞 }, ℎ , = 𝒫 ⧵ {𝑟 } , ℎ , = {𝑞 }, ℎ , = 𝒫 ⧵ {𝑞 }

Because both orders do not travel via their cheapest paths, tolls on the chosen paths should be
negative: 𝛽 ≤ 0, 𝛽 ≤ 0.
The constraint of the NP-𝛽, ∑

∈𝒲
∑
∈ ,

𝛽 = 0, gives us 𝛽 = −𝛽 and with the fact we want the tolls

on to used paths to be negate, we obtain 𝛽 = 𝛽 = 0. Then we can derive the following toll constraints
on the toll variables:

𝛽 − 𝛽 ≤ 𝐶 − 𝐶
⋮

𝛽 − 𝛽 ≤ 𝐶 − 𝐶
𝛽 − 𝛽 ≤ 𝐶 − 𝐶

⋮
𝛽 − 𝛽 ≤ 𝐶 − 𝐶
𝛽 − 𝛽 ≤ 𝐶 − 𝐶

⋮
𝛽 − 𝛽 ≤ 𝐶 − 𝐶
𝛽 − 𝛽 ≤ 𝐶 − 𝐶

⋮
𝛽 − 𝛽 ≤ 𝐶 − 𝐶

⟺
⋮
⟺
⟺
⋮
⟺
⟺
⋮
⟺
⟺
⋮
⟺

−𝛽 ≤ 𝐶 − 𝐶
⋮

−𝛽 ≤ 𝐶 − 𝐶
−𝛽 ≤ 𝐶 − 𝐶

⋮
−𝛽 ≤ 𝐶 − 𝐶
−𝛽 ≤ 𝐶 − 𝐶

⋮
−𝛽 ≤ 𝐶 − 𝐶
−𝛽 ≤ 𝐶 − 𝐶

⋮
−𝛽 ≤ 𝐶 − 𝐶

⟺
⋮
⟺
⟺
⋮
⟺
⟺
⋮
⟺
⟺
⋮
⟺

𝛽 ≥ 𝐶 − 𝐶 > 0
⋮

𝛽 ≥ 𝐶 − 𝐶 > 0
𝛽 ≥ 𝐶 − 𝐶

⋮
𝛽 ≥ 𝐶 − 𝐶
𝛽 ≥ 𝐶 − 𝐶 > 0

⋮
𝛽 ≥ 𝐶 − 𝐶 > 0
𝛽 ≥ 𝐶 − 𝐶

⋮
𝛽 ≥ 𝐶 − 𝐶
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Which give us

𝛽 = 𝐶 − 𝐶 > 0
⋮

𝛽 = 𝐶 − 𝐶 > 0
𝛽 = 0

⋮
𝛽 = 0

and

𝛽 = 𝐶 − 𝐶 > 0
⋮

𝛽 = 𝐶 − 𝐶 > 0
𝛽 = 0

⋮
𝛽 = 0

Adding these tolls give the following costs for the SO-𝛽 problem:

𝐶 = 𝐶 + 𝛽 = 𝐶
⋮

𝐶 = 𝐶 + 𝛽 = 𝐶
𝐶 = 𝐶 + 𝛽 = 𝐶

⋮
𝐶 = 𝐶 + 𝛽 = 𝐶

and

𝐶 = 𝐶 + 𝛽 = 𝐶
⋮

𝐶 = 𝐶 + 𝛽 = 𝐶
𝐶 = 𝐶 + 𝛽 = 𝐶

⋮
𝐶 = 𝐶 + 𝛽 = 𝐶

so the SO-𝛽 solution is a UE, because now for each order, all path costs are higher or equal to the cost
of the chosen path.

We now give results for a situation as given in Figure 4.13.

Proposition 4 (Case 1 with two orders, |𝒫 | = 2 ∀ 𝑤 ∈ 𝒲). Given is an SO problem with two orders
with demand 1 and capacity 1 on all traveling arcs. 𝑟 , 𝑟 are the paths of order 1, and 𝑞 , 𝑞 the paths
of order 2. If the paths are ordered such that

𝐶 < 𝐶 and 𝐶 < 𝐶

and the following holds:

𝐶 + 𝐶 ≤ 𝐶 + 𝐶 ,

then it is sufficient to have only tolls on the paths in the path set ⋃
∈𝒲
ℎ , and thus 𝛽 = 0 ∀ 𝑝 ∈

⋃
∈𝒲
ℎ , , such that the SO-𝛽 is a UE.

𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑞

𝑞

Figure 4.13: SO solution as in Proposition 4
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Proof. We want to find a solution with 𝛽 = 0 for all 𝑝 ∈ ⋃
∈𝒲
ℎ , .

We have two path sets: 𝒫 = {𝑟 , 𝑟 }, 𝒫 = {𝑞 , 𝑞 }. So 𝒫 = 𝒫 ⋃𝒫 = {𝑟 , 𝑟 , 𝑞 , 𝑞 }. Solving the SO
problem gives

ℎ , = {𝑟 }, ℎ , = {𝑟 }, ℎ , = {𝑞 }, ℎ , = {𝑞 }.

In order to reach a UE after applying tolls, we need a negative toll on path 𝑞 : 𝛽 < 0 (because
𝐶 > 𝐶 ). The constraint ∑

∈𝒲
∑
∈ ,

𝛽 = 0 gives us 𝛽 = −𝛽 and thus 𝛽 > 0. We will show a

solution exists when we state 𝛽 = 0 ∀ 𝑝 ∈ ⋃
∈𝒲
ℎ , . We have the following toll constraints:

−𝐶 ≤ 𝛽 ∧ 𝛽 − 𝛽 ≤ 𝐶 − 𝐶 < 0
0 ≤ 𝛽 ∧ 𝛽 − 𝛽 ≤ 𝐶 − 𝐶

⟺
−𝐶 ≤ 𝛽 ∧ 𝛽 ≤ 𝐶 − 𝐶 < 0

0 ≤ 𝛽 ∧ 𝛽 ≤ 𝐶 − 𝐶
⟺

−𝐶 ≤𝛽 ≤ 𝐶 − 𝐶 < 0
0 ≤𝛽 ≤ 𝐶 − 𝐶

⟺
𝐶 ≥ −𝛽 ≥ 𝐶 − 𝐶 > 0

0 ≤𝛽 ≤ 𝐶 − 𝐶

Using 𝛽 = −𝛽 gives us the four inequalities:

0 < 𝐶 − 𝐶 ≤𝛽 ≤ 𝐶
0 ≤𝛽 ≤ 𝐶 − 𝐶

∧
−𝐶 ≤𝛽 ≤ 𝐶 − 𝐶 < 0

𝐶 − 𝐶 ≤𝛽 ≤ 0

Which give us

max {𝐶 − 𝐶 , 0} ≤ 𝛽 ≤min {𝐶 , 𝐶 − 𝐶 } (4.12)
∧

max {−𝐶 , 𝐶 − 𝐶 } ≤ 𝛽 ≤min {𝐶 − 𝐶 , 0} (4.13)
⟺

𝐶 − 𝐶 ≤ 𝛽 ≤min {𝐶 , 𝐶 − 𝐶 } (4.14)
∧

max {−𝐶 , 𝐶 − 𝐶 } ≤ 𝛽 ≤ 𝐶 − 𝐶 (4.15)

Note that Equation 4.14 and Equation 4.15 are equivalent, because

𝛽 = −𝛽 and min {𝐶 , 𝐶 − 𝐶 } = −max {−𝐶 , 𝐶 − 𝐶 } .

So a solution exists when

𝐶 − 𝐶 ≤ 𝛽 ≤min {𝐶 , 𝐶 − 𝐶 } . (4.16)

This inequality is always valid (given that 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 as assumed):

• If min {𝐶 , 𝐶 − 𝐶 } = 𝐶 , then (4.16): 𝐶 − 𝐶 < 𝐶 =min {𝐶 , 𝐶 − 𝐶 } is valid.
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• If min {𝐶 , 𝐶 − 𝐶 } = 𝐶 − 𝐶 , then (4.16): 𝐶 − 𝐶 ≤ 𝐶 − 𝐶 = min {𝐶 , 𝐶 − 𝐶 } is
valid because of the assumptions: 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 ⟺ 𝐶 − 𝐶 ≤ 𝐶 − 𝐶 .

So we can always obtain a solution for the NP-𝛽 such that

𝐶 = 𝐶 + 𝛽 < 𝐶 = 𝐶 ,
𝐶 = 𝐶 + 𝛽 < 𝐶 = 𝐶 ,

so the SO-𝛽 solution is a UE.

We will now give results for situations as given in Figure 4.11

Proposition 5 (Case 1 with two orders, |𝒫 | ≥ 2 ∀ 𝑤 ∈ 𝒲). Given is an SO problem with two orders
with demand 1 and capacity 1 on all traveling arcs. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

where 𝑟 ∈ 𝒫 ∀ 𝑗 ∈ {1, … , 𝑛} and 𝑝 ∈ 𝒫 ∀ 𝑗 ∈ {1, … ,𝑚}. If the SO solution 𝑠 contains the cheapest
path for one of the orders, and a non-optimal path for the other order, there are two options:

(i) Assuming paths 𝑟 , 𝑞 , 2 ≤ 𝑙 ≤ 𝑚 are in the SO solution and 𝐶 − 𝐶 ≤ 𝐶 − 𝐶 , or
assuming paths 𝑞 , 𝑟 , 2 ≤ 𝑘 ≤ 𝑛 are in the SO solution and 𝐶 −𝐶 ≤ 𝐶 −𝐶 , then all tolls for
paths 𝑝 ∈ ⋃

∈𝒲
ℎ , are zero, tolls can be added to paths 𝑝 ∈ ⋃

∈𝒲
ℎ , , so ∑

∈𝒲
∑
∈ ,

|𝛽 | = 0,

(ii) Assuming paths 𝑟 , 𝑞 , 2 ≤ 𝑙 ≤ 𝑚 are in the SO solution and 𝐶 − 𝐶 ≥ 𝐶 − 𝐶 , or
assuming paths 𝑞 , 𝑟 , 2 ≤ 𝑘 ≤ 𝑛 are in the SO solution and 𝐶 −𝐶 ≥ 𝐶 −𝐶 , then all tolls for
paths 𝑝 ∈ ⋃

∈𝒲
ℎ , are zero, tolls can be added to paths 𝑝 ∈ ⋃

∈𝒲
ℎ , , so ∑

∈𝒲
∑
∈ ,

|𝛽 | = 0.

𝑠

𝑠

𝑒

𝑒

⋮

⋮

𝑟

𝑟

𝑞 𝑞

𝑟

𝑞

𝑞

Figure 4.14: An example of a situation as in Proposition 5 with .

Proof. (i) In this case (assume 𝑟 , 𝑞 in SO solution, solving the case where 𝑟 , 𝑞 are in the SO solution
can be solved in the same way), we want the toll of the non-optimal chosen path (here that is 𝑞 ) to
be negative, such that the adjusted path cost 𝐶 is equal to the initial cheapest path cost 𝑘 = 𝐶 ,
thus 𝐶 = 𝐶 . The adjusted path cost is 𝐶 = 𝐶 + 𝛽 . So we want

𝛽 = 𝐶 − 𝐶 = 𝐶 − 𝐶 ,

which is negative because 𝐶 ≤ 𝐶 .
Because we only have two paths in the SO solution, we need −𝛽 = 𝛽 in order to obtain
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∑
∈𝒲

∑
∈ ,

𝛽 = 0. For 𝛽 we have the restriction 𝛽 ≤ 𝐶 − 𝐶 in order to avoid that the

cheapest path 𝑟 becomes more expensive than its last but one cheapest path 𝑟 . Then we obtain
the restriction

−(𝐶 − 𝐶 ) = −𝛽 = 𝛽 ≤ 𝐶 − 𝐶 .

So in order to have a valid solution, the following inequality must hold:

𝐶 − 𝐶 ≤ 𝐶 − 𝐶 ,

which is what we assumed. So it is sufficient to only add tolls to the paths 𝑝 ∈ ⋃
∈𝒲
ℎ , .

(ii) In this case (assume 𝑟 , 𝑞 in SO solution, solving the case where 𝑟 , 𝑞 are in the SO solution can
be solved in the same way), suppose we only add tolls to the paths 𝑝 ∈ ⋃

∈𝒲
ℎ , . Then−𝛽 > 𝛽 ,

which does not match the constraint ∑
∈𝒲

∑
∈ ,

𝛽 = 0. So we have two options left: or adding only

tolls on paths 𝑝 ∈ ℎ , , or adding tolls on both paths in ℎ , as well in ℎ , . The tolls obtained
by solving the NP-𝛽 suffice the fact that tolls on the unused paths 𝑝 ∈ ⋃

∈𝒲
ℎ , are minimized and

∑
∈𝒲

∑
∈ ,

𝛽 = 0. This implies that the toll solution will add tolls also on paths 𝑝 ∈ ℎ , , because

then the objective value ∑
∈𝒲

∑
∈ ,

|𝛽 | is minimal.

We show an example of Proposition 5.(ii):

Example 14. We use the network given in Figure 4.15. The path costs in this network are 𝐶 = 1,
𝐶 = 4, 𝐶 = 5, 𝐶 = 5, 𝐶 = 6, 𝐶 = 7. The SO solution 𝑠 as denoted in Figure 4.15 has total
cost 1 + 7 = 8. There are two toll solutions:

1. Tolls on paths in ℎ , as well on paths in ℎ , : 𝛽 = 1, 𝛽 = −1, 𝛽 = 1 ⇒ 𝐶 = 2, 𝐶 = 6,
𝐶 = 6,

2. Tolls only on paths in ℎ , : 𝛽 = 2, 𝛽 = 1 ⇒ 𝐶 = 7, 𝐶 = 7.

𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑞 𝑞

𝑟

𝑞

Figure 4.15: An example of a situation as in Proposition 5 with , , , , , .
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In both solutions the total absolute value of all tolls is 3, but ∑
∈𝒲

∑
∈ ,

|𝛽 | = 1 for solution 1 and

∑
∈𝒲

∑
∈ ,

|𝛽 | = 3 for solution 2. So if we want to minimize the NP-𝛽 objective, the best toll solution

will be adding tolls on both the chosen paths as on the unchosen paths, so solution 1. △

Case 1 with multiple orders
In the next proposition we will show what conditions need to hold in order to obtain path tolls
with 𝛽 = 0 ∀ 𝑝 ∈⋃ℎ , .

Proposition 6 (Case 1 with for 𝑛 ≥ 2 orders). Given is an SO solution in Case 1 with orders 𝑤 ∈ 𝒲,
define path sets ℎ , and ℎ , ∀ 𝑤 ∈ 𝒲. Define 𝒫 = {𝑝 ,… , 𝑝 } with 𝐶 ≤ … ≤ 𝐶 ∀ 𝑤 ∈ 𝒲.
Define paths 𝑝 ∈ ℎ , , 𝑝 ∈ ℎ , . If 𝐶 ≥ 𝐶 for one or more orders 𝑤 ∈ 𝒲, it is sufficient to have

only tolls on the paths in the path set ⋃
∈𝒲
ℎ , and thus 𝛽 = 0 ∀ 𝑝 ∈ ⋃

∈𝒲
ℎ , such that the SO-𝛽 is

a UE⟺

∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) ≤ ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )

⟺ ∑
∈𝒲

∑
∈ ,

𝐶 ≤ ∑
∈𝒲

∑
∈ ,

𝐶 + ∑
∈𝒲

∑
∈ ,

𝐶 ,

with 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲.

Proof. We want to find a solution with 𝛽 = 0 for all 𝑝 ∈ ⋃
∈𝒲
ℎ , .

Define𝒲 = {1, 2, … , 𝑛 − 1, 𝑛} and 𝑑 = 1 ∀ 𝑤 ∈ 𝒲 and path sets for each order: 𝒫 ∀ 𝑤 ∈ 𝒲. Assume
the paths are ordered such that

𝐶 ≤ 𝐶 ≤ … ≤ 𝐶 ≤ 𝐶 , ∀ 𝑤 ∈ 𝒲 with 𝑚 = |𝒫 |,

so 𝒫 = {𝑝 ,… , 𝑝 } ∀ 𝑤 ∈ 𝒲, and assume there exists an SO solution: for each order 𝑤 denote the
chosen path by 𝑝 . Then

ℎ , = {𝑝 }, ℎ , = 𝒫 ⧵ {𝑝 } ∀ 𝑤 ∈ 𝒲.

We can say that if other solutions exist (so if |𝒮| > 2), the SO cost satisfies the following inequality:

𝐶 + 𝐶 + … + 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 + … + 𝐶 + 𝐶

with 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲 and 𝑝 the chosen paths in solution 𝑠 .
If the UE solution does not equal the SO solution (so there are tolls needed to obtain a UE when

traveling via the paths chosen in the SO solution), then there are paths chosen in the SO for which the
path cost is not equal to the cheapest path cost (otherwise the SO solution is already equal to the UE
solution). So for at least one order 𝑤 it holds that 𝐶 > 𝐶 for some 𝑝 ∈ ℎ , , 𝑝 ∈ ℎ , .
We add some extra notation: for each path in the SO solution for each order we define the path sets

𝑔 = {𝑝 ,… , 𝑝 }, 𝑙 = {𝑝 ,… , 𝑝 }.

All paths in 𝑔 have lower cost than paths 𝑝 and all paths in 𝑙 have higher cost. So in Case 1 in which
we are now working (recall solutions of Case 1 have one chosen path per order), we can split ℎ , into
those two path sets for each order 𝑤 ∈ 𝒲:

ℎ , = 𝑔 ∪ 𝑙 ∀ 𝑤 ∈ 𝒲.
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If 𝑝 ≠ 𝑝 , we know 𝑝 ∈ 𝑔 ≠ ∅, and we require 𝛽 < 0. Since we only require tolls on paths in
⋃
∈𝒲
ℎ , , we can state

∑
∈𝒲

∑
∈ ,

𝛽 = − ∑
∈𝒲

∑
∈ ,

𝛽

Then we obtain the following bounds for the tolls:

−𝐶 ≤ 𝛽 ≤ 𝐶 − 𝐶 < 0 ∀ 𝑝 ∈ 𝑔 ≠ ∅, 𝑤 ∈ 𝒲
−𝐶 ≤ 𝛽 ≤ 𝐶 − 𝐶 ∀ 𝑝 ∈ 𝑙 , 𝑔 ≠ ∅, 𝑤 ∈ 𝒲 (redundant because 𝐶 − 𝐶 < 0 < 𝐶 − 𝐶 )

0 ≤ 𝛽 ≤ 𝐶 − 𝐶 ∀ 𝑝 ∈ 𝑙 , 𝑔 = ∅, 𝑤 ∈ 𝒲
⟺

−𝐶 ≤ 𝛽 ≤ min {𝐶 − 𝐶 ,… , 𝐶 − 𝐶 } < 0, 𝑔 ≠ ∅, 𝑤 ∈ 𝒲

0 ≤ 𝛽 ≤ min {𝐶 − 𝐶 ,… , 𝐶 − 𝐶 } , 𝑔 = ∅, 𝑤 ∈ 𝒲

⟺
−𝐶 ≤ 𝛽 ≤ 𝐶 − 𝐶 < 0, 𝑔 ≠ ∅, 𝑤 ∈ 𝒲

0 ≤ 𝛽 ≤ 𝐶 − 𝐶 , 𝑔 = ∅, 𝑤 ∈ 𝒲

Then when we add all constraints with 𝑔 ≠ ∅ (so 𝑝 ≠ 𝑝 ) and add all constraints with 𝑔 = ∅ (so
𝑝 = 𝑝 ), we obtain

∑
∈𝒲

∑
∈ ,

−𝐶 ≤ ∑
∈𝒲

∑
∈ ,

𝛽 ≤ ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )

0 ≤ ∑
∈𝒲

∑
∈ ,

𝛽 ≤ ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )

⟺

∑
∈𝒲

∑
∈ ,

𝐶 ≥ ∑
∈𝒲

∑
∈ ,

−𝛽 ≥ ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )

0 ≤ ∑
∈𝒲

∑
∈ ,

𝛽 ≤ ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )

⟺

max

⎧⎪
⎨⎪⎩

∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) , 0
⎫⎪
⎬⎪⎭

≤ ∑
∈𝒲

∑
∈ ,

𝛽 = ∑
∈𝒲

∑
∈ ,

−𝛽

≤min

⎧⎪
⎨⎪⎩

∑
∈𝒲

∑
∈ ,

𝐶 , ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )
⎫⎪
⎬⎪⎭

⟺

∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) ≤ ∑
∈𝒲

∑
∈ ,

𝛽 = ∑
∈𝒲

∑
∈ ,

−𝛽 ≤min

⎧⎪
⎨⎪⎩

∑
∈𝒲

∑
∈ ,

𝐶 , ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )
⎫⎪
⎬⎪⎭
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This inequality is only valid if

∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) ≤min

⎧⎪
⎨⎪⎩

∑
∈𝒲

∑
∈ ,

𝐶 , ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 )
⎫⎪
⎬⎪⎭

holds. We can easily verify that

∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) ≤ ∑
∈𝒲

∑
∈ ,

𝐶

is always valid. Then we need to make verify the other inequality:

∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) ≤ ∑
∈𝒲

∑
∈ ,

(𝐶 − 𝐶 ) .

So if this inequality holds, then there are no tolls necessary on paths 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲.

We showed how tolls in Case 1 behave, by expanding the problem in order size. We started
with problems with one order, and expanding the order size to 𝑛 orders. When adding tolls,
we aim for a solution in which as little tolls as possible are added to paths which are not in
the SO solution, so paths in ⋃

∈𝒲
ℎ , . So the main result of this section is Proposition 6,

which states what conditions on the path costs are needed in order to obtain a toll solution
with no tolls added to paths 𝑝 ∈ ⋃

∈𝒲
ℎ , .

4.4. Case 2
Case 2 is the situation in which 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 = 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We show an example of solving a Case 2 problem in Subsection 4.4.1 and in Subsection 4.4.2
we will derive properties for path tolls.

4.4.1. Case 2: Example
Example 15. We use the STN in Figure 4.16 with two orders of size 2: 𝑑 = 𝑑 = 2.
The possible paths for the orders are:

𝒫 = {𝑎, 𝑏𝑐, 𝑒, 𝑓}, 𝒫 = {𝑏, 𝑎𝑑, 𝑎𝑔, 𝑒𝑔, 𝑓𝑔}.

The SO solution is given in Figure 4.16, with 𝑠 and 𝑒 denoting the end point of order 𝑤, respectively.

We have path costs

𝐶 = 2, 𝐶 = 4, 𝐶 = 4, 𝐶 = 5, 𝐶 = 3, 𝐶 = 4, 𝐶 = 6, 𝐶 = 6, and 𝐶 = 6,

and the path sets following from the SO solution:

ℎ , = {𝑎, 𝑒}, ℎ , = {𝑏, 𝑓𝑔}, ℎ , = {𝑓}, and ℎ , = {𝑎𝑑, 𝑎𝑔, 𝑒𝑔}.

The order costs are

𝐶 = 𝐶 + 𝐶 = 2 + 4 = 6, 𝐶 = 𝐶 + 𝐶 = 3 + 6 = 9.

We can easily see that 𝑘 = 𝐶 +𝐶 = 2+4 = 6 and 𝑘 = 𝐶 +𝐶 = 3+4 = 7, so in this case order 2
does not reach its optimum. We thus do not have a UE and we need to assign tolls to the STN in order
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𝑠 , 𝑠

𝑒 𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑏

𝑎 𝑒 𝑓

𝑑 𝑔𝑐

Figure 4.16: STN with two orders, ∀ ∈ 𝒲, with for all arcs between different locations, on waiting
arcs. The denoted solution is SO.

to reach a UE.

We can see that for both orders, three or more paths are possible, from which two paths have to be
traversed. For order 1 there are paths of costs 2, 4 and 5 and for order 2 there are paths of costs 3, 4
and 6 (there are multiple paths with cost 6). To calculate the tolls, we again use the NP-𝛽 in Algorithm 2:

min |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 | + |𝛽 |

Subject to 𝛽 + 𝛽 + 𝛽 + 𝛽 = 0 (4.17)

𝛽 − 𝛽 ≤ 3, 𝛽 − 𝛽 ≤ 2,
𝛽 − 𝛽 ≤ 1, 𝛽 − 𝛽 ≤ 0,

𝛽 − 𝛽 ≤ 1, 𝛽 − 𝛽 ≤ 3, 𝛽 − 𝛽 ≤ 3,
𝛽 − 𝛽 ≤ −2, 𝛽 − 𝛽 ≤ 0, 𝛽 − 𝛽 ≤ 0

(4.18)

𝛽 ≥ −2, 𝛽 ≥ −4, 𝛽 ≥ −4, 𝛽 ≥ −5,
𝛽 ≥ −3, 𝛽 ≥ −4, 𝛽 ≥ −6, 𝛽 ≥ −6, 𝛽 ≥ −6. (4.19)

A valid solution is 𝛽 = 2, 𝛽 = −2 and 0 for all other path tolls. So the objective value of this NP-𝛽 is
0, which means no toll on paths 𝑝 ∈ ⋃

∈𝒲
ℎ , are assigned. These tolls give us the new path costs

𝐶 = 2 + 2 = 4, 𝐶 = 4, 𝐶 = 3, 𝐶 = 6 − 2 = 4,
𝐶 = 5, 𝐶 = 4, 𝐶 = 4, 𝐶 = 6, 𝐶 = 6.

So we see that an optimal solution for the SO-𝛽 is the solution of the initial SO problem, because all
path costs are equal to or higher than the costs of that initial SO solution. △

4.4.2. Case 2: Finding properties of path tolls
Case 2 with two orders
For the following propositions, we will define the following: Define𝒲 = {1, 2}, 𝑑 = 𝑑 = 2, and
paths for each order:

𝒫 = {𝑟 , 𝑟 , … , 𝑟 }, 𝒫 = {𝑞 , 𝑞 , … , 𝑞 }.
So 𝒫 = 𝒫 ⋃𝒫 = {𝑟 ,… , 𝑟 , 𝑞 , … , 𝑞 }. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

and assume the SO solution value is 𝐶 + 𝐶 + 𝐶 + 𝐶 , so the path flow vector 𝑓𝑓𝑓 of 𝑠
contains elements 𝑓 = 1, 𝑓 = 1, 𝑓 = 1, 𝑓 = 1 and 𝑓 = 0 ∀ 𝑝 ∈ 𝒫 ⧵ {𝑟 , 𝑟 , 𝑞 , 𝑞 }. Then

𝐶 + 𝐶 + 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 + 𝐶 + 𝐶 ∀ 𝑠 = (𝑥 , 𝑓 ) ∈ 𝑆 ⧵ {𝑠 }

with 𝑓 = 1, 𝑓 = 1, 𝑓 = 1, 𝑓 = 1 and 𝑓 = 0 ∀ 𝑝 ∈ 𝒫 ⧵ {𝑟 , 𝑟 , 𝑞 , 𝑞 } .
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Which solutions on the tolls do we obtain?

• If for order 1: 𝑟 , 𝑟 ∈ ℎ , and for order 2: 𝑞 , 𝑞 ∈ ℎ , , then no tolls are added:
𝛽 = 0 ∀ 𝑝 ∈ 𝒫, see Proposition 7 and Figure 4.17.

𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑟

𝑞
𝑞

𝑞

Figure 4.17: Two orders with multiple paths: situation as in Proposition 7, SO solution in cyan.

• If for order 1: ℎ , = {𝑟 , 𝑟 }, 2 ≤ 𝑘 ≤ 𝑛 and for order 2: ℎ , = {𝑞 , 𝑞 }, 2 ≤ 𝑘 < 𝑙 ≤ 𝑚 with
the condition

𝐶 + 𝐶 + 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 + 𝐶 + 𝐶 ⟺ 𝐶 + 𝐶 ≤ 𝐶 + 𝐶

òr
if for order 1: ℎ , = {𝑟 , 𝑟 }, 2 ≤ 𝑘 < 𝑙 ≤ 𝑛 and for order 2: ℎ , = {𝑞 , 𝑞 }, 2 ≤ 𝑘 ≤ 𝑚 with
the condition

𝐶 + 𝐶 + 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 + 𝐶 + 𝐶 ⟺ 𝐶 + 𝐶 ≤ 𝐶 + 𝐶 ,

then it is sufficient to add tolls on the used paths only, see Proposition 8 and Figure 4.18a
and 4.18b (here 𝐶 − 𝐶 ≤ 𝐶 − 𝐶 with 𝑙 = 2 always holds in Figure 4.18a and
𝐶 − 𝐶 ≤ 𝐶 − 𝐶 with 𝑘 = 2 always holds in Figure 4.18b).

𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑟

𝑞
𝑞

𝑞
(a) SO solution in cyan with

.

𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑞

𝑞

𝑟

𝑞

(b) SO solution in cyan with
.

Figure 4.18: Two orders with multiple paths: situations as in Proposition 8.

Note that for Figure 4.19 there is only one solution possible, due to the capacity con-
straints.

• If for order 1: ℎ , = {𝑟 , 𝑟 }, 2 ≤ 𝑘 < 𝑙 ≤ 𝑛 and for order 2: ℎ , = {𝑞 , 𝑞 }, 2 ≤ 𝑘 < 𝑙 ≤ 𝑚
then tolls on the unused paths with lower path cost are necessary, see Proposition 8 and
Figure 4.20.

60



𝑠

𝑠

𝑒

𝑒

𝑟

𝑟

𝑞
𝑞

𝑟

𝑞

Figure 4.19: SO solution in cyan with
(the only possible solution).

𝑠 , 𝑠

𝑒 , 𝑒

𝑟 , 𝑞𝑟 , 𝑞
𝑟 , 𝑞

𝑟 , 𝑞

𝑟 , 𝑞

Figure 4.20: Two orders with multiple paths: situation as in Proposition 8, SO solution in cyan.

The following proposition corresponds to Figure 4.17.

Proposition 7 (Case 2 with two orders). Given is an SO problem with two orders with demand 𝑑 > 1
for both orders and capacity 1 on all traveling arcs. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

where 𝑟 ∈ 𝒫 ∀ 𝑗 ∈ {1, … , 𝑛} and 𝑝 ∈ 𝒫 ∀ 𝑗 ∈ {1, … ,𝑚}. If the SO solution contains 𝑓 = 1 ∀ 1 ≤ 𝑖 ≤ 𝑑
and 𝑓 = 1 ∀ 1 ≤ 𝑖 ≤ 𝑑 , then there are no tolls needed because the SO solution is a UE.

Proof. For both orders the cheapest paths can be traversed, so for every individual order the path choice
is optimal, so a UE is reached.

Case 2 with multiple orders
The following proposition gives us the condition which has to hold when we only want tolls on
the chosen paths, given an SO solution.

Proposition 8 (Case 2 with multiple orders). Given is an SO solution with orders 𝑤 ∈ 𝒲, define path
sets ℎ , and ℎ , ∀ 𝑤 ∈ 𝒲. Define 𝒫 = {𝑝 ,… , 𝑝 } with 𝐶 ≤ … ≤ 𝐶 ∀ 𝑤 ∈ 𝒲. Define for each
path 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲: 𝑔 ∶= {𝑝 | 𝑖 < 𝑗, 𝑝 ∈ ℎ , }, 𝑙 ∶= {𝑝 | 𝑖 > 𝑗, 𝑝 ∈ ℎ , } . Then to obtain a
toll solution where there are only tolls on chosen paths, so ∑

∈𝒲
∑
∈ ,

|𝛽 | = 0, the following inequality

needs to hold:

∑
∈𝒲

∑
∈ ,

𝐶 ≤ ∑
∈𝒲
( ∑

∈ ,

min
∈ ,

𝐶 ) .

61



Proof. Assume ∑
∈𝒲

∑
∈ ,

|𝛽 | = 0. The toll constraints are

𝛽 ≥ −𝐶 ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲
𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ 𝑞 ∈ ℎ , , 𝑟 ∈ ℎ , ∀ 𝑤 ∈ 𝒲

If there is no toll on ℎ , , then 𝛽 = 0 ∀ 𝑟 ∈ ℎ , ∀ 𝑤 ∈ 𝒲 and thus

𝛽 ≥ −𝐶 ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲
𝛽 ≤ 𝐶 − 𝐶 ∀ 𝑞 ∈ ℎ , , 𝑟 ∈ ℎ , ∀ 𝑤 ∈ 𝒲

⟺
−𝐶 ≤ 𝛽 ≤ 𝐶 − 𝐶 ∀ 𝑞 ∈ ℎ , , 𝑟 ∈ ℎ , ∀ 𝑤 ∈ 𝒲.

We defined for each path 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲 the path sets 𝑔 ∶= {𝑝 | 𝑖 < 𝑗, 𝑝 ∈ ℎ , } and
𝑙 ∶= {𝑝 | 𝑖 > 𝑗, 𝑝 ∈ ℎ , } . Then for each path 𝑞 ∈ ℎ , we obtain the following constraints:

𝛽 ≥ −𝐶 ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲
𝛽 ≤ min

∈ ,
{𝐶 − 𝐶 } ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲. (4.20)

Note that ℎ , = ⋃
∈ ,

𝑔 ∪ 𝑙 , and with this we can rewrite Constraint 4.20:

𝛽 ≤ min
∈

{𝐶 − 𝐶 } < 0 ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲

𝛽 ≤min
∈

{𝐶 − 𝐶 } ∀ 𝑞 ∈ ℎ , ∀ 𝑔 = ∅, 𝑤 ∈ 𝒲.
(4.21)

If tolls are necessary, we need both positive and negative tolls, because ∑
∈𝒲

∑
∈ ,

𝛽 = 0. In order to

obtain this zero sum and the fact that we want tolls on chosen paths only, the following needs to hold:

∑
∈𝒲

∑
∈ ,

∅

𝛽 = ∑
∈𝒲

∑
∈ ,

∅

−𝛽

⟺

∑
∈𝒲

∑
∈ ,

∅

|𝛽 | = ∑
∈𝒲

∑
∈ ,

∅

|𝛽 | .

We know for paths with 𝑔 ≠ ∅ that 𝛽 < 0, because if we do not require this, there will be unused
paths with cheaper path cost than some used paths. So we can rewrite the equality to

− ∑
∈𝒲

∑
∈ ,

∅

𝛽 = ∑
∈𝒲

∑
∈ ,

∅

𝛽 .
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This only holds if the inequalities (4.21) are satisfied when we sum over these inequalities:

∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) ≤ − ∑
∈𝒲

∑
∈ ,

∅

𝛽 = ∑
∈𝒲

∑
∈ ,

∅

𝛽 ≤ ∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 )

⟺

∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) ≤ ∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) .

⟺

∑
∈𝒲

∑
∈ ,

𝐶 ≤ ∑
∈𝒲

⎛
⎜

⎝

∑
∈ ,

∅

min
∈

𝐶 + ∑
∈ ,

∅

min
∈

𝐶 ⎞
⎟

⎠
⟺

∑
∈𝒲

∑
∈ ,

𝐶 ≤ ∑
∈𝒲
( ∑

∈ ,

min
∈ ,

𝐶 )

So in order to obtain a tolled UE solution with no tolls on unchosen paths, the last inequality needs to
hold.

As we did for Case 1, we explored the toll solutions for Case 2 based on the initial path
costs, and in Proposition 8 we see what conditions are necessary to add tolls on paths used
in the SO solution only, which is equivalent to optimally minimize the NP-𝛽.

4.5. Case 3
Case 3 is the situation in which 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 ≥ 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We show an example of solving a Case 3 problem in Subsection 4.5.1 and in Subsection 4.5.2
we will derive properties for path tolls.

For both Case 3 and Case 4, we have a new definition of path sets and ℎ , and ℎ , . We

first define the path capacity as 𝑚 = ∑
∈𝒜
𝛿 𝑚 .

We now define the path sets 𝒫 , , ℎ , and ℎ , ∀ 𝑤 ∈ 𝒲:

𝒫 , = { 𝑝𝑚 | 𝑝 ∈ 𝒫 } ,

ℎ , = {
𝑝
𝑓 | 𝑓 > 0, 𝑝 ∈ 𝒫 } ,

ℎ , = {
𝑝

𝑚 − 𝑓 | 𝑚 > 𝑓 , 𝑝 ∈ 𝒫 } .

4.5.1. Case 3: Example
Example 16. In this example we have 5 orders all with demand 1: Order 1,2, 3 and for start at location
1, order 5 starts at location 2. Order 1 and 2 end at location 2 and the others at location 3. The SO
solution is given in Figure 4.21, with 𝑠 and 𝑒 denoting the start end point of order 𝑤, respectively. All
traveling arcs have capacity 1, except for arcs 𝑏 and 𝑓, which have capacity 𝑚 = 𝑚 = 2.
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So we get the following path sets per order with corresponding capacities:

𝒫 , = 𝒫 , ={
𝑎, 𝑏, 𝑐, 𝑑
1, 2, 1, 1}

𝒫 , = 𝒫 , ={
𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑓, 𝑏𝑔, 𝑏ℎ, 𝑐𝑔, 𝑐ℎ
1, 1, 1, 1, 2, 1, 1, 1, 1 }

𝒫 , ={
𝑒, 𝑓, 𝑔, ℎ
1, 2, 1, 1}

𝑡 = 0 1 2 3 4 5

, ,
,

𝑠 𝑒 𝑒

𝑒 𝑒 , 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑏

𝑓

𝑎 𝑐 𝑑

𝑒 𝑔 ℎ

Figure 4.21: STN with two orders, ∀ ∈ 𝒲, with , for ∈ 𝒜 ⧵ { , }, on waiting arcs.
The denoted solution is SO.

We have path costs

𝐶 , = 1, 𝐶 , = 2, 𝐶 , = 3, 𝐶 , = 5,
𝐶 , = 2, 𝐶 , = 3, 𝐶 , = 4, 𝐶 , = 5, 𝐶 , = 3, 𝐶 , = 4, 𝐶 , = 5, 𝐶 , = 4, 𝐶 , = 5,
𝐶 = 2, 𝐶 = 3, 𝐶 = 4, 𝐶 = 5,

where 𝐶 , denotes that for both orders the same path can be traversed, because those orders have
the same origin and destination location. In this example we use path flow vectors 𝑓 instead of 𝑓 ,
because there are orders with the same origin and destination, so with the adjusted notation we can
show which part of the path flow is used for which order. The path sets follow from the SO solution:

ℎ , = {
𝑎
1} , ℎ , = {

𝑏, 𝑐, 𝑑
2, 1, 1} ,

ℎ , = {
𝑐
1} , ℎ , = {

𝑎, 𝑏, 𝑑
1, 2, 1} ,

ℎ , = {
𝑏𝑓
1 } , ℎ , = {

𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑓 , 𝑏𝑔, 𝑏ℎ, 𝑐𝑔, 𝑐ℎ
1, 1, 1, 1, 1, 1, 1, 1, 1 } ,

ℎ , = {
𝑏𝑓
1 } , ℎ , = {

𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑓 , 𝑏𝑔, 𝑏ℎ, 𝑐𝑔, 𝑐ℎ
1, 1, 1, 1, 1, 1, 1, 1, 1 } ,

ℎ , = {
𝑒
1} , ℎ , = {

𝑓, 𝑔, ℎ
2, 1, 1} .

We see that only orders 1 and 5 travel via their cheapest paths, so we need tolls to create a UE. Solving
the NP-𝛽 gives us

𝛽 = 1, 𝛽 = −2, 𝛽 = 1, 𝛽 = 1, 𝛽 = 1,
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where for orders 3 and 4 tolls are added to paths not in the SO solution. Then the adjusted path costs
become

𝐶 = 1 + 1 = 2, 𝐶 = 1, 𝐶 = 3, 𝐶 = 3 − 2 = 1, 𝐶 , = 2 + 1 = 3, 𝐶 = 2 + 1 = 3.

△

4.5.2. Case 3: Finding properties of path tolls
Case 3 with two orders
Proposition 9 (Case 3 with two orders). Given is an SO problem with two orders with demand 𝑑 = 1
for both orders and 𝑚 ≥ 1 on all traveling arcs. Assume the paths are ordered such that

𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 and 𝐶 ≤ 𝐶 ≤ ⋯ ≤ 𝐶 ≤ 𝐶 ,

where 𝑟 ∈ 𝒫 ∀ 𝑗 ∈ {1, … , 𝑛} and 𝑝 ∈ 𝒫 ∀ 𝑗 ∈ {1, … ,𝑚}. If the SO solution contains 𝑓 = 1 with 𝐶 = 𝐶
and 𝑓 = 1 with 𝐶 = 𝐶 , then there are no tolls needed because the SO solution is a UE.

Proof. For both orders a cheapest path can be traversed, so for every individual order the path choice
is optimal, so a UE is reached.

Case 3 with multiple orders
The following proposition gives us the condition which has to hold when we only want tolls on
the chosen paths, given an SO solution.

Proposition 10 (Case 3 with multiple orders). Given is an SO solution with orders 𝑤 ∈ 𝒲, define path

sets ℎ , = {
𝑝
𝑓 | 𝑓 > 0, 𝑝 ∈ 𝒫 } and ℎ , = {

𝑝
𝑚 − 𝑓 | 𝑚 > 𝑓 , 𝑝 ∈ 𝒫 } ∀ 𝑤 ∈ 𝒲.

Define 𝒫 = {𝑝 ,… , 𝑝 } with 𝐶 ≤ … ≤ 𝐶 ∀ 𝑤 ∈ 𝒲. Define for each path 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲:
𝑔 ∶= {𝑝 | 𝑖 < 𝑗, 𝑝 ∈ ℎ , }, 𝑙 ∶= {𝑝 | 𝑖 > 𝑗, 𝑝 ∈ ℎ , }. Then to obtain a toll solution where there
are only tolls on chosen paths, so ∑

∈𝒲
∑
∈ ,

|𝛽 | = 0, the following inequality needs to hold:

∑
∈𝒲

∑
∈ ,

𝐶 𝑓 ≤ ∑
∈𝒲
( ∑

∈ ,

min
∈ ,

𝐶 𝑓 ) .

Proof. Assume ∑
∈𝒲

∑
∈ ,

|𝛽 | = 0. As in the proof of Proposition 8, we can rewrite the toll constraints

𝛽 ≥ −𝐶 ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲
𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ 𝑞 ∈ ℎ , , 𝑟 ∈ ℎ , ∀ 𝑤 ∈ 𝒲

to

𝛽 ≤ min
∈

{𝐶 − 𝐶 } < 0 ∀ 𝑞 ∈ ℎ , ∀ 𝑤 ∈ 𝒲

𝛽 ≤min
∈

{𝐶 − 𝐶 } ∀ 𝑞 ∈ ℎ , ∀ 𝑔 = ∅, 𝑤 ∈ 𝒲.
(4.22)

If tolls are necessary, we need both positive and negative tolls, because ∑
∈𝒲

∑
∈ ,

𝛽 𝑓 = 0. We know

for paths with 𝑔 ≠ ∅ that 𝛽 < 0, because if we do not require this, there will be unused paths with
cheaper path cost than some used paths. In order to obtain this zero sum and the fact that we want tolls
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on chosen paths only, the following needs to hold:

∑
∈𝒲

∑
∈ ,

∅

𝛽 𝑓 = ∑
∈𝒲

∑
∈ ,

∅

−𝛽 𝑓

⟺

∑
∈𝒲

∑
∈ ,

∅

|𝛽 𝑓 | = ∑
∈𝒲

∑
∈ ,

∅

|𝛽 𝑓 | .

This equality only holds if the inequalities (4.22) are satisfied when we sum over these inequalities:

∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) 𝑓 ≤ − ∑
∈𝒲

∑
∈ ,

∅

𝛽 𝑓 = ∑
∈𝒲

∑
∈ ,

∅

𝛽 𝑓 ≤ ∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) 𝑓

⟺

∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) 𝑓 ≤ ∑
∈𝒲

∑
∈ ,

∅

min
∈

(𝐶 − 𝐶 ) 𝑓 .

⟺

∑
∈𝒲

∑
∈ ,

𝐶 𝑓 ≤ ∑
∈𝒲

⎛
⎜

⎝

∑
∈ ,

∅

min
∈

𝐶 𝑓 + ∑
∈ ,

∅

min
∈

𝐶 𝑓 ⎞⎟

⎠
⟺

∑
∈𝒲

∑
∈ ,

𝐶 𝑓 ≤ ∑
∈𝒲
( ∑

∈ ,

min
∈ ,

𝐶 𝑓 )

We can also show that Proposition 9 follows from Proposition 10. Suppose we have a
problem with two orders, then due to the fact we are working with Case 3, we have |ℎ , | = 1
for 𝑤 ∈ {1, 2}. Then according to Proposition 10 the inequality

𝐶 + 𝐶 ≤ min
∈ ,

𝐶 + min
∈ ,

𝐶

has to hold.

Summarizing this section, we explored the toll solutions for Case 3 based on the initial
path costs, and in Proposition 10 we see what conditions are necessary to add tolls on paths
used in the SO solution only, which is equivalent to optimally minimize the NP-𝛽.

4.6. Case 4
Case 4 is the situation in which 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 ≥ 1 ∀ arcs between different locations.
or all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We show an example of solving a Case 4 problem in Subsection 4.6.1 and in Subsection 4.6.2
we will derive properties for path tolls.
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Recall the adjusted notation of path sets for Case 3 and 4:

𝒫 , = { 𝑝𝑚 | 𝑝 ∈ 𝒫 } ,

ℎ , = {
𝑝
𝑓 | 𝑓 > 0, 𝑝 ∈ 𝒫 } ,

ℎ , = {
𝑝

𝑚 − 𝑓 | 𝑚 > 𝑓 , 𝑝 ∈ 𝒫 } .

4.6.1. Case 4: Example
Example 17. In this example we have three orders, all with different demand: 𝑑 = 3 from location 1 to
2, 𝑑 = 3 from location 1 to 3 and 𝑑 = 1 from location 2 to 3. An SO solution is given in Figure 4.22,
with 𝑠 and 𝑒 denoting the start end point of order 𝑤, respectively. All traveling arcs have capacity
1, except for arcs 𝑎, 𝑐 and 𝑓, which have capacity 𝑚 = 𝑚 = 𝑚 = 2, which we graphically show by
multiple arcs between a pair of nodes.

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠

𝑠 𝑒 𝑒 𝑒

𝑒 𝑒 , 𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏 𝑐 𝑑

𝑒
𝑓

𝑔 ℎ

Figure 4.22: STN with two orders, ∀ ∈ 𝒲, with , for ∈ 𝒜 ⧵ { , , }, on waiting
arcs. The denoted solution is SO.

We have path costs

𝐶 = 1, 𝐶 = 2, 𝐶 = 3, 𝐶 = 5,
𝐶 = 2, 𝐶 = 3, 𝐶 = 4, 𝐶 = 5, 𝐶 = 3, 𝐶 = 4, 𝐶 = 5, 𝐶 = 4, 𝐶 = 5,
𝐶 = 2, 𝐶 = 3, 𝐶 = 4, 𝐶 = 5,

The path sets following from the SO solution are:

ℎ , = {
𝑎, 𝑐, 𝑑
1, 1, 1} , ℎ , = {

𝑎, 𝑏, 𝑐
1, 1, 1} ,

ℎ , = {
𝑎𝑒, 𝑏𝑓, 𝑐𝑔
1, 1, 1 } , ℎ , = {

𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑔, 𝑏𝑔, 𝑐ℎ
2, 1, 1, 1, 1, 1 } ,

ℎ , = {
𝑓
1} , ℎ , = {

𝑒, 𝑓, 𝑔, ℎ
1, 1, 1, 1} .

We see that none of the orders can travel via their cheapest paths, so we need tolls to create a UE.
Solving the NP-𝛽 gives us

𝛽 = 2, 𝛽 = −1, 𝛽 = −1, 𝛽 = 1, 𝛽 = −1,
𝛽 = 2.

Please not that path 𝑏 ∈ ℎ , , so the toll on that path is not actually payed. △
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4.6.2. Case 4: Finding properties of path tolls
Proposition 11 (Case 4 with multiple orders). Given is an SO solution with orders 𝑤 ∈ 𝒲, define path

sets ℎ , = {
𝑝
𝑓 | 𝑓 > 0, 𝑝 ∈ 𝒫 } and ℎ , = {

𝑝
𝑚 − 𝑓 | 𝑚 > 𝑓 , 𝑝 ∈ 𝒫 } ∀ 𝑤 ∈ 𝒲.

Define 𝒫 = {𝑝 ,… , 𝑝 } with 𝐶 ≤ … ≤ 𝐶 ∀ 𝑤 ∈ 𝒲. Define for each path 𝑝 ∈ ℎ , ∀ 𝑤 ∈ 𝒲:
𝑔 ∶= {𝑝 | 𝑖 < 𝑗, 𝑝 ∈ ℎ , }, 𝑙 ∶= {𝑝 | 𝑖 > 𝑗, 𝑝 ∈ ℎ , }. Then to obtain a toll solution where there
are only tolls on chosen paths, so ∑

∈𝒲
∑
∈ ,

|𝛽 | = 0, the following inequality needs to hold:

∑
∈𝒲

∑
∈ ,

𝐶 𝑓 ≤ ∑
∈𝒲
( ∑

∈ ,

min
∈ ,

𝐶 𝑓 ) .

Proof. Note Proposition 11 is equal to Proposition 10, except for the fact that 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲 instead
of 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, so we refer to the proof of Proposition 10.

Summarizing this section, we explored the toll solutions for Case 4 based on the initial
path costs, and in Proposition 11 we see what conditions are necessary to add tolls on paths
used in the SO solution only, which is equivalent to optimally minimize the NP-𝛽.

We give a short conclusion of this Chapter. Recall, a UE is reached when each customers
can travel via their cheapest paths. When applying path based tolls, we assumed customers
do not know the path costs of the initial network (and thus also do not know their cheapest
paths). The tolls are used to adjust the path costs, such that we can offer the customers a
choice of (tolled) paths. Then each customer chooses its cheapest tolled paths (UE), and with
those choices the SO objective value is maintained.
We aimed for a toll solution in which as little as possible toll is added to unused paths in
the SO solution, such that the number of paths with adjusted costs is low. However, adding
tolls to paths can be unfair towards customers, because we just adjust the path cost to give
customers the idea they are traveling via their cheapest paths. In the next chapter we will
investigate tolls on orders, in which we remove the assumption that customers do not know
the initial path costs, and therefore we are forced to find a more fair method of adding tolls.
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5
Tolls on orders

In this chapter, our goal is to find a Order tolled User Equilibrium. We will use the same
structure to obtain orders tolls, as we used to obtain path tolls.
Recall, we first solve the SO problem in an STN. Then in order to obtain a User Equilibrium,
we adjust the costs by adding tolls. Contrary to the toll principle in the previous chapter, we
do not assume that the customer is not familiar with the initial cost network. In this case,
we assign tolls to the total costs of orders, and thus the value of the tolls do not influence the
path choices of customers. The tolls assigned to orders will make a fair redistribution of the
costs of all orders using the network.

We start by solving the SO, and then make a payment regulation such that no customer is
harmed by that SO solution and thus a UE is reached. The sum of all tolls payed and received
by all customers has to be zero. The way of finding tolls that give us a UE solution in a initial
SO problem is described in Algorithm 3, which has the same structure as Algorithm 2 for path
tolls in Chapter 4.

Recall we use the ratio 𝑟 = 𝐶
𝑘 to calculate how much worse the solution is for order

𝑤, compared to the cheapest costs he could have payed when he was the only order on the

network. We introduce the tolled ratio 𝑟 =
𝐶
𝑘 = 𝐶 + 𝛽

𝑘 , which denotes the ratio of a tolled

solution.

Algorithm 3 Calculating order tolls
1: Create SO problem:

min ∑
∈𝒫
𝐶 𝑓

s.t. 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫
𝑥 ∈ ℕ ∀ 𝑎 ∈ 𝒜

2: Solve SO problem, output: 𝐶 = ∑
∈𝒫
𝐶 𝑓 ∀ 𝑤 ∈ 𝒲.
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3: Create the nonlinear programming problem NP-𝛽 (where we minimize over the absolute value of the
difference of ratios for all pairs of orders):

min ∑
, ∈𝒲

|𝑟 − 𝑟 | = |
𝐶 + 𝛽
𝑘 −

𝐶 + 𝛽
𝑘 | (5.1)

s.t. ∑
∈𝒲
𝛽 = 0 (5.2)

𝛽 ≥ −𝐶 ∀ 𝑤 ∈ 𝒲 (5.3)

where the objective function minimizes the ratio differences for all pairs of orders. Note that we sum
twice over the set of orders: when 𝑤 = 𝑤 , that term of the objective becomes zero. Constraint 5.2
ensures the total toll sum to be zero, and Constraint 5.3 ensures that no path can have a negative
𝐶 cost.

To solve the objective function of the NP-𝛽 in Algorithm 3 Step 3 more easily, we use an
equivalent linear formulation to solve:

min ∑
, ∈𝒲

𝛾 ,

s.t. ∑
∈𝒲
𝛽 = 0

𝛽 ≥ −𝐶 ∀ 𝑤 ∈ 𝒲
𝐶 + 𝛽
𝑘 −

𝐶 + 𝛽
𝑘 ≤ 𝛾 , ∀ 𝑤 ,𝑤 ∈ 𝒲 (5.4)

−
𝐶 + 𝛽
𝑘 +

𝐶 + 𝛽
𝑘 ≤ 𝛾 , ∀ 𝑤 ,𝑤 ∈ 𝒲 (5.5)

𝛾 , ≥ 0 ∀ 𝑤 ,𝑤 ∈ 𝒲 (5.6)

where 𝛾 , replaces the absolute value term |
𝐶 + 𝛽
𝑘 −

𝐶 + 𝛽
𝑘 | in the objective function

with the help of Constraints (5.4) - (5.6).

4: Solve NP-𝛽, output: 𝛽 .
5: Add tolls 𝛽 to the SO problem, SO-𝛽:

min ∑
∈𝒲
(∑

∈𝒫
𝐶 𝑓 + 𝛽 )

s.t. 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫
𝑥 ∈ ℕ ∀ 𝑎 ∈ 𝒜

6: Solve SO-𝛽 problem, output path flow vector 𝑓𝑓𝑓.

The desired outcome of Algorithm 3, is that the solution to the SO-𝛽 problem is equal to the
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initial SO problem. We will illustrate how the algorithm works in Section 5.1, with problems
of Case 1. In Section 5.2 we will describe an Algorithm that splits the set of orders such
that we can create a better objective function for the NP-𝛽, to obtain a better division of toll
costs. Then in Sections 5.3, 5.4 and 5.5 we will investigate the other toll on order problems,
regarding Case 2,3 and 4, respectively.

5.1. Case 1
Case 1 is the situation in which 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 = 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.

In Example 18 we will show how we can verify the correctness of the tolls found. In Exam-
ple 19 and Example 20 we take a closer look at the ratios en how those affect the outcome of
the NP-𝛽. In Example 21 and 22 we wll discuss the fairness of certain solutions.

Example 18. We use the STN as in Figure 4.4, again showed in Figure 5.1. The SO solution is given
in Figure 5.1, with 𝑠 denoting the start point and 𝑒 denoting the end point for order 𝑤.

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 5.1: STN with two orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO.

We have path costs 𝐶 = 2, 𝐶 = 4, 𝐶 = 4, 𝐶 = 5 and 𝐶 = 5. Given that for order 1 path 𝑎 is
used, and for order 2 path 𝑏𝑑 is used, the order costs are: 𝐶 = 𝐶 = 2, 𝐶 = 𝐶 = 5.We see that due
to capacity constraints, order 2 is not able to choose his best route in the SO and has to take path 𝑏𝑑
with cost 5.
The tolls found by the Algorithm 3 Step 3 are

𝛽 = 1
3 , 𝛽 = −13 ,

with the objective value of the NP-𝛽 being equal to 0, which is the minimal value for an absolute value
function. We show how we can derive the values of the tolls by hand, by evaluating the objective function
of the NP-𝛽 and use the fact that 𝛽 + 𝛽 = 0:

min
, ,

|2 + 𝛽2 − 5 + 𝛽4 | + |5 + 𝛽4 − 2 + 𝛽2 | =min 2 ⋅ |1 + 𝛽2 −
5
4 −

−𝛽
4 | =min 2 ⋅ |−14 +

3
4𝛽 | .

The minimum value of an absolute value is zero, so we can check if this can be the case:

0 = |−14 +
3
4𝛽 | ⟺

1
4 =

3
4𝛽 ⟺ 1

3 = 𝛽 ⇒ 𝛽 = −13.

Then the tolled costs become 𝐶 = 213 , 𝐶 = 423 , so both ratios are 𝑟 = 116 . △
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Example 19. We use the STN in Figure 5.2.

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠

𝑒

𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 5.2: STN with two orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO.

We will now observe which toll we need to add to obtain a UE that equals the initial SO. The SO solution
is given in Figure 5.2, with 𝑠 and 𝑒 denoting the start and end point of order 𝑤, respectively.
We have path costs 𝐶 = 2, 𝐶 = 3, 𝐶 = 3, 𝐶 = 5 and 𝐶 = 5.
The solution given by Algorithm 3 Step 4 is

𝛽 = −35, 𝛽 = 3
5 ,

and thus the order costs are 𝐶 = 225 , 𝐶 = 335 .
We can see in Table 5.1 that indeed the ratio of current cost compared to the cheapest path cost is

Table 5.1: Example of Figure 5.2: Ratios ( )/ per toll

Order 1 𝐶 𝑟 Order 2 𝐶 𝑟
𝑘 2 3
𝐶 (SO) 3 1.5 3 1
𝛽 −0.1 2.9 1.45 0.1 3.1 1.0333

−0.2 2.8 1.4 0.2 3.2 1.0667
−0.3 2.7 1.35 0.3 3.3 1.1
−0.4 2.6 1.3 0.4 3.4 1.1333
−0.5 2.5 1.25 0.5 3.5 1.1667

NP-𝛽 toll: −0.6 2.4 1.2 0.6 3.6 1.2
−0.7 2.3 1.15 0.7 3.7 1.2333
−0.8 2.2 1.1 0.8 3.8 1.2667
−0.9 2.1 1.05 0.9 3.9 1.3
−1 2 1 1 4 1.3333

equal for both orders, namely 𝑟 = 𝑟 = 115 . △

Example 20. In this example there are three orders 𝑤 = {1, 2, 3}, with 𝑑 = 1 ∀ 𝑤 ∈ 𝒲. The STN
and the SO solution are given in Figure 5.3 with 𝑠 and 𝑒 denoting the start and end point of order 𝑤,
respectively.

The order costs of the SO are 𝐶 = 𝐶 = 2, 𝐶 = 𝐶 = 5, 𝐶 = 𝐶 = 3.
We solve the NP-𝛽 manually to see how the solution is found:

min
,

|2 + 𝛽2 − 5 + 𝛽3 | + |2 + 𝛽2 − 3 + 𝛽3 | + |5 + 𝛽3 − 2 + 𝛽2 | + |5 + 𝛽3 − 3 + 𝛽3 |+

|3 + 𝛽3 − 2 + 𝛽2 | + |3 + 𝛽3 − 5 + 𝛽3 | =
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= min
,

2(|2 + 𝛽2 − 5 + 𝛽3 | + |2 + 𝛽2 − 3 + 𝛽3 | + |5 + 𝛽3 − 3 + 𝛽3 |)

= min
,

2(|−4 + 3𝛽 − 2𝛽
6 | + |3𝛽 − 2𝛽

6 | + |2 + 𝛽 − 𝛽
3 |)

This objective has value zero if all individual absolute values are equal to zero and we also want the
total toll sum zero constraint to hold, so we obtain four equalities:

3𝛽 − 2𝛽 = 4
3𝛽 − 2𝛽 = 0
𝛽 − 𝛽 = −2

𝛽 + 𝛽 + 𝛽 = 0

⟺
⎡
⎢
⎢
⎣

3 −2 0
3 0 −2
0 1 −1
1 1 1

⎤
⎥
⎥
⎦
𝛽𝛽𝛽 =

⎡
⎢
⎢
⎣

4
0

−2
0

⎤
⎥
⎥
⎦
,

which gives us the toll solution as in Table 5.2: 𝛽 = 1
2 , 𝛽 = −114 , 𝛽 = 3

4 , and order costs 𝐶 = 212 ,

𝐶 = 334 , 𝐶 = 334 , so all orders have ratio 𝑟 = 114 .

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠

𝑠 𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 5.3: STN with three orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO.

Table 5.2: Ratios ( )/ per toll for Figure 5.3

Order 1 𝐶 𝑟 Order 2 𝐶 𝑟 Order 3 𝐶 𝑟

𝑘 2 3 3
𝐶 (SO) 2 1 5 1 3 1
NP-𝛽 toll: 𝛽 2 1 −1 3 1 3 1

In Table 5.2 we can compare the ratios of the SO solution to those of the tolled solution. We see that
the extra costs in the SO solution of order 2, are divided over all orders in the tolled solution. △

Example 21. Here we have three orders, with one order not interfering with the other two orders re-
garding their cheapest paths. The STN is given in Figure 5.4.

The SO solution is given in Figure 5.4, the order tolls are

𝛽 = −23, 𝛽 = 5
12 , 𝛽 = 1

4 .

The question now is, is this solution fair? Order 3 does not cause any bottlenecks for the other orders,
so why would this order have to pay for the problems of other orders? If we claim that order 3 does not
have to pay/receive any toll, so 𝛽 = 0, and solve the NP-𝛽 again, we obtain the “fair” toll solution as in
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𝑡 = 0 1 2 3 4 5 6 7

𝑠 , 𝑠

𝑠 𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏

𝑐 𝑑 𝑒

Figure 5.4: STN with three orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO.

Table 5.3: Ratios ( )/ per toll for Figure 5.4

Order 1 𝐶 𝑟 Order 2 𝐶 𝑟 Order 3 𝐶 𝑟

𝑘 4 5 3
𝐶 (SO) 5 1 5 1 3 1
NP-𝛽 toll: 𝛽 − 4 1 5 1 3 1
“Fair” toll: 𝛽 − 4 1 5 1 0 3 1

Table 5.3, in which order 1 receives
5
9 from order 2. Then both order 1 and 2 have a ratio 𝑟 = 𝑟 = 119 ,

and 𝑟 = 1. We will discuss this fairness in the next example and in Section 5.2. △

Example 22. This is another example with three orders. The STN is given in Figure 5.5.

𝑡 = 0 1 2 3 4 5 6 7

𝑠 , 𝑠

𝑠 , 𝑠 𝑒

𝑒 𝑒

𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎 𝑏

𝑐 𝑑 𝑒 𝑓

𝑔 ℎ 𝑖

Figure 5.5: STN with four orders, ∀ ∈ 𝒲, with for all arcs between two different locations, otherwise.
The denoted solution is SO.

The SO solution is given in Figure 5.5, the order tolls following from Algorithm 3 are

𝛽 = −37, 𝛽 = 5
7 , 𝛽 = 2

7 , 𝛽 = −47 ,

so the order costs are 𝐶 = 447 , 𝐶 = 557 , 𝐶 = 227 , 𝐶 = 337 .
The question now is, is this solution fair? It looks like optional paths for order 1 and 2 are not interfering
with optional paths for order 3 and 4. Therefore we calculate “fair” tolls, and for that we need to divide
all orders in different sets, each set with their own joint bottleneck arcs.
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We first compare the path costs per order:

𝒫 = {𝑎, 𝑏} ,
𝒫 = {𝑎𝑒, 𝑎𝑓, 𝑏𝑓} ,
𝒫 = {𝑐, 𝑑, 𝑒, 𝑓} ,
𝒫 = {𝑐𝑔, 𝑐ℎ, 𝑐𝑖, 𝑑ℎ, 𝑑𝑖, 𝑒𝑖} ,

𝐶 < 𝐶 ,
𝐶 < 𝐶 = 𝐶 ,
𝐶 < 𝐶 < 𝐶 < 𝐶 ,
𝐶 < 𝐶 = 𝐶 < 𝐶 = 𝐶 = 𝐶 .

We can easily see in Figure 5.5 that for order 1 and 2, arc 𝑎 is in both cheapest paths (those are path 𝑎
and path 𝑎𝑒) and for order 3 and 4 this is the case for arc 𝑐 (paths 𝑐 and 𝑐𝑔). Now instead of recalculating
the order costs by dividing the total cost per ratio over all orders, we can first divide the orders into two
subgroups in this case, where orders in one subgroup have shared arcs in optional paths. So we create
one subset for arc 𝑎 with orders 1 and 2, and one for arc 𝑐 for orders 3 and 4.

Table 5.4: Ratios ( )/ per toll for Figure 5.5

Order 1 𝐶 𝑟 Order 2 𝐶 𝑟 Order 3 𝐶 𝑟 Order 4 𝐶 𝑟

𝑘 4 5 2 3
𝐶 5 1 5 1 2 1 4 1
NP-𝛽 toll: 𝛽 − 4 1 5 1 2 1 − 3 1
“Fair” toll: 𝛽 − 4 1 5 1 2 1 - 3 1

Then we can calculate “fair” tolls, as given in the last column in Table 5.4. We calculated these tolls by
changing the objective of the NP-𝛽 to:

min |𝐶 + 𝛽
𝑘 − 𝐶 + 𝛽

𝑘 | + |𝐶 + 𝛽
𝑘 − 𝐶 + 𝛽

𝑘 | .

such that only the difference between ratios for orders in one subgroup are minimized. △

5.2. Finding connected components in STN
We use the following algorithm, Algorithm 4, to find all connected components in the STN to
divide the order costs more fairly over the orders. We first give a short outline of how the
algorithm works.
We search for the connected components by constructing a graph 𝐺 consisting of orders𝑤 ∈ 𝒲,
where two orders in this graph can share an arc when those orders contain a joint bottleneck.
To obtain these arcs, we first find the cheapest paths per order (in Step 4). For each arc 𝑎
we check if this arc is a bottleneck, that is when the amount of cheapest paths on that arc is
higher than the capacity of that arc (this happens in Step 7), assuming every order travels via
its cheapest path.
If in this step bottlenecks are found, we create bottleneck sets in which paths (bottleneck sets
𝜂 ) and orders (bottleneck sets Γ ) are listed per bottleneck arc 𝑎. We also add an arc in 𝐺
between each pair of orders that are in the same bottleneck set. Then for each cheapest path
of an order that is in the SO solution, we fix this path (so state that this path is taken by
that order) and then recalculate the cheapest paths for all remaining orders (Step 19). Then
if new bottlenecks arise, we add arcs between each pair of orders in this bottleneck set to the
graph 𝐺. We iterate the fixing process until no new bottlenecks arise. Then in Step 51 we
start finding the connected components in graph 𝐺.
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Algorithm 4 Finding connected components in STN
1: Let 𝒬 = ∅ ∀ 𝑤 ∈ 𝒲 be the set of cheapest paths per order 𝑤, 𝒜 = ∅ the bottleneck set.
2: Create graph 𝐺 with nodes 𝑉 = 𝒲 and arc set 𝐸 = ∅.
3: for 𝑤 ∈ 𝒲 do
4: Find cheapest paths 𝑞 , , 𝑛 ∈ {1, … , 𝑑 } (for each unit of flow a cheapest path is given), 𝑞 , ∈
𝒫 .

5: Add paths 𝑞 , to 𝒬 .
6: end for
7: for 𝑎 ∈ 𝒜 do
8: if 𝑜 > 𝑚 (𝑜 the occupancy on arc 𝑎) then
9: Create bottleneck set: 𝜂 = {𝑞 , | 𝛿 , = 1, 𝑞 , ∈ 𝒬 , ∀ 𝑤 ∈ 𝒲}.

10: Create order set: Γ = {𝑤 | 𝑞 , ∈ 𝜂 , 𝑞 , ∈ 𝒬 }.
11: 𝒜 ∶= 𝒜 ⋃𝑎.
12: for 𝑤 ,𝑤 ∈ Γ do
13: Add 𝑒 = (𝑤 ,𝑤 ) to 𝐸.
14: end for
15: else
16: 𝜂 = ∅.
17: end if
18: end for
19: for 𝑎 ∈ 𝒜 do
20: for 𝑞 , ∈ 𝜂 and 𝑞 , ∈ ⋃ ∈𝒲 ℎ , do
21: Fix 𝑞 , : update 𝑜 = 𝛿 , 𝑓 , ∀ 𝑎 ∈ 𝒜.
22: Recalculate the cheapest paths for all remaining orders.
23: Update 𝒬 .
24: Define 𝑙 = (𝑞 , ) (a list of all previous fixed paths) and 𝒜 = ∅.
25: if 𝑜 > 𝑚 for 𝑎 ∉ 𝒜 then
26: Create new bottleneck set 𝜂 = {𝑞 , | 𝛿 , = 1, 𝑞 , ∈ 𝒬 , ∀ 𝑤 ∈ 𝒲}.
27: Create order set: Γ = {𝑤 | 𝑞 , ∈ 𝜂 , 𝑞 , ∈ 𝒬 }.
28: Define 𝒜 ∶= 𝒜 ⋃𝑎 .
29: for 𝑤 ,𝑤 ∈ Γ do
30: Add 𝑒 = (𝑤 ,𝑤 ) to 𝐸.
31: end for
32: end if
33: for 𝑎 ∈ 𝒜 do
34: for 𝑟 , ∈ 𝜂 and 𝑟 , ∈ ⋃ ∈𝒲 ℎ , do
35: Fix 𝑟 , : update 𝑜 = ∑

, ∈fixed paths 𝛿 , 𝑓 , ∀ 𝑎 ∈ 𝒜
36: Recalculate the cheapest paths for all remaining orders.
37: Update 𝒬 .
38: if 𝑜 > 𝑚 for 𝑎 ∉ 𝒜 then
39: Create new bottleneck set 𝜂 = {𝑞 , | 𝛿 , = 1, 𝑞 , ∈ 𝒬 , ∀ 𝑤 ∈ 𝒲}.
40: Create order set: Γ = {𝑤 | 𝑞 , ∈ 𝜂 , 𝑞 , ∈ 𝒬 }.
41: 𝑙 ∶= (𝑙, 𝑞 , ).
42: Define 𝒜 ∶= 𝒜 ⋃𝑎 .
43: for 𝑤 ,𝑤 ∈ Γ do
44: Add 𝑒 = (𝑤 ,𝑤 ) to 𝐸.
45: end for
46: end if
47: end for
48: end for
49: end for
50: end for
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51: 𝑠 = 1.
52: 𝒱 is the set of visited nodes in connected component 𝑠.
53: for 𝑤 ∈ 𝒱 ⧵ ⋃ 𝒱 do

54: 𝒱 ∶= {𝑤 }.
55: for 𝑤 ∈ ⋃

∈𝒱
𝑁 (𝑣) ⧵ ⋃ 𝒱 do

56: 𝒱 ∶= 𝒱 ∪ 𝑤 .
57: end for
58: 𝑠 ∶= 𝑠 + 1.
59: end for
60: 𝑘 ∶= 𝑠 − 1 are the number of connected components of 𝐺.
61: 𝒱 are the connected components of graph 𝐺.

With these connected component sets we can create a new NP-𝛽 for Algorithm 3 for finding
the order tolls:

min ∑ ∑
, ∈𝒱

|
𝐶 + 𝛽
𝑘 −

𝐶 + 𝛽
𝑘 |

s.t. ∑
∈𝒲
𝛽 = 0

∑
∈𝒱
𝛽 = 0 ∀ 1 ≤ 𝑠 ≤ 𝑘

𝛽 ≥ −𝐶 ∀ 𝑤 ∈ 𝒲

This new objective function only compares the new costs of orders that are in the same con-
nected component, and for each connected component the tolls sum up to zero such that
orders only pay/receive for bottlenecks that influence the route choice for them.

We use the following examples to explain Algorithm 4. In Example 23 we consider a problem
with three orders, in Example 24 a problem with four orders is considered.

Example 23. We consider a problem of Case 1. In Figure 5.6 an SO solution of an STNwith three orders
is given,𝒲 = {1, 2, 3}. We can use the algorithm to show that in this case all orders are interfering with
each other.

𝑡 = 0 1 2 3 4 5 6 7

𝑠 , 𝑠

𝑠

𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎 𝑏

𝑑 𝑐 𝑒

𝑓 𝑔

Figure 5.6: STN with three orders, with for all arcs between two different locations, otherwise. The denoted
solution is SO.
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We start with empty sets 𝑄 ∀ 𝑤 ∈ 𝒲 and 𝒜 and we create the graph 𝐺 = (𝑉, 𝐸) with 𝑉 = 𝒲 and
𝐸 = ∅.
Applying Algorithm 4, Step 4 gives cheapest paths 𝑞 , = 𝑎𝑐, 𝑞 , = 𝑎𝑐𝑓, 𝑞 , = 𝑑𝑓.
Step 5 gives 𝑄 = {𝑎𝑐} , 𝑄 = {𝑎𝑐𝑓} , 𝑄 = {𝑑𝑓} .
Step 9 and 10 give bottleneck arcs and order sets per bottleneck: 𝜂 = {𝑎𝑐, 𝑎𝑐𝑓}, Γ = {1, 2};
𝜂 = {𝑎𝑐, 𝑎𝑐𝑓}, Γ = {1, 2} and 𝜂 = {𝑎𝑐𝑓, 𝑑𝑓}, Γ = {2, 3}.
Step 11 gives bottleneck set 𝒜 = {𝑎, 𝑐, 𝑓} .
We add edges (1, 2) and (2, 3) to graph 𝐺.

1 2

3

Figure 5.7: Graph .

We see that all orders are connected: 𝒱 = {1, 2, 3}. Then the NP-𝛽 becomes

min |𝐶 + 𝛽
𝑘 − 𝐶 + 𝛽

𝑘 | + |𝐶 + 𝛽
𝑘 − 𝐶 + 𝛽

𝑘 | + |𝐶 + 𝛽
𝑘 − 𝐶 + 𝛽

𝑘 |

s.t. 𝛽 + 𝛽 + 𝛽 = 0
𝛽 ≥ −𝐶 ∀ 𝑤 ∈ 𝒲

⟺ min |4 + 𝛽4 − 7 + 𝛽5 | + |4 + 𝛽4 − 5 + 𝛽5 | + |7 + 𝛽5 − 5 + 𝛽5 |

s.t. 𝛽 + 𝛽 + 𝛽 = 0
𝛽 ≥ −4
𝛽 ≥ −7
𝛽 ≥ −5

which has an optimal solution with 𝛽 = 4
7 , 𝛽 = −97 and 𝛽 = 5

7 and thus tolled order costs

𝐶 = 447 , 𝐶 = 557 and 𝐶 = 557 . So all orders have ratio 𝑟 = 117 ∀ 𝑤 ∈ 𝒲. △

Example 24. We use the same STN and orders as in Example 22 (so a Case 1 problem), but with arc
𝑑 removed. We see that a whole new SO solution appears, compared to the previous network. This SO
solution is given in Figure 5.8.

𝑡 = 0 1 2 3 4 5 6 7

𝑠 , 𝑠

𝑠 , 𝑠 𝑒

𝑒 𝑒

𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎 𝑏

𝑐 𝑒 𝑓

𝑔 ℎ 𝑖

Figure 5.8: STN with four orders, with for all arcs between two different locations, otherwise. The denoted
solution is SO.
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We will now apply Algorithm 4 on this network. We start with empty sets 𝑄 ∀ 𝑤 ∈ 𝒲 and 𝒜 and we
create the graph 𝐺 = (𝑉, 𝐸) with 𝑉 = 𝒲 = {1, 2, 3, 4} and 𝐸 = ∅.
Applying Algorithm 4, Step 4 gives cheapest paths 𝑞 , = 𝑎, 𝑞 , = 𝑎𝑒, 𝑞 , = 𝑐, 𝑞 , = 𝑐𝑔.
Step 5 gives 𝑄 = {𝑎} , 𝑄 = {𝑎𝑒} , 𝑄 = {𝑐} , 𝑄 = {𝑐𝑔} .
Step 9 and 10 give bottleneck arcs and order sets per bottleneck: 𝜂 = {𝑎, 𝑎𝑒}, Γ = {1, 2};
𝜂 = {𝑐, 𝑐𝑔}, Γ = {3, 4} .
Step 10 gives 𝒜 = {𝑎, 𝑐} .
We add edges (1, 2) and (3, 4) to graph 𝐺.

1 2

3 4

Figure 5.9: Graph .

Then we want to join order sets in which one order can influence the path choice of another order in the
same set.
We want to see if fixing one path for some order can create extra bottlenecks for other orders, which
starts in the Algorithm in Step 19.
We take 𝑎 ∈ 𝒜 and path 𝑎 ∈ 𝜂 . Note that path 𝑎 ∈ ℎ , .
We fix path 𝑎 for order 1 in the STN and recalculate new cheapest paths for all other orders and we want
to see if new bottlenecks arise. Now because arc 𝑎 is used for path 𝑎, order 2 has to travel via another
path than 𝑎𝑒. Its new cheapest path now is 𝑞 , = 𝑏𝑓. No new bottleneck arc arises, so we check the
next path.
We now take 𝑐 ∈ 𝒜 and path 𝑐 ∈ 𝜂 , 𝑐 ∈ ℎ , and fix this path.
Then order 4 has to find a new cheapest path: 𝑞 , = 𝑒𝑖. Then arc 𝑒 is a bottleneck, because both
𝑞 , = 𝑎𝑒 and 𝑞 , wants to travel via 𝑒. So we create a new bottleneck set 𝜂 = {𝑎𝑒, 𝑒𝑖} and order set
Γ = {2, 4}. So we add edge (2, 4) to graph 𝐺.

1 2

3 4

Figure 5.10: Graph .

We now see that all orders are connected.
Then the tolls become 𝛽 = 137 , 𝛽 = − 3

14 , 𝛽 = −137 , 𝛽 = 217 and thus the tolled order costs become

𝐶 = 537 , 𝐶 = 61114 , 𝐶 = 347 , and 𝐶 = 517 , so all orders have ratio 𝑟 = 157 ∀ 𝑤 ∈ 𝒲. △

5.3. Case 2
Case 2 is the situation in which 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 = 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We also use Algorithm 4 to find a division of the extra costs in the system in a fair way over
the orders.
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Example 25. In this example two orders both with demand 𝑑 = 2 are given. The SO solution is given
in Figure 5.11. We see that both orders cannot travel via their cheapest paths.

𝑡 = 0 1 2 3 4 5 6 7 8

𝑠

𝑠

𝑒 𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎 𝑏 𝑐

𝑑 𝑒 𝑓 𝑔

ℎ 𝑖 𝑗 𝑘

Figure 5.11: STN with two orders, , with for all arcs between two different locations, otherwise.
The denoted solution is SO.

The SO costs are 𝐶 = 8, 𝐶 = 11. Their cheapest paths are 𝑘 = 7 and 𝑘 = 8. Algorithm 4 gives

that both orders are in one connected component, and the NP-𝛽 gives 𝛽 = 13
15 , 𝛽 = −1315 , which give

adjusted costs 𝐶 = 81315 , 𝐶 = 10 215 . Then we can verify that 𝑟 = 𝑟 = 19
15 . △

5.4. Case 3
Case 3 is the situation in which 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 ≥ 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We also use Algorithm 4 to find the connected components to divide the extra costs (compared
to the cheapest path costs) in the system in a fair way over the orders.

Example 26. We use the same STN as in Example 16. In this example we have 5 orders all with
demand 1: Order 1,2, 3 and for start at location 1, order 5 starts at location 2. Order 1 and 2 end at
location 2 and the others at location 3. The SO solution is given in Figure 4.21, with 𝑠 and 𝑒 denoting
the start end point of order 𝑤, respectively. All traveling arcs have capacity 1, except for arcs 𝑏 and 𝑓,
which have capacity 𝑚 = 𝑚 = 2.

𝑡 = 0 1 2 3 4 5

, ,
,

𝑠 𝑒 𝑒

𝑒 𝑒 , 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑏

𝑓

𝑎 𝑐 𝑑

𝑒 𝑔 ℎ

Figure 5.12: STN with two orders, ∀ ∈ 𝒲, with , for all other arcs between two different locations,
otherwise. The denoted solution is SO.
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We have path costs

𝐶 , = 1, 𝐶 , = 2, 𝐶 , = 3, 𝐶 , = 5,
𝐶 , = 2, 𝐶 , = 3, 𝐶 , = 4, 𝐶 , = 5, 𝐶 , = 3, 𝐶 , = 4, 𝐶 , = 5, 𝐶 , = 4, 𝐶 , = 5,
𝐶 = 2, 𝐶 = 3, 𝐶 = 4, 𝐶 = 5,

So we have the following path sets per order with corresponding capacities:

𝒫 , = 𝒫 , ={
𝑎, 𝑏, 𝑐, 𝑑
1, 2, 1, 1}

𝒫 , = 𝒫 , ={
𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑓, 𝑏𝑔, 𝑏ℎ, 𝑐𝑔, 𝑐ℎ
1, 1, 1, 1, 2, 1, 1, 1, 1 }

𝒫 , ={
𝑒, 𝑓, 𝑔, ℎ
1, 2, 1, 1}

where 𝐶 , denotes that for both orders the same path can be traversed, because those orders
have the same origin and destination location.

Solving the SO problem gives us the order costs

𝐶 = 1, 𝐶 = 3, 𝐶 = 𝐶 = 3, 𝐶 = 2,
while the cheapest costs are

𝑘 = 1, 𝑘 = 1, 𝑘 = 𝑘 = 2, 𝐶 = 2.
We see that only orders 1 and 5 travel via their cheapest paths, so we need tolls to create a UE.

Algorithm 4 gives us one connected components so we can find a solution for the NP-𝛽:

𝛽 = 1
2 , 𝛽 = −112 , 𝛽 = 1.

Then the adjusted order costs become

𝐶 = 112 , 𝐶 = 112 , 𝐶 = 3, 𝐶 = 3, 𝐶 = 1,

so all ratios are 𝑟 = 112 ∀ 𝑤 ∈ {1,… , 5}. △

5.5. Case 4
Case 4 is the situation in which 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 ≥ 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We also use Algorithm 4 to find the connected components to divide the extra costs (compared
to the cheapest path costs) in the system in a fair way over the orders.

Example 27. We use the STN as in Figure 5.13. There are four orders, with demands 𝑑 = 3, 𝑑 = 2,
𝑑 = 2 and 𝑑 = 4. All diagonal arcs have capacity constraints: 𝑚 = 4, 𝑚 = 4, 𝑚 = 2, 𝑚 = 2,
𝑚 = 2, 𝑚 = 2, 𝑚 = 3, 𝑚 = 3, 𝑚 = 1, 𝑚 = 2, 𝑚 = 2, 𝑚 = 3 and 𝑚 = 2.
The SO solution is given in Figure 5.13, with 𝑠 and 𝑒 denoting the start and end point for order 𝑤,
respectively. Note that order 3 starts at 𝑡 = 3, location 𝑙 = 2.

We have path capacities:

𝒫 , = {
𝑎𝑑, 𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑓, 𝑏𝑔, 𝑏ℎ, 𝑐ℎ
2, 2, 2, 3, 3, 2, 3, 3, 2 } ,

𝒫 , = {
𝑎𝑑𝑖, 𝑎𝑑𝑗, 𝑎𝑑𝑘, 𝑎𝑑𝑙, 𝑎𝑑𝑚, 𝑎𝑒𝑘, 𝑎𝑒𝑙, 𝑎𝑒𝑚, 𝑎𝑓𝑗, 𝑎𝑓𝑘, 𝑎𝑓𝑙, 𝑎𝑓𝑚, 𝑎𝑔𝑙, 𝑎𝑔𝑚, 𝑎ℎ𝑚
1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 2 } ,

𝒫 , = {
𝑔, ℎ
3, 3} ,

𝒫 , = {
𝑑𝑖, 𝑑𝑗, 𝑑𝑘, 𝑑𝑙, 𝑑𝑚, 𝑒𝑘, 𝑒𝑙, 𝑒𝑚, 𝑓𝑗, 𝑓𝑘, 𝑓𝑙, 𝑓𝑚, 𝑔𝑙, 𝑔𝑚, ℎ𝑚
1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 2 } .
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𝑡 = 0 1 2 3 4 5 6 7

𝑠 , 𝑠

𝑠 𝑠

𝑒 𝑒 ,
,

𝑒 𝑒 𝑒 , 𝑒 𝑒 , 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎

𝑑 𝑔𝑓

𝑏 𝑐

𝑒 ℎ

𝑖 𝑗 𝑘 𝑙
𝑚

Figure 5.13: STN with four orders, , , , Capacities , , , , , ,
, , , , , , . The denoted solution is SO.

We have path costs for the used paths in the SO solution

𝐶 = 2, 𝐶 = 3, 𝐶 = 5,
𝐶 = 3, 𝐶 = 4,
𝐶 = 2,
𝐶 = 5, 𝐶 = 7.

So the order costs are

𝐶 = 2 + 3 + 5 = 10, 𝐶 = 3 + 4 = 7, 𝐶 = 2 ⋅ 2 = 4 and 𝐶 = 2 ⋅ 5 + 2 ⋅ 7 = 24,

while the cheapest path costs are

𝑘 = 2 ⋅ 2 + 3 = 7, 𝑘 = 3 + 4 = 7, 𝑘 = 2 ⋅ 2 = 4 and 𝑘 = 3 + 2 ⋅ 4 + 5 = 16.

Algorithm 4 gives two connected components: 𝒱 = {1, 2, 4} and 𝒱 = {3}.
When looking at the paths used in the SO, the question arises, why is order 3 in a separate connected
component, while it looks like its taking its cheapest path at the expense of order 4 (it looks like arc 𝑔 is
a bottleneck arc for orders 3 and 4)? In this network however, we can see that it makes no difference
for the two last arriving containers of order 4, if they are transported via path 𝑔𝑙 or ℎ𝑚. So order 3 does
not influence the order costs of orders 1,2 and 4 and therefore is not connected to them.
With the components 𝒱 and 𝒱 , solving the NP-𝛽 gives us order tolls

𝛽 = −1330 , 𝛽 = 21730 and 𝛽 = −2 215 ,

which give the tolled order costs

𝐶 = 91730 , 𝐶 = 91730 , 𝐶 = 4 and 𝐶 = 211315 .

We obtain ratios 𝑟 = 𝑟 = 𝑟 = 11130 and 𝑟 = 1. △
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5.6. Solutions of toll on orders
After finding the connected components, the question arises whether every NP-𝛽 of Algorithm 3

has a (unique) solution? For each component 𝒱 , there are
1
2|𝒱 |(|𝒱 | − 1) terms in the objective,

and we can state that the best solution possible has objective value 0, so then each term has
to be equal to zero.

0 = |𝐶 + 𝛽
𝑘 −

𝐶 + 𝛽
𝑘 | = |

𝑘 (𝐶 + 𝛽 ) − 𝑘 (𝐶 + 𝛽 )
𝑘 𝑘 | ⟺ 𝑘 𝛽 − 𝑘 𝛽 = 𝑘 𝐶 − 𝑘 𝐶 . (5.7)

We can make a generalization of the optimal solution for tolls on orders: Given we have a
problem with 𝑚 orders, we can create the linear system 𝐴𝛽𝛽𝛽 = 𝑏𝑏𝑏 with 𝐴 a block diagonal matrix:

𝐴 =
⎡
⎢
⎢
⎣

𝐴 0 ⋯ 0
0 𝐴 ⋱ 0
⋮ ⋱ ⋱ 0
0 ⋯ 0 𝐴

⎤
⎥
⎥
⎦

So 𝐴 consists of 𝑚 block matrices, one for each component 𝒱 = {1,… , 𝑛} ∀ 1 ≤ 𝑠 ≤ 𝑚, with
𝑛 = |𝒱 | the number of orders in 𝒱 :

𝐴 =
⎡
⎢
⎢
⎢
⎣

𝐷
𝐷
⋮

𝐷
111 ,

⎤
⎥
⎥
⎥
⎦

with 𝐷 =
⎡
⎢
⎢
⎣

000 , 𝑘 −𝑘 0 ⋯ 0
000 , 𝑘 0 −𝑘 ⋱ ⋮
000 , ⋮ ⋮ ⋱ ⋱ 0
000 , 𝑘 0 ⋯ 0 −𝑘

⎤
⎥
⎥
⎦
, 1 ≤ 𝑗 ≤ 𝑛 − 1, (5.8)

and 111 , is a row vector of 𝑛 ones, 000 , a row vector of 𝑗 − 1 zeros and 000 , ∶= ∅.

The vector 𝑏𝑏𝑏 =
⎡
⎢
⎢
⎣

𝑏𝑏𝑏
𝑏𝑏𝑏
⋮
𝑏𝑏𝑏

⎤
⎥
⎥
⎦
consists of vectors 𝑏𝑏𝑏 for each component 𝒱 = {1,… , 𝑛} ∀ 1 ≤ 𝑠 ≤ 𝑚 with

𝑛 = |𝒱 |:

𝑏𝑏𝑏 =
⎡
⎢
⎢
⎢
⎣

𝑧𝑧𝑧
𝑧𝑧𝑧
⋮

𝑧𝑧𝑧
0

⎤
⎥
⎥
⎥
⎦

with 𝑧𝑧𝑧 =
⎡
⎢
⎢
⎣

𝑘 𝐶 − 𝑘 𝐶
𝑘 𝐶 − 𝑘 𝐶

⋮
𝑘 𝐶 − 𝑘 𝐶

⎤
⎥
⎥
⎦

(5.9)

𝐴 is a∑(12 |𝒱 | ⋅ (|𝒱 | − 1) + 1) × |𝒲| matrix and 𝑏𝑏𝑏 has length∑(12 |𝒱 | ⋅ (|𝒱 | − 1) + 1).

To draw some conclusions out of this equality 𝐴𝛽𝛽𝛽 = 𝑏𝑏𝑏, we first introduce some definitions from
Linear Algebra:

Definition 6 (Row-echelon form). A matrix is in row-echelon form if:

• All zero rows have been moved to the bottom.

• The leading nonzero element (also called a pivot) in any row is farther to the right than the leading
nonzero element in the row just above it.

• In each column containing a leading nonzero element, the entries below that leading nonzero
element are 0.

We can apply elementary row operations (swapping positions of rows, multiply a row by a
nonzero scalar, add one row to a scalar multiple of another row) to modify the matrix until we
obtain a row-echelon form.
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Theorem 4. [11, Theorem 1.7] Let 𝐴𝑥𝑥𝑥 = 𝑏𝑏𝑏 be a linear system, and let [𝐴|𝑏𝑏𝑏] ∼ [𝐻|𝑐𝑐𝑐], where 𝐻 is in
row-echelon form.

1. The system 𝐴𝑥𝑥𝑥 = 𝑏𝑏𝑏 is inconsistent if and only if the augmented matrix [𝐻|𝑐𝑐𝑐] has a row with all
entries 0 to the left of the partition and a nonzero entry to the right of the partition.

2. If 𝐴𝑥𝑥𝑥 = 𝑏𝑏𝑏 is consistent and every column of 𝐻 contains a pivot, the system has a unique solution.

3. If 𝐴𝑥𝑥𝑥 = 𝑏𝑏𝑏 is consistent and some column of𝐻 has no pivot, the system has infinitely many solutions,
with as many free variables as there are pivot-free columns in 𝐻.

We can thus reduce our problem 𝐴𝛽𝛽𝛽 = 𝑏𝑏𝑏 to 𝐻𝛽𝛽𝛽 = 𝑐𝑐𝑐, where 𝐻 is in row-echelon form. When
solving an NP-𝛽 with two orders and one connected component 𝒱 , we can easily verify that
there always exists a unique solution by reducing the initial system:

[𝑘 −𝑘 𝑘 𝐶 − 𝑘 𝐶
1 1 0 ] ∼ Multiply row 2 by 𝑘 and subtract row 1 from row 2.

[𝑘 −𝑘 𝑘 𝐶 − 𝑘 𝐶
0 𝑘 + 𝑘 𝑘 𝐶 − 𝑘 𝐶 ]

We can see that Statement 2 of Theorem 4 holds, because 𝑘 > 0 ∀ 𝑤 ∈ 𝒲.

Then the solution is

𝛽 = 𝑘 𝐶 − 𝑘 𝐶
𝑘 + 𝑘 ,

𝛽 = 𝑘 𝐶 − 𝑘 𝐶
𝑘 + 𝑘𝑘 𝛽 = 𝑘 𝐶 − 𝑘 𝐶

𝑘 + 𝑘
(𝑘 𝐶 − 𝑘 𝐶 )
𝑘 (𝑘 + 𝑘 ) = 𝑘 𝐶 − 𝑘 𝐶

𝑘 + 𝑘 .

We only need to show that the constraints 𝛽 ≥ −𝐶 are satisfied for all 𝑤 ∈ 𝒲:

−𝐶 ≤ 𝛽 = 𝑘 𝐶 − 𝑘 𝐶
𝑘 + 𝑘

−𝐶 ≤ 𝛽 = 𝑘 𝐶 − 𝑘 𝐶
𝑘 + 𝑘

⟺

0 ≤ 𝑘 (𝐶 + 𝐶 )
𝑘 + 𝑘

0 ≤ 𝑘 (𝐶 + 𝐶 )
𝑘 + 𝑘

So we see that the constraints are always satisfied, since 𝑘 , 𝑘 , 𝐶 , 𝐶 ≥ 0.

We can generalize this to a problem with 𝑛 orders with 𝑚 components: Suppose we have
the NP-𝛽 problem with 𝑛 orders, and 𝒱 = {1,… , 𝑛}, so |𝒱 | = 𝑛 for all 1 ≤ 𝑖 ≤ 𝑚. We have the
problem 𝐴𝛽𝛽𝛽 = 𝑏𝑏𝑏, with 𝐴 being a block matrix. We will show there exist a unique solution for
each sub-problem 𝐴 𝛽𝛽𝛽 = 𝑏𝑏𝑏 , and so a unique solution exist for the original problem.
The row-echelon form consist of the first row of each matrix 𝐷 , so that are the rows
[000 , 𝑘 −𝑘 000 , ( )] ∀ 1 ≤ 𝑗 ≤ 𝑛 − 1. All other rows in the matrices 𝐷 can be written
as a linear combination of rows [000 , 𝑘 −𝑘 000 , ( )], so those rows are equal to a zero
row in the row-echelon form.
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For block matrix 𝐴 and corresponding vector 𝑏𝑏𝑏 , we obtain the following row-echelon form
[𝐻 |𝑐𝑐𝑐 ]:

𝐻 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑘 −𝑘 0 ⋯ ⋯ ⋯ 0
0 𝑘 −𝑘 0 ⋱ ⋱ 0
0 0 𝑘 −𝑘 0 ⋱ 0
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 ⋱ ⋱ 0 𝑘 −𝑘 0
0 ⋱ ⋱ ⋱ 0 𝑘 −𝑘

0 ⋱ ⋱ ⋱ ⋱ 0 −∑𝑘

0 ⋱ ⋱ ⋱ ⋱ ⋱ 0
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 ⋯ ⋯ ⋯ ⋯ ⋯ 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 𝑐𝑐𝑐 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑘 𝐶 − 𝑘 𝐶
𝑘 𝐶 − 𝑘 𝐶
𝑘 𝐶 − 𝑘 𝐶

⋮
𝑘 𝐶 − 𝑘 𝐶
𝑘 𝐶 − 𝑘 𝐶

∑𝑘 𝐶 −∑𝑘 𝐶

0
⋮
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

So we can conclude with Theorem 4.2 that for each toll problem with one connected com-
ponent, there is a unique toll solution, because each column in 𝐻 contains a pivot. Then,
it follows that each row in block diagonal matrix 𝐻 has a pivot in each column, and for the
zero rows, 𝑐𝑐𝑐 contain a zero in that row number, so together with the inequality constraints
𝛽 ≥ −𝐶 ∀ 𝑤 ∈ 𝒲 satisfied, Theorem 4.2 holds. We then can conclude that if a solution exists
for a toll order problem given the inequality constraints, the equality constraints provide a
unique solution.
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6
Path tolls based on order fairness

In Chapter 4 we have seen how we can adjust path tolls in order to create new tolled costs
for the STN, in which the customers can choose their own traveling paths, and the path costs
are constructed in such a way that they will choose paths that minimize the total cost of the
network (SO) and are the cheapest paths for themselves (UE). In Chapter 5 we have seen how
we can redivide the made costs over all orders, such that the use of the network is payed by
all customers, and no customer is more harmed when regarding costs than others when they
are using the same part of the network.
When adding tolls to paths as in Chapter 4, it may feel like we are misleading the customers,
because the tolled path costs can differ a lot from the initial path costs. when taking the
costs of the original networks into account. To avoid this misleading of customers, we can
couple the constraints of fairness as used in the objective function of order tolls, to make the
path based solutions a more fair User Equilibrium, by divide the costs over all orders in the
network, instead of assign higher path costs to certain orders only. In this Chapter we will
explain our procedure.
We assume the customers are unfamiliar with the initial path costs, like we assumed in Chap-
ter 4.

Recall the SO problem (4.4) of Algorithm 2 on page 42. To find path tolls, we start solving
the SO problem:

min ∑
∈𝒫
𝐶 𝑓

s.t. 𝑥 = ∑
∈𝒫
𝛿 𝑓 ∀ 𝑎 ∈ 𝒜

∑
∈𝒫

𝑓 = 𝑑 ∀ 𝑤 ∈ 𝒲

𝑥 ≤ 𝑚 ∀ 𝑎 ∈ 𝒜
𝑓 ∈ ℕ ∀ 𝑝 ∈ 𝒫
𝑥 ∈ ℕ ∀ 𝑎 ∈ 𝒜

With the SO solution found, the next step is calculating the path tolls. Therefore we use
the NP-𝛽 (4.5)-(4.8) from Algorithm 2, but with the extra constraints:

𝑟 = 𝑟 ⟺
𝐶 + 𝛽
𝑘 =

𝐶 + 𝛽
𝑘 ⟺

∑ ∈𝒫 (𝐶 + 𝛽 ) 𝑓
𝑘 =

∑ ∈𝒫 (𝐶 + 𝛽 ) 𝑓
𝑘 ∀ 𝑤 ,𝑤 ∈ 𝒱 , ∀ 𝑠 ∈ {1, … , 𝑘},
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with order sets 𝒱 as in Algorithm 4 on page 76.
Then we obtain the following NP-𝛽 for paths tolls:

min ∑
∈𝒲

∑
∈ ,

|𝛽 | (6.1)

s.t. ∑
∈𝒲

∑
∈ ,

𝛽 𝑓 = 0 (6.2)

∑
∈𝒱

∑
∈ ,

𝛽 𝑓 = 0 ∀ 𝑠 ∈ {1,… , 𝑘} (6.3)

∑ ∈𝒫 (𝐶 + 𝛽 ) 𝑓
𝑘 =

∑ ∈𝒫 (𝐶 + 𝛽 ) 𝑓
𝑘 ∀ 𝑤 ,𝑤 ∈ 𝒱 , ∀ 𝑠 ∈ {1, … , 𝑘} (6.4)

𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ , ∀ 𝑤 ∈ 𝒲 (6.5)
𝛽 ≥ −𝐶 ∀ 𝑝 ∈ 𝒫 (6.6)

where the objective (6.1)minimizes the tolls added to unused paths, Constraint 6.2 is enforces
the tolls on used paths to sum up to zero, Constraint 6.3 enforces the same for each connected
component 𝒱 . Constraint 6.4 ensures the ratio of all orders in one connected component are
equal, Constraint 6.5 makes sure the path cost of chosen paths is cheaper than or equal to
the unused path costs for each order, and Constraint 6.6 ensures that no negative path tolls
arise.
In comparison to the NP-𝛽 as used in Chapter 4, Constraint 6.4 is added.

In the following Sections 6.1 up and until 6.4 we will show several examples for the different
cases as desribed in 3.2, and in Section 6.5 we will show there always exists solutions for the
NP-𝛽, so there always is a toll solution to achieve both a UE and an SO.

6.1. Case 1
Case 1 is the situation in which 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 = 1 ∀ arcs between different locations.
For all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
To show the what toll solutions we obtain, we use the STN as in Example 10:

Example 28. The SO solution is given in Figure 6.1.

𝑡 = 0 1 2 3 4 5

𝑠 , 𝑠𝑙 = 1

𝑒𝑙 = 2

𝑒𝑙 = 3

𝑎 𝑏

𝑐 𝑑

Figure 6.1: STN with two orders, , with for all arcs between two different locations, otherwise. The
denoted solution is SO.
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In this SO solution the path costs are 𝐶 = 2, 𝐶 = 4, 𝐶 = 4, 𝐶 = 5, 𝐶 = 5. The chosen
paths are ℎ , = {𝑎}, ℎ , = {𝑏𝑑}, so the costs per customer are 𝐶 = 𝐶 = 2, 𝐶 = 𝐶 = 5, while the
cheapest path costs are 𝑘 = 2, 𝑘 = 4. The output of the NP-𝛽 is denoted below:

𝛽 = 1
3 , 𝛽 = 2

3 , 𝛽 = −13 ,

𝐶 = 213 , 𝐶 = 423 , 𝐶 = 423 .

The total order costs are:

𝐶 = 𝐶 = 213 , 𝐶 = 𝐶 = 423 .

If we solve the NP-𝛽 of order toll, we obtain the same tolled order costs as when solving the NP-𝛽
described in this Chapter. Here the ratio is 𝑟 = 116 for both customers.
We can compare this solution to the path toll solution as found in Example 10. Here we found path tolls

𝛽 = 1 and 𝛽 = −1, which gave the tolled ratios 𝑟 = 3
2 and 𝑟 = 1. With those tolls order 1 had to

pay the extra costs made in the network. With the path tolls based on order fairness, the extra costs are
divided over both orders. △

6.2. Case 2
Case 2 is the situation in which 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 = 1 ∀ arcs between different locations.
or all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We show an example for Case 2: we use the STN as in Example 15:

Example 29. The SO solution is given in Figure 6.2.

𝑡 = 0 1 2 3 4 5 6

𝑠 , 𝑠

𝑒 𝑒

𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑏

𝑎 𝑒 𝑓

𝑑 𝑔𝑐

Figure 6.2: STN with two orders, , with for all arcs between two different locations, otherwise. The
denoted solution is SO.

In this SO solution the path costs are 𝐶 = 2, 𝐶 = 4, 𝐶 = 3, 𝐶 = 5, 𝐶 = 3, 𝐶 = 4, 𝐶 = 6,
𝐶 = 6, 𝐶 = 6. The chosen paths are ℎ , = {𝑎, 𝑒}, ℎ , = {𝑏, 𝑓𝑔}, so the costs per customer are
𝐶 = 𝐶 + 𝐶 = 6 and 𝐶 = 𝐶 + 𝐶 = 9, while the cheapest path costs are 𝑘 = 6 and 𝑘 = 7. Again
we calculate the NP-𝛽 for path tolls and obtain the tolls and tolled path costs:

𝛽 = 2, 𝛽 = −1 113 , 𝛽 = 1 126 , 𝛽 = 1
26 , 𝛽 = −12526 ,

𝐶 = 4, 𝐶 = 21213 , 𝐶 = 4 126 , 𝐶 = 4 126 , 𝐶 = 4 126 .
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The total orders costs are:

𝐶 = 𝐶 + 𝐶 = 61213 , 𝐶 = 𝐶 + 𝐶 = 8 113 .

Here the ratios are 𝑟 = 𝑟 = 1 213 , so equal for both customers. △

We see that the addition of the ratio constraint provides a more fair division of the costs
over the customers, given that they can decide between the path (and corresponding tolled
path costs) we offered them.

6.3. Case 3
Case 3 is the situation in which 𝑑 = 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 ≥ 1 ∀ arcs between different locations.
or all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.

Example 30. In this example we have 5 orders all with demand 1: Order 1,2, 3 and for start at location
1, order 5 starts at location 2. Order 1 and 2 end at location 2 and the others at location 3. The SO
solution is given in Figure 6.3, with 𝑠 and 𝑒 denoting the start end point of order 𝑤, respectively. All
traveling arcs have capacity 1, except for arcs 𝑏 and 𝑓, which have capacity 𝑚 = 𝑚 = 2.
So we get the following path sets per order with corresponding capacities:

𝒫 , = 𝒫 , ={
𝑎, 𝑏, 𝑐
2, 1, 1}

𝒫 , = 𝒫 , ={
𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑏𝑓, 𝑏𝑔
2, 1, 1, 1, 1 }

𝒫 , ={
𝑑, 𝑒, 𝑓, 𝑔
1, 2, 1, 1}

𝑡 = 0 1 2 3 4 5

, ,
,

𝑠 𝑒 𝑒

𝑒 𝑒 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑎 𝑏 𝑐

𝑑 𝑒 𝑓 𝑔

Figure 6.3: TN with five orders, ∀ ∈ 𝒲, with , for ∈ 𝒜 ⧵ { , }, on waiting arcs. The
denoted solution is SO.

We have costs

𝐶 , = 2, 𝐶 , = 3, 𝐶 , = 5,
𝐶 , = 3, 𝐶 , = 4, 𝐶 , = 5, 𝐶 , = 4, 𝐶 , = 5,
𝐶 = 2, 𝐶 = 3, 𝐶 = 4, 𝐶 = 5,

where 𝐶 , denotes that for both orders the same path can be traversed, because those orders have
the same origin and destination location.
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The path sets follow from the SO solution:

ℎ , = {
𝑎
1} , ℎ , = {

𝑎, 𝑏, 𝑐
1, 1, 1} ,

ℎ , = {
𝑐
1} , ℎ , = {

𝑎, 𝑏
2, 1} ,

ℎ , = {
𝑎𝑒
1 } , ℎ , = {

𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑏𝑔
1, 1, 1, 1 } ,

ℎ , = {
𝑏𝑓
1 } , ℎ , = {

𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑏𝑓, 𝑏𝑔
2, 1, 1, 1, 1 } ,

ℎ , = {
𝑑
1} , ℎ , = {

𝑒, 𝑓, 𝑔
2, 1, 1} .

We have two order sets: 𝒱 = {1, 2, 3, 4} and 𝒱 = {5}. Solving the NP-𝛽 gives us

𝛽 = 4
5 , 𝛽 = −215 , 𝛽 = 1

5 , 𝛽 = 115 ,

where for orders 3 and 4 tolls are added to paths not in the SO solution. Then the adjusted path costs
become

𝐶 = 1 + 45 = 2
4
5 , 𝐶 = 5 − 215 = 2

4
5 , 𝐶 = 4 + 15 = 4

1
5 , 𝐶 = 3 + 115 = 4

1
5 .

Now all orders have ratio 𝑟 = 125 . △

6.4. Case 4
Case 4 is the situation in which 𝑑 ≥ 1 ∀ 𝑤 ∈ 𝒲, and 𝑚 ≥ 1 ∀ arcs between different locations.
or all horizontal arcs within one location, the so-called waiting arcs, we have 𝑚 = ∞.
We use the STN as in Example 27:

Example 31. We use the STN as in Figure 6.4.

𝑡 = 0 1 2 3 4 5 6 7

𝑠 , 𝑠

𝑠 𝑠

𝑒 𝑒 ,
,

𝑒 𝑒 𝑒 , 𝑒 𝑒 , 𝑒

𝑙 = 1

𝑙 = 2

𝑙 = 3

𝑙 = 4

𝑎

𝑑 𝑔𝑓

𝑏 𝑐

𝑒 ℎ

𝑖 𝑗 𝑘 𝑙
𝑚

Figure 6.4: STN with four orders, , , , Capacities , , , , , ,
, , , , , , . The denoted solution is SO.
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There are 5 orders, with demands 𝑑 = 3, 𝑑 = 2, 𝑑 = 2 and 𝑑 = 4. All diagonal arcs have capacity
constraints: 𝑚 = 4, 𝑚 = 4, 𝑚 = 2, 𝑚 = 2, 𝑚 = 2, 𝑚 = 2, 𝑚 = 3, 𝑚 = 3, 𝑚 = 1, 𝑚 = 2,
𝑚 = 2, 𝑚 = 3 and 𝑚 = 2.
The SO solution is given in Figure 6.4, with 𝑠 and 𝑒 denoting the start and end point for order 𝑤,
respectively. Note that order 3 starts at 𝑡 = 3, location 𝑙 = 2.

We have path sets:

𝒫 , = {
𝑎𝑑, 𝑎𝑒, 𝑎𝑓, 𝑎𝑔, 𝑎ℎ, 𝑏𝑓, 𝑏𝑔, 𝑏ℎ, 𝑐ℎ
2, 2, 2, 3, 3, 𝑓, 3, 3, 2 } ,

𝒫 , = {
𝑎𝑑𝑖, 𝑎𝑑𝑗, 𝑎𝑑𝑘, 𝑎𝑑𝑙, 𝑎𝑑𝑚, 𝑎𝑒𝑘, 𝑎𝑒𝑙, 𝑎𝑒𝑚, 𝑎𝑓𝑗, 𝑎𝑓𝑘, 𝑎𝑓𝑙, 𝑎𝑓𝑚, 𝑎𝑔𝑙, 𝑎𝑔𝑚, 𝑎ℎ𝑚
1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 2 } ,

𝒫 , = {
𝑔, ℎ
3, 3} ,

𝒫 , = {
𝑑𝑖, 𝑑𝑗, 𝑑𝑘, 𝑑𝑙, 𝑑𝑚, 𝑒𝑘, 𝑒𝑙, 𝑒𝑚, 𝑓𝑗, 𝑓𝑘, 𝑓𝑙, 𝑓𝑚, 𝑔𝑙, 𝑔𝑚, ℎ𝑚
1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 2 } .

We have path costs for the used paths in the SO solution

𝐶 = 2, 𝐶 = 3, 𝐶 = 5,
𝐶 = 3, 𝐶 = 4,
𝐶 = 2,
𝐶 = 5, 𝐶 = 7.

So the order costs are 𝐶 = 10, 𝐶 = 7, 𝐶 = 4 and 𝐶 = 24, while the cheapest path costs are
𝑘 = 7, 𝑘 = 7, 𝑘 = 4 and 𝑘 = 16. Algorithm 4 gives two connected components: 𝒱 = {1, 2, 4} and
𝒱 = {3}. △

6.5. Solutions of fairness tolls
The question arises whether we can always obtain a combined toll solution? For the inequality
constraints we can always find a valid solution:

𝛽 ≥ −𝐶 ∀ 𝑖 ∈ 𝒫
𝛽 − 𝛽 ≤ 𝐶 − 𝐶 ∀ (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ ,

The first set of constraints provide a lower bound for all path tolls, and the last set of con-
straints give an upper bound for all paths tolls for paths 𝑝 ∈ ⋃

∈𝒲
ℎ , , the path tolls for the

other paths are unbounded. We can always find a toll vector 𝛽𝛽𝛽 that satisfies those inequality
constraints. If 𝐶 − 𝐶 < 0 for some (𝑖, 𝑗), 𝑖 ∈ ℎ , , 𝑗 ∈ ℎ , , set 𝛽 ∶= 𝐶 − 𝐶 for all those
paths 𝑗 and 𝛽 ∶= 0 for all other paths. This shows the solution space is non-empty.

We now will investigate if the equality constraints provide a valid solution in combination
with the inequality constraints. The equality constraints are

∑
∈𝒲

∑
∈ ,

𝛽 = 0 (6.7)

∑
∈𝒱

∑
∈ ,

𝛽 = 0 ∀ 𝑠 ∈ {1,… , 𝑘} (6.8)

∑ ∈𝒫 (𝐶 + 𝛽 ) 𝑓
𝑘 =

∑ ∈𝒫 (𝐶 + 𝛽 ) 𝑓
𝑘 ∀ 𝑤 ,𝑤 ∈ 𝒱 , ∀ 𝑠 ∈ {1, … , 𝑘}. (6.9)

Constraint (6.7) is superfluous, because it is equal to summing up Constraints (6.8):

∑
∈𝒲

∑
∈ ,

𝛽 = 0 ⟺ ∑ ∑
∈𝒱

∑
∈ ,

𝛽 = 0.
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If 𝑑 = 1 ∀ 𝑤 ∈ 𝒲 this problem corresponds to finding solutions in Section 5.6. If 𝑑 ≥ 1
∀ 𝑤 ∈ 𝒲 we can rewrite constraint (6.9) for a pair of two orders 𝑖 and 𝑗, 𝑖, 𝑗 ∈ 𝒲 (we assume
ℎ , = {𝑝 ,… , 𝑝 }, ℎ , = {𝑞 ,… , 𝑞 }:

𝐶 + 𝛽
𝑘 =

𝐶 + 𝛽
𝑘

⟺ 𝑘 𝛽 − 𝑘 𝛽 = 𝑘 𝐶 − 𝑘 𝐶

⟺ 𝑘 ∑
∈𝒫
𝛽 𝑓 − 𝑘 ∑

∈𝒫
𝛽 𝑓 = 𝑘 ∑

∈𝒫
𝐶 𝑓 − 𝑘 ∑

∈𝒫
𝐶 𝑓 .

We can calculate the tolls per connected component.

• If 𝒱 = {1}, then constraint (6.8) state:

∑
∈ ,

𝛽 𝑓 = 0.

So we do not need to add tolls to the STN, because this order can take its cheapest
paths, because it does not use any bottleneck arcs, which indicates there are no issues
in traveling via its cheapest paths.

• If 𝒱 = {1, 2}, then constraint (6.8):

𝛽 + 𝛽 = 0 ⟺ 𝛽 = −𝛽 ⟺ ∑
∈𝒫
𝛽 𝑓 = −∑

∈𝒫
𝛽 𝑓 .

We can use this to continue our rewriting of constraint (6.9):

(𝑘 + 𝑘 ) ∑
∈𝒫
𝛽 𝑓 = 𝑘 ∑

∈𝒫
𝐶 𝑓 − 𝑘 ∑

∈𝒫
𝐶 𝑓

⟺ ∑
∈𝒫
𝛽 𝑓 =

𝑘 ∑ ∈𝒫 𝐶 𝑓 − 𝑘 ∑ ∈𝒫 𝐶 𝑓
𝑘 + 𝑘 .

The equality always has a solution because 𝑘 + 𝑘 ≠ 0.

• If 𝒱 = {1, 2, 3}, then (6.8):

∑
∈𝒫
𝛽 𝑓 + ∑

∈𝒫
𝛽 𝑓 + ∑

∈𝒫
𝛽 𝑓 = 0,

and (6.9):

𝑘 ∑
∈𝒫
𝛽 𝑓 − 𝑘 ∑

∈𝒫
𝛽 𝑓 = 𝑘 ∑

∈𝒫
𝐶 𝑓 − 𝑘 ∑

∈𝒫
𝐶 𝑓

𝑘 ∑
∈𝒫
𝛽 𝑓 − 𝑘 ∑

∈𝒫
𝛽 𝑓 = 𝑘 ∑

∈𝒫
𝐶 𝑓 − 𝑘 ∑

∈𝒫
𝐶 𝑓

𝑘 ∑
∈𝒫
𝛽 𝑓 − 𝑘 ∑

∈𝒫
𝛽 𝑓 = 𝑘 ∑

∈𝒫
𝐶 𝑓 − 𝑘 ∑

∈𝒫
𝐶 𝑓

We see this problem corresponds to the order toll problem, where the constraints we just
observed are contained in the objective function (see (5.7)), and so a solution exist for each
problem (see Section 5.6). In this case there are infinitely many solutions, because the row-
echelon form of the problem satisfies Theorem 4.3. We will show this, but first introduce
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some extra notation: with 𝑥 we denote the number of paths for orders 1 up until 𝑗 − 1:

𝑥 = | ⋃ 𝒫|, and we denote path flow found in the SO solution by 𝑓 instead of 𝑓 . We assume

𝑙 = |𝒫 | ∀ 𝑗 ∈ 𝒲.

We have 𝐴𝛽𝛽𝛽 = 𝑏𝑏𝑏 with matrix 𝐴 =
⎡
⎢
⎢
⎣

𝐴 0 ⋯ 0
0 𝐴 ⋱ ⋮
⋮ ⋱ ⋱ 0
0 ⋯ 0 𝐴

⎤
⎥
⎥
⎦
, with sub-matrix 𝐴 =

⎡
⎢
⎢
⎣

𝐷
⋮

𝐷
𝑔𝑔𝑔 ,

⎤
⎥
⎥
⎦
for each

𝑖 ∈ {1, … ,𝑚} with 𝒱 a connected component, 𝒱 = {1,… , 𝑛}. The matrices 𝐷 , 1 ≤ 𝑗 ≤ 𝑛 − 1. are
defined as follows:

𝐷 =
⎡
⎢
⎢
⎢
⎣

000 , 𝑘 𝑓 ⋯ 𝑘 𝑓 −𝑘 𝑓 ⋯ −𝑘 𝑓 0 ⋯ ⋯ ⋯ ⋯ 0
000 , 𝑘 𝑓 ⋯ 𝑘 𝑓 0 ⋯ 0 −𝑘 𝑓 ⋯ −𝑘 𝑓 0 ⋱ ⋮
⋮ ⋮ ⋯ ⋮ ⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ 0

000 , 𝑘 𝑓 ⋯ 𝑘 𝑓 0 ⋯ ⋯ ⋯ ⋯ 0 −𝑘 𝑓 ⋯ −𝑘 𝑓

⎤
⎥
⎥
⎥
⎦

,

and vector 𝑔𝑔𝑔 , consists of all path flows for orders the connected component 𝑖:

𝑔𝑔𝑔 , = [𝑓 ⋯𝑓 𝑓 ⋯𝑓 ⋯ ⋯ ⋯ 𝑓 ⋯𝑓 ] .

Vector 𝑏𝑏𝑏 =
⎡
⎢
⎢
⎣

𝑏𝑏𝑏
𝑏𝑏𝑏
⋮
𝑏𝑏𝑏

⎤
⎥
⎥
⎦
consists of 𝑏𝑏𝑏 =

⎡
⎢
⎢
⎢
⎣

𝑧𝑧𝑧
𝑧𝑧𝑧
⋮

𝑧𝑧𝑧
0

⎤
⎥
⎥
⎥
⎦

∀ 1 ≤ 𝑖 ≤ 𝑚 with 𝑧𝑧𝑧 =
⎡
⎢
⎢
⎣

𝑘 𝐶 − 𝑘 𝐶
𝑘 𝐶 − 𝑘 𝐶

⋮
𝑘 𝐶 − 𝑘 𝐶

⎤
⎥
⎥
⎦
.

Now we want to show this system 𝐴𝛽𝛽𝛽 = 𝑏𝑏𝑏, has infinitely many solutions. We therefore need
to show that in the row-echelon form 𝐻𝛽𝛽𝛽 = 𝑐𝑐𝑐, matrix 𝐻 contains columns with no pivots. The
row-echelon form of sub-matrix 𝐴 is

𝐻 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
⋯ ⋯ ⋯ ⋱ ⋱ ⋱ ⋮

⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱
⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋯ ⋯

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ∑ ⋯ ∑

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and the vector 𝑐𝑐𝑐 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑘 𝐶 − 𝑘 𝐶
𝑘 𝐶 − 𝑘 𝐶

⋮
𝑘 𝐶 − 𝑘 𝐶

∑𝑘 𝐶 −∑𝑘 𝐶

0
⋮
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. We see that the number of pivots in 𝐻 equals

the number of orders, which is less than the number of path toll variables, so according to
Theorem 4.3: if a solution exists, there are infinitely many solutions for this toll problem.
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7
Conclusions and discussion

7.1. Conclusions
The goal of this thesis was to provide a method to obtain a User Equilibrium (UE) in a synchro-
modal Space Time Network (STN) in which we transport containers for multiple customers.
We defined User Equilibrium as the solution where each customer can travel via its cheapest
paths, and no customer is harmed by the route choice of other customers.
We expanded this goal to also finding a solution of assigning containers to modes where the
solution is both System Optimal (SO) as well as User Equilibrium, by finding a System Opti-
mal solution and add tolls to the orders or paths.

In most research about User Equilibria, transportation via roads is considered, where the
speed of vehicles on roads is dependent of the occupancy of the road it travels. There the goal
is to divide the vehicles over the network in such a way that for each vehicle in the network,
the transportation time is minimized given the total network and its users.
In our synchromodal STN, the travel time of modalities is not dependent of the occupancy
of water, rail and road. The STN consists of discrete time steps and locations to model the
transportation of containers. We assumed the travel times of barges, trains and trucks are
fixed and known beforehand and transportation schedules for those modalities are known as
well. Our goal was to obtain a User Equilibrium in this deterministic network, by assigning
containers to the different modalities, in order to deliver each container as fast as possible.
Because all our modalities have fixed travel times, the travel times are not dependent of the
occupancy of the transportation arcs in the network, however, travel times are dependent of
the capacity constraints on the arcs.

In order to provide an SO solution in which a UE is reached as well, we applied tolls to
the network costs. But in order to obtain a User Equilibrium, we need to define when a User
Equilibrium is reached. For each type of tolls investigated we have a different definition of a
UE. We considered three type of tolls: path based, order based and fair path based. For all
type of tolls, we demand that tolls payed by customers have to sum up to zero, such that no
profit is made out of those tolls.
For path tolls, we say a UE is reached when each customer can travel via its cheapest tolled
paths, regardless of the path choices of other customers. For order tolls, we say a UE is
reached when all extra costs (compared to the cheapest path costs) made in the network, are
divided over the orders in a fair way, concerning the ratio of the payed costs compared to the
cheapest path cost. For fair path tolls, we say a UE is reached when both customers can travel
via their cheapest paths, and the extra costs in the network are divided in a fair way over the
customers. In our approach, one unit of toll represents one unit of time.
The first step in all toll algorithms is to calculate the SO based on the path costs of contain-
ers traveling from their origin to their destination. The next step is to calculate tolls that are
added to the path or order costs, depending on what kind of tolls we considered.

95



When considering order tolls, the tolled order costs (initial costs plus the tolls) are the prize
customers have to pay to transport their goods. The order tolls provided a fair cost division:
for each set of customers who want to use the same traveling arcs in the network, the ratio of
their tolled order costs compared to their cheapest costs (those cheapest costs are calculated
by assuming they are the only customer in the network) are equal. We showed there always
exists a unique toll solution in which a UE is reached and the SO objective value is maintained.

When applying path based tolls, we assume customers do not know the path costs of the
initial network (and thus also do not know their initial cheapest paths). Here the tolls are
used to adjust the path costs, such that we can offer the customers a choice of tolled paths.
Then when the customer gets assigned its cheapest tolled paths, those paths are in the SO
solution and the solution is UE as well. The solution is UE because the offered path costs are
the cheapest option according to the information available for the customer.

Because the path tolls described above are somewhat misleading, as we offer customers
path costs different from the initial network path costs, we also provided a fair path toll. In
this fair path toll we combined the fairness ratios of the order tolls (total payed costs compared
to their cheapest path costs), but assume that customers choose their routes themselves. It
is thus a combination of both path and order toll. When we calculate the tolled path costs
here, they sum up to the tolled order costs as calculated in the previous toll case.

We succeeded in finding an approach to obtain both an SO and a UE solution on an STN.
We showed for path tolls that given some properties of the path costs of the initial network,
it is possible for path tolls to find a toll scheme where tolls are only added to paths which
are used to transport containers. For order tolls we showed there always exists a unique toll
solution and for fair path tolls there always exists infinitely many solutions.

Based on the facts that we want the UE solution to be fair to all customers and we want
customers to choose their routes themselves, the fair path toll is the best type of toll to solve
this problem. However, finding path tolls have to be done before the transportations, because
we want customers to choose their routes themselves. So we need to have information of all
incoming orders beforehand, in order to calculate which route choice suits the set of order
best in order to obtain an SO and to create the UE tolled path costs. In practice however, often
the demands of the orders arrive over time, so then with each new incoming order, one needs
to recalculate the SO solution. When using path tolls, we also need to adjust the tolls on the
paths each time a new order has been assigned to the network. So order based tolls are better
applicable in practice, because although the SO solution needs to be recalculated with each
incoming order, finding order based tolls only has to be done once (when all transportations
are done). Then we only have to calculate the tolls once, while with path based tolls we need
to recalculate the path tolls each time a new order has been assigned to the network.

It may be clear that this thesis is particularly a theoretical view of obtaining a User Equi-
librium in a deterministic network. We showed a User Equilibrium can be obtained when
using tolls to adjust the costs of the STN. The question is, how can we apply the principle of
tolls on real life instances? In the literature a lot more is known about achieving a System
Optimal solution in a transportation network. That is why we used an SO solution as a base
for creating new path or order costs to provide a User Equilibrium while the total costs of the
SO can be maintained. Our work is thus a contribution to the connection of SO to UE. We
succeeded in finding a method to find of assigning containers to modes in a synchromodal
STN, where the solution is both System Optimal as well as User Equilibrium. The method
found for solving this problem is using tolls on the synchromodal STN.
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7.2. Discussion and future work
Our work is mainly theoretical and we made a simplification of transportation networks in
order to get an idea of how we could solve the UE problem. The main improvements of this
research thus lie in applying our toll approach to real life instances. In order to do so, we still
need to more research on some steps:

One important part of logistics planning is the due date of orders. In this thesis we did not
take those due dates into account, we just wanted all orders to be delivered as fast as possible,
in other words, as cheaply as possible. When we do take due dates into account, it can be the
case that orders will arrive too late compared to this due date. We then need to add a penalty
function to the cost objective function in order to minimize the number of orders arriving too
late. With the tolls, it is possible to share the penalty costs by all orders who are causing the
lateness of the delayed orders.

Another improvement of our work can be the application of Value Of Time (VOT), when
regarding the fairness of solutions. In the transportation business, it is often the case that it
is more important for some customers to be served on time that for others, in other words,
some customers may allow lateness, while others will not. Then in order to keep customers
as satisfied as possible, it is more important to avoid lateness (in the case due dates are taken
into account) for customers who will not tolerate that. The VOT of those customers must be
set to a high value, such that the assignment of their customers to modes weight more heav-
ily.
The VOT can also be used to cover the problem in the case customers have different indi-
vidual objectives. This can be for example when some customers want the containers to be
transported as fast as possible, while other customers prefer the cheapest transport possible,
regardless of the travel time of those transportations. The Value Of Times of customers can
then be applied as weights in objective functions in order to satisfy all customers. Another
option is to group the customers per objective type, and for those groups of orders create con-
straints based on their demands, while the objective can be minimizing the tolls used, as in
our approach.

We worked on obtaining a UE solution is a deterministic network, so work has to be done
in order to apply UE on problems with both flexible infrastructure and uncertainties, such as
delays of modalities or delayed orders, and uncertain events.
Research can also be done concerning uncertain events (so dynamic incoming orders). As
mentioned before, orders tolls can be applied on those uncertain events, but for path tolls is
the first step to investigate how to calculate those path tolls. An option is to use historical
data of container-to-route assignment.
When we also need to plan the modalities in the network (so the schedules of the transporta-
tions are not known in advance), it can be possible to take the User Equilibrium into account
when making this planning. This can be done by creating the (tolled) cost schemes while
making the planning of all modalities.
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