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Abstract
An estimated 40,000 people have trauma related above knee amputations in the United
States alone. A transfemoral prosthesis is an artificial limb that replaces the amputated
limb. Although trauma related amputations are going down annually, there is still the need
for prostheses that are capable of restoring normal biological knee function. Active micro-
processor knees are a type of transfemoral prosthesis that can supply energy for activities
therefore making many activities of daily living like chair and stair negotiation possible, how-
ever these devices are not yet commercially available as it does not yet meet the requirement
of robust and unambiguous mode switching. One aspect of active microprocessor knees that
needs improvement is the intent recognition system that perceives the intent of the user. A
novel hybrid intent recognition algorithm based on machine learning using solely mechanical
signals was developed and tested in this thesis. The algorithm is capable of distinguishing be-
tween the modes Standing, Sitting, Walking, Ramp Ascent, Ramp Descent, Stair Ascent and
Stair Descent. The analysis of the algorithm was done on an open source healthy subject gait
data set containing a total of 476 trials. The analysis involved determining recognition error
rates and decision times for a novel subject’s data. The proposed algorithm fuses data from
Inertial Measurement Units(IMUs) worn on the shank and knee joint encoders to make the
decisions. The algorithm can achieve an overall error rate of 14.28%, the error rate reduces to
2.62% when grouping the Ramp Ascent and Ramp Descent together with the Walking mode.
Decision times are, on average 9.59𝑚𝑠 after a transition for critical transitions between stair
modes and walking. For transitions between less critical modes like sitting and standing, de-
cisions are taken with a maximum delay of 610ms. All transitions were successfully detected
in 229 out of the 476 trials. The remaining trials had misclassifications due to improper la-
belling and variations in gait speed among the users. A preliminary analysis into adding
ground reaction forces and moments indicates that the error rates can be decreased with it’s
use. The research concludes that a hybrid classifier in which ramp walking is treated as level
ground walking is a good starting point for implementing on the transfemoral prosthesis.

vii





Contents

1 Introduction 1
1.1 Control of active lower limb prostheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Locomotion Intent Recognition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Heuristic Rule Based Approach(HRB). . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Machine Learning Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 State of the art in user locomotion intent recognition . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Machine Learning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Objectives. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Data Collection and Processing 9
2.1 WR-Lab Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Data Collection Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.3 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.4 Data Labelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 ENABL3S Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Data Collection Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Post Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Data Labelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Methods 17
3.1 Design of Hybrid Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Multiclass Classification Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2.1 One Versus Rest(OvR). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.2 One Versus One(OvO) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 Machine Learning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.1 Linear Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3.2 Classifiers based on Bayes Decision Theory . . . . . . . . . . . . . . . . . . . . . 20
3.3.3 Instance-based learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.4 Non Linear Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4 Feature Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.1 Principal Component Analysis(PCA) . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.2 Fisher’s discriminant analysis(FDA) . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.1 Confusion Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.2 Area under Receiver Operating Characteristic Curve(AUC) . . . . . . . . . . . . . 26
3.5.3 Classification Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.4 Decision Time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6 Methods of Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.6.1 Static Mode Classifier Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.6.2 Dynamic Mode Classifier Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6.3 Hybrid Classifier Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

ix



x Contents

4 Results & Discussion 33
4.1 Static Mode Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Dynamic Mode Classifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.1 User Dependent Classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.1.1 Effect of Window Size . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.1.2 Effect of delayed windows . . . . . . . . . . . . . . . . . . . . . . 35
4.2.1.3 Effect of Additional Features . . . . . . . . . . . . . . . . . . . . . 36
4.2.1.4 Effect of Grouping Modes . . . . . . . . . . . . . . . . . . . . . . . 40

4.2.2 User Independent Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.2.1 Effect of training set size . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.2.2 Leave One Out Cross Validation . . . . . . . . . . . . . . . . . . . 41

4.3 Hybrid Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.1 Optimal Voting Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.2 Error Rates and Computation Times . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.3 Overall Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5 Conclusions 49
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Comparison with existing literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.4 Future Work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

A MATLAB Code 53
A.1 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
A.2 Classifier Training & Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
A.3 Hybrid Classifier Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

B Literature Review 67
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2 Methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.1 Intent Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1.1 Signal Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1.2 Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.3 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.4 Feature Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1.5 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2 Sensor Fusion for IMUs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2.1 Orientation and Position Estimation . . . . . . . . . . . . . . . 74
3.2.2 Joint Angle Estimation . . . . . . . . . . . . . . . . . . . . . . . 75

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75



1
Introduction

Lower limb loss due to amputation is still quite prevalent despite medical advancements over
the past century. In the United States alone, 1.5 million people are living with limb loss. 90%
of the cases are due to cardiovascular disease, 6% due to trauma, 2% due to cancer and 2%
due to congenital related diseases [1],[2],[3]. These statistics are for both above-knee (trans-
femoral) and below-knee (transtibial) amputations - with 20% being for the former case.
Transfemoral prostheses are used to restore limb functionality for above knee amputees.
There are two types of transfemoral prosthesis: Micro-processor controlled knee prosthe-
ses (MPKs) and mechanical non-microprocessor knees (NMPKs). NMPKs are not capable of
restoring normal knee function and have the following drawbacks:the metabolic cost is much
higher when walking with the device, users tend walk at a lower self selected speed than they
prefer, users tend to develop an asymmetric gait and finally energy demanding tasks like
stair ascent and descent cannot be performed. On the other hand, MPKs shown in Fig.1.1,
attempt to simulate normal biological knee function through the use of sensory information
that offers real time auto adaptive control of the joint movement.

Figure 1.1: Active Transfemoral Prosthesis from the MIT Biomechatronics Lab [4]

There are two types of MPKs, variable damping/Passive Knee Prostheses (P-MPKs) and
Active Knee Prostheses (A-MPKs). Most commercial prostheses are P-MPKs which are pas-
sive devices and cannot do positive work. P-MPKs allow the user to choose the walking
speed[5] and negotiate stairs and ramps[6][7] by adjusting the impedance.
A-MPKs have been gaining interest in research institutes over the recent past because of their
ability to inject energy and do positive work. This would make possible daily activities like
step-over-step stair negotiation, chair negotiation and ramp ascent[8]. These devices come
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2 1. Introduction

equipped with sensors like Inertial Measurement Units (IMU) that have 3-axis accelerome-
ters to measure accelerations, 3-axis gyrometers that measure angular velocities and 3-axis
magnetometers that measure magnetic flux; position and velocity encoders for the knee and
ankle; load cells to measure contact forces; surface Electromyography (EMG) sensors that
measure residual muscle activation and knee torque encoders.
Many studies have investigated the advantages of P-MPKs over NMPKs with regard to kine-
matics and kinetics of multiple activities. However, no consensus is found in studies inves-
tigating the advantages of A-MPKs with respect to P-MPKs[6][9]. This is because the perfor-
mance of A-MPKs is dependent on the control architecture. This thesis is part of a larger
study that aims to demonstrate the benefits of A-MPKs. The presence of multiple sensors
makes it possible to implement intelligent control strategies. The following sections contains
a description of the control strategy used for A-MPKs.

1.1. Control of active lower limb prostheses
Tucker et al. [10] proposed a generalized control framework for active lower limb prostheses
and orthoses and is as shown in Fig. 1.2. It has a hierarchical structure with three layers:
high level, mid level and low level.

Figure 1.2: Generalized control framework from article by Tucker et al. [10]

The high level layer is the layer in which the controller has to determine the user’s loco-
motion intent. These locomotion intents encompass various activities of daily living(ADLs).
Activity modes that are of interest in research MPKs include Standing (St), Sitting (Si), Level
Ground Walking (LW), Stair Ascent (SA), Stair Descent (SD), Ramp Ascent (RA) and Ramp
Descent (RD). Commercial MPKs like the Ottobock Genium[11] also incorporate additional
activities of stumble recovery, backwards walking, kneeling and running.

Various methods exist for the high level implementation. One such method is a user
defined input from a button interface or an interface in a smart phone. Alternatively some
devices require the user to perform a specific manoeuvre that would put the device in the
right mode. Another method is to use an algorithm that can automatically infer the user
intent. Such an algorithm can be formulated using a heuristic rule based (HRB) approach
and is widely used in commercial MPKs, alternatively a machine learning approach can also
be used. These methods are further described in section 1.2.

The mid level layer translates the user’s intent to desired device states for the low level
controller to track. This is implemented as a Finite State Machine (FSM) where the device can
only be in one of a finite number of states that are sequentially connected. Each activity of
interest has an FSM associated with it . For instance the gait cycle FSM has two phases, the
stance phase and the swing phase each comprising of a few states as shown in Fig. 1.3. The
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1.2. Locomotion Intent Recognition 3

Figure 1.3: Gait phases and states labelled with respect to the leg in grey[12]

state within a gait cycle is determined in this layer and a control law is applied accordingly.
This control law can be implemented as a position,velocity, torque, impedance, or admittance
controller.
The desired device state that is determined at the mid-level layer is passed on to the low-
level controller. This layer computes the error with respect to the current state and sends
commands to the actuator. This is done either using feed-forward or feedback control and
has to take into account the kinematics and the kinetics of the device.

1.2. Locomotion Intent Recognition
This thesis will focus on locomotion intent recognition, which corresponds to the high level
layer highlighted in the previous section, an algorithmic approach based on sensor fusion is
adopted. Locomotion intent recognition can be done in two ways

1. User Dependent: Data is used from each individual user to come up with a decision
model. The performance is then tested on the same user.

2. User Independent: Data obtained from one or more users is used to obtain a decision
model. The performance is then tested for a novel user.

As mentioned before there are two possible algorithmic approaches to come up with the
decision models.

1.2.1. Heuristic Rule Based Approach(HRB)
The HRB approach uses knowledge of gait kinematics to come up with certain rules that
define the decision models. These models operate using conditional logic and thresholding
schemes. In addition, HRB approaches are straight forward and easy to understand for the
user. The amputee can also be trained by a clinician to perform specific movements that
trigger the MPK correctly. However, with increasing number of modes, different movements
are needed to distinguish between the modes. These new movements can feel unnatural and
increases the user cognitive burden. This approach is best suited for the user dependent
case, but not for the user independent case as it doesn’t generalize well. The reason for this
is that inter subject gait variability makes it difficult to draft universal rules while maintaining
the simplicity of the rules. Another issue with this approach is that the decision times are
dependent on the rules/thresholds used.

Confidential



4 1. Introduction

1.2.2. Machine Learning Approach
Machine learning is a field of computer science which uses statistical techniques to give com-
puters the ability to learn a model with the help of data without being explicitly programmed
to do the task[13]. Figure 1.4 shows a block diagram representation of machine learning.

Figure 1.4: Machine Learning Block Diagram

It has a training phase and a predicting phase. During the training phase, raw data is sup-
plied for the specific task that the model will be used for. Features which are important
characteristics of the raw data are extracted e.g. initial orientation of shank segment. For
sensor data, features are extracted over windows of a specific time interval. Multiple fea-
tures are usually extracted and assembled as a feature vector. The feature vectors for the
training data can then be stacked row-wise to obtain a feature matrix. In order to obtain a
model, labels or outputs are needed which governs the task that the model has to perform.
The feature matrix along with the labels/outputs are used to train a model. Different algo-
rithms exist for training the model like Support Vector Machine (SVM),Linear Discriminant
Analysis (LDA),Artificial Neural Networks (ANN),Naive Bayes (NB) to name a few. During the
predicting phase, the trained model takes in feature vectors extracted from new data and
predicts the label/output.
Machine learning tasks fall in 2 categories

1. Supervised Learning
In these tasks the algorithm is provided with example input feature matrices and their
corresponding labels/outputs, the goal is then to learn a mapping between the input
space and the output space resulting in a model that is used to make predictions.

2. Unsupervised Learning
In these tasks the algorithm is only provided with example inputs, labels/outputs are
either withheld or aren’t available. Therefore the algorithm has to find patterns in the
input on it’s own. These techniques try and uncover hidden patterns in the data and in
some cases are used for feature learning wherein features are automatically discovered
from raw data.

Machine learning can be used for broadly 3 different applications

1. Classification
Classification is a supervised learning task. Inputs are divided into two or more classes
which are defined as labels which are discrete entities eg:Sitting and Standing modes.
The classifier algorithm then learns a model using the class labels given to it during
training, this model is then used to assign labels for unseen inputs.

Confidential



1.3. State of the art in user locomotion intent recognition 5

2. Regression
Regression is also a supervised learning task, where the outputs are continuous values
rather than discrete labels. The goal is to predict the output based on the input data
E.g. determining the torque required to perform a manoeuvre.

3. Clustering
Clustering is an unsupervised learning task. A set of inputs is provided which has to be
divided into groups,however unlike the classification task these groups are not known
beforehand.

Locomotion intent recognition requires the use of supervised learning for classification. Such
an approach is robust and can generalize well. This is because they use features from all
available sensor signals to come up with complex decision models. The models then auto-
matically infer the intent for new data. Cognitive burden is lower when using this approach
as the user does not have to be aware of any rules. This approach has some drawbacks
though. Firstly, the training times can be high based on the algorithm chosen for training
the model. Secondly, decision times can also be high based on the framework used to make
decisions. One such framework is the majority voting scheme, where a fixed number of out-
puts are stored in a vector. A decision is made only if a certain proportion of outputs of the
vector are in agreement, therefore longer decision times would result.
Despite the drawbacks, a machine learning approach was adopted in this thesis because of
it’s generalization capabilities. This would make the development of a user independent al-
gorithm feasible. The following section gives an overview of the state of the art in locomotion
intent recognition and sets up the objectives for the thesis.

1.3. State of the art in user locomotion intent recognition
Supervised learning techniques are the preferred choice of machine learning techniques
among researchers.The detailed literature review is present in Appendix- B and some key
points have been summarized in the rest of this section.
An offline analysis is a part of almost all of the research in the field. In offline analysis, pre
recorded data is used to train and test the algorithm. Performance criteria like the overall
classification accuracies/errors have been reported. The overall classification accuracy is
usually separated as a steady state accuracy for decisions where the activity mode doesn’t
change, and a transitional accuracy for decisions where the activity mode does change. Some
articles also test the learned model in real time implementations, decision times have been
reported for these cases.

1.3.1. Sensors
Different sensors have been used for the intent recognition problem. Some articles focus only
on surface EMG signals[14]–[18]. EMG signals have many issues. They can be distorted by
nearby magnetic fields from the actuator coil and are affected by conditions like humidity
and temperature. The EMG sensors are located in the socket, therefore during donning and
doffing the electrode position can change which introduces additional variability in the signal.
Therefore EMG signals are not repeatable. This leads to a decreasing accuracies with time
when used for intent recognition.

Mechanical sensor signals from IMU [17], [19]–[28], goniometers[19], [27]–[31], pressure
sensored insoles [32], [33], load cell sensors[34], [35] and laser sensors[36] have also been
used by researchers for intent recognition. Mechanical signals are normally used along with
EMG signals in a neuromechanical fusion approach, this enhances the feature vector and
the highest reported classification accuracies are for this case. However, even this approach
has a deterioration in performance because of the EMG signal quality. One fix for this issue
as reported in [37], [38] is to use adaptive classifiers.However, it would require data to be
stored during the use of the prosthesis and then retraining the model with that data. Such
data storage after initial fitting of the prosthesis may not be feasible in all cases.
Mechanical sensors unlike the EMG sensors do not suffer from deterioration of signal qual-
ity.Therefore, classifiers based purely on them would give robust results.
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6 1. Introduction

1.3.2. Machine Learning Algorithms
Most research focuses on distinguishing the modes LW,RA,RD,SA and SD. The reason for
this is the presence of discrete gait events like Heel Contact (HC) & Toe Off (TO) shown
in Figure 1.3 as initial contact and foot off respectively. These gait events can be used to
define specific windows from which features can be extracted. This ensures that the features
are repeatable and makes it possible for the algorithm to pick up patterns. Algorithms like
LDA,SVM,NB,K-Nearest Neighbor (KNN),ANN,SVM,Dynamic Bayesian Network (DBN),Hidden
Markov Model (HMM), Nearest Mean (NM),Binary Decision Trees (BDT) have been used for
this. For distinguishing between modes like St,Si where it’s hard to define a discrete event,
the Gaussian Mixture Model (GMM) has been used. Table 1.1 contains an overview of the
range of overall user dependent accuracies obtained for healthy subject gait and amputee
gait using the previously mentioned algorithms.

User Dependent AccuracyClassifier Reference Healthy Subjects Amputees
Linear Discriminant Analysis(LDA) [14], [19], [25], [39]–[41] 87-98% 91-99.5%

Naive Bayesian(NB) [20], [39], [42] 84-90%
K-Nearest Neighbor(KNN) [20], [39], [42], [43] 87%

Artificial Neural Networks(ANN) [20], [25], [44]–[47] 83-96% 90-97.8%
Support Vector Machine(SVM) [14], [15], [20], [24], [38], [42], [48] 90-98% 92.5-98.36%

Dynamic Bayesian Network(DBN) [19], [20], [37], [41], [49] 92-99.4% 92-98%
Hidden Markov Model(HMM) [20], [32] 96-98.4% 95.8%

Nearest Mean(NM) [20] 98.5%
Binary Decision Trees(BDT) [20], [42], [50], [51] 81-93%

Gaussian Mixture Model(GMM) [28], [30], [31], [52] 91.3-92.2% -

Table 1.1: Overview of machine learning algorithms

Neuromechanical sensor fusion has been the focus in most research, however this method
wouldn’t perform well outside the lab because of the issues with signal quality mentioned
before. Mechanical sensor based algorithms would give repeatable results and are thus more
suited for outside the lab implementations. The algorithms highlighted in green in Table 1.1
have been implemented with solely mechanical sensor data. Young et al.[41] reported steady
state user dependent accuracies of ∼ 98% when using LDA and ∼ 99% when using DBN.
Woodward et al.[25] report steady state user dependent accuracies of ∼ 98% when using
ANN. Liu et al.[38] report steady state user dependent accuracies in the range 93−99% when
using a HMM. The transitional accuracies are usually 5 − 12% lower than the steady state
accuracies.

All the algorithms based on mechanical sensors, use simple features of the signals such
as the mean, standard deviation, minimum , maximum, initial and final values within the
window. The use of more complex features like the absolute orientation of the thigh, stride
height and stride length can give improved transitional accuracy.

A consistent issue with all algorithms is that they have low accuracies when tested on
a novel user. Not many research articles report the user independent accuracies. Highest
accuracies are reported for user dependent classifiers, therefore training of the classifier is
needed for every new user which isn’t desirable. The paper by Young et al.[49] suggests to
retrain the classifier with level walking data for a novel user, but this only gives an overall
classification accuracy of 86.4 %. In yet another article by Young et al.[41] they report a user
independent accuracy of 92% when using a mode specific DBN classifier that also accounts
for time history of the decisions. A mode specific classifier is a classifier that is trained based
on the transitions possible from each mode. User independent accuracies have also been
reported by Woodward et al.[25] for LDA and ANN as 78% and 89% respectively.

In general it isn’t possible to reach a 100% accuracy using standard machine learning
algorithms. However, in the article by Varol et al.[30] they report 100% accuracy in a real
time implementation that uses a GMMwith amajority voting scheme. This was at the expense
of a longer decision time of ∼ 500𝑚𝑠, but the modes of interest were Si,St and LW for which
longer decision times are acceptable.
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1.4. Objectives 7

Despite some promising results in user dependent classifiers, much work still remains
to be done in developing an error proof intent recognition system that requires little to no
user dependent training. Such a system should also work outside the laboratory in an un-
controlled environment. A single algorithm most likely won’t be sufficient for this, a hybrid
classifier that utilizes two or more algorithms could give better results and is yet to be inves-
tigated.

1.4. Objectives
The goal of this thesis is:
”To develop a novel classifier architecture capable of real time intent recognition based on
multimodal sensor fusion using mechanical sensors for use in a transfemoral prosthesis”.

The locomotion modes of interest for this project include LW, SA, SD, RA, RD, St and Si.
The review of the state of the art in locomotion intent recognition revealed that different algo-
rithms are good at detecting different sets of modes. The hybrid classifier optimally combines
the outputs of different classifiers obtained from different algorithms. It takes advantage of
grouping modes for a classifier, specifically it is possible to achieve 100% accuracy when dis-
tinguishing the modes of Si,St and LW. This, when coupled with a 5 mode classifier would
have an overlapping mode of LW, within this mode decisions can be weighed to improve the
overall user independent accuracy of the system. A comprehensive analysis is needed into
each part of the hybrid classifier to find the best algorithms. This also entails an analysis of
the effect of window size and complex features on the classification error.

Elaborating on the research questions that will be addressed in this thesis:

1. What is the optimal window size, feature combination for the various classifiers and
which algorithm gives the best classifier based on the offline performance.

2. What is the effect of using a hybrid classifier on the user independent error rates.

The project was carried out in collaboration with Reboocon Bionics. The prosthesis being
developed by the company has a range of sensors available, these include a 9-axis IMU on
the shank of the prosthesis, knee joint position and velocity encoders, motor currents and a
strain gauge that can measure sagittal plane forces and moments.

Due to unavailability of the prosthesis, all analysis was done on healthy subject gait data
using similar sensors as would be available on the prosthesis. From Table 1.1, the accuracy
ranges for the algorithms are on a similar scale for healthy subject and amputee gait data.
Therefore the proposed classifier architecture would give a similar performance with amputee
gait.

1.5. Outline
The layout of the thesis is as follows:

Chapter 2 contains a description of the gait data used. This includes experimental data
collected for healthy subject gait; the data collection protocol, experimental setup and data
processing will be described. In addition to this, the open source gait data set contributed
by Hu et al. [53] which was also used for the analysis will be discussed. Feature extraction
is also emphasized in this chapter.

Chapter 3 starts off with the description of the hybrid classifier followed by a detailed
description of the machine learning algorithms used for modelling each component of the
classifier. This is followed by the metrics used to evaluate the performance. The chapter
ends with the methods used to test the different algorithms and the structured approach in
the development of the hybrid classifier.

Chapter 4 contains a detailed account of the results obtained and an in depth discussion
of the results. Results include the offline analysis of each element of the hybrid classifier
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8 1. Introduction

using the various performance metrics. Real time performance of the hybrid classifier in
terms of the classification latency of the algorithms is also reported and discussed.

Finally, Chapter 5 has a short summary on the work done during the thesis, a comparison
to the results of existing literature, limitations of the research and also highlights areas for
future work.
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2
Data Collection and Processing

Machine learning algorithms require a large amount of data for training and testing to prop-
erly evaluate their performance. This chapter contains an account of the data sets used for
the analysis, all data sets used were for healthy subject gait. In order to do a proper analy-
sis, it was necessary to have data from sensors that would be present on the prosthesis. The
primary data set used was the open source data set made available by Hu et al. [53], however
this data set didn’t have any ground reaction force features. To augment the primary data
set, gait data was collected at the wearable robotics lab in Univeristy of Twente.

2.1. WR-Lab Dataset
Gait data was collected at the Wearable Robotics(WR) Lab in University of Twente. Totally, 3
healthy able bodied subjects(2 male, 1 female;age; 72±11kg; height 176±8cm) were recruited
for the experiments which were completed in March 2018.
Before conducting the trials, the subjects had their right leg instrumented. 9-DOF IMUs were
placed on the subject’s thigh and shank using holsters provided with the sensors. The IMU
signals were sampled at 100Hz. The subject also wore the Xsens Force shoe which has a
load cell at the heel and toe and IMUs for position and orientation tracking, these signals
were also sampled at 100Hz. Instrumenting the leg took 15 minutes. Figure 2.1 shows the
sensors used and the instrumented leg for one of the subjects.

2.1.1. Data Collection Protocol
In one experimental session, each subject had to perform 3 repetitions of 8 circuits consisting
which encompassed all the modes of interest. A 10∘ slope was used for the ramp activities and
the staircase had 6 stairs with each stair having a 20cm rise(height) and 25cm run(width).
The 8 circuits were St→Si→St, St→LW→St, LW→SA→LW, LW→SD→LW, LW→RA→LW,
LW→RD→LW, St→SA→St, St→SD→St. The 7 circuits involving locomotion were con-
ducted with gait initiation by both the instrumented leg and the sound leg which gave a total
of 6 repetitions for those circuits. The subjects were allowed to freely transition between the
modes and they could choose their own walking speed. Trials with trips and sensor slippage
while walking were excluded from the final data set.

The IMUs and the Force shoe used a different software package, therefore to aid post
processing of the raw data a synchronization routine which involved a stomping action was
performed. This gave peaks in the IMU signals which was used as the synchronization point.
Trials in which the synchronization was missing were excluded.

2.1.2. Post-processing
The time series data of the IMU attached to the shank and the IMUs in the Force shoe was
analyzed to find the peaks in the signal, the first peak was used as the synchronization point
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10 2. Data Collection and Processing

(a)

(b)

(c)

Figure 2.1: Instrumentation Setup (a)Xsens IMU (b)Xsens Force Shoe (c)Instrumented Leg

and the data before this peak was excluded.
The data had to first be labelled with the gait modes, in order to do this, the gait events of
TO and HC were detected using a threshold of 0.05 × 𝐵𝑊, where BW is the body weight. The
TO event was used to label all transitions to modes involving locomotion(LW,SA,SD,RA,RD),
for the transition from LW→ St the HC event was used as transition trigger.
IMU signals were low pass filtered using a 6th order butterworth filter with a cutoff frequency
of 25Hz. The ground reaction forces was smoothed using a 4th order Savitzky-Golay filter
and the signals were normalized to body mass to reduce the variability of the signals between
subjects. In addition to these signals, knee angle and knee angular velocity are useful signals
but these couldn’t be recorded as sensors like the goniometer were not available. To work
around this, an IMU was also attached to the thigh segment during measurement. From the
data of the two IMUs the joint angle can be estimated using the joint optimization method
proposed by Seel et al. [54] which is robust to IMU mounting orientation.
The method assumes the knee to be a perfect hinge joint. Two optimization’s have to be done
to obtain a mathematical description of the knee joint. In the first optimization, the joint axis
coordinates have to be identified. If 𝑔ኻ(𝑡) and 𝑔ኼ(𝑡) are the 3-axis gyroscope signals from the
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2.1. WR-Lab Dataset 11

two IMUs, these signals measured on a hinge joint differ only by a rotation matrix and a joint
angular velocity vector. This implies that the projection of these signals into the joint plane
have the same lengths for every instant in time. Concretely,

‖𝑔ኻ(𝑡)) × 𝑗ኻ‖ኼ − ‖𝑔ኼ(𝑡)) × 𝑗ኼ‖ኼ = 0, ∀𝑡 (2.1)

where ‖‖ኼ is the Euclidean distance norm. This equation holds irrespective of the mounting
orientation of the sensors. 𝑗ኻ and 𝑗ኼ are identified by minimizing the cost function which is
the left hand side of Equation (2.1),𝑗ኻ and 𝑗ኼ can be written in spherical coordinates as

𝑗ኻ = (𝑐𝑜𝑠(𝜙ኻ)𝑐𝑜𝑠(𝜃ኻ), 𝑐𝑜𝑠(𝜙ኻ)𝑠𝑖𝑛(𝜃ኻ), sin𝜙ኻ) (2.2)
𝑗ኼ = (𝑐𝑜𝑠(𝜙ኼ)𝑐𝑜𝑠(𝜃ኼ), 𝑐𝑜𝑠(𝜙ኼ)𝑠𝑖𝑛(𝜃ኼ), sin𝜙ኼ) (2.3)

The optimization can be run over the sum of squares cost function to obtain the parameters
that describe the joint axis coordinates.
In the second optimization, the joint position coordinates have to be identified. This can be
done by exploiting the fact that the acceleration of each sensor is the sum of the acceleration
of the joint center and the acceleration induced by the rotation of the sensor around the joint.
The acceleration of the joint center has to be the same in the frames of both IMUs up to some
rotation matrix. Mathematically, this is written as

‖𝑎ኻ(𝑡) − Γ፠Ꮃ(፭)(𝑜ኻ)‖ኼ − ‖𝑎ኼ(𝑡) − Γ፠Ꮄ(፭)(𝑜ኼ)‖ኼ = 0, ∀𝑡 (2.4)
Γ፠ᑚ(፭)(𝑜።) ∶= 𝑔።(𝑡) × (𝑔።(𝑡) × 𝑜።) + �̇�።(𝑡) × 𝑜። , 𝑖 = 1, 2 (2.5)

where Γ፠ᑚ(፭)(𝑜።) is the radial and tangential acceleration. Subtracting this from the measured
acceleration shifts it by −𝑜። giving the acceleration at the joint center. 𝑎ኻ(𝑡) and 𝑎ኼ(𝑡) are
the 3-axis accelerometer signals. An optimization can be run over the sum of squares cost
function which is the left side of Equation (2.4). The constraint described in the same equa-
tion is satisfied by every pair of points 𝑜ኻ and 𝑜ኼ on the joint axis, therefore the results of the
optimization have to be processed further to shift it as close as possible to the sensors by
using the equations

𝑜ኻ = �̂�ኻ − 𝑗ኻ
�̂�ኻ ⋅ 𝑗ኻ + �̂�ኼ ⋅ 𝑗ኼ

2 , 𝑜ኼ = �̂�ኼ − 𝑗ኼ
�̂�ኻ ⋅ 𝑗ኻ + �̂�ኼ ⋅ 𝑗ኼ

2 (2.6)

Using these optimized values the joint angle can be determined from the accelerometer and
gyroscope readings. The gyroscope based flexion angle is calculated by integrating the dif-
ference between the angular rates described in the joint axis.

𝛼፠፲፫(𝑡) = ∫
፭

ኺ
(𝑔ኻ(𝜏) ⋅ 𝑗ኻ − 𝑔ኼ(𝜏).𝑗ኼ)𝑑𝜏 (2.7)

This estimate is smooth but generally plagued by drift. A drift free estimate of the flexion
angle is therefore needed. This can be obtained from the accelerometer signals which are
noisy but free of drift. These two estimates are fused with a filter of the form

𝛼ፚዄ፠፲፫(𝑡) = 𝜆𝛼ፚ(𝑡) + (1 − 𝜆)(𝛼ፚዄ፠፲፫(𝑡 − Δ𝑡) + 𝛼፠፲፫(𝑡) − 𝛼፠፲፫(𝑡 − Δ𝑡)), 𝜆 ∈ [0, 1] (2.8)

Figure 2.2 shows the resulting joint angle estimates for one of the typical trials recorded along
with the normalized ground reaction forces. The joint optimization’s were done for every trial
and the joint angles were estimated. The knee angular velocity was determined by taking the
central difference numerical derivative of the knee angle.
All relevant signals including the shank IMU channels, sagittal plane ground reaction forces
and moments and the knee angle and velocity were then stored as the final post processed
signals. The next step was to extract relevant features from the data sets.
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Figure 2.2: Extracted Knee Joint Angles, Normalized Ground Reaction Force for a typical trial

2.1.3. Feature Extraction
Features were extracted both in a continuous and discrete way. The signals were segmented
into windows from which the features were extracted. For the initial analysis, continuous
windows of size 50ms, 100ms,200ms and 300ms were extracted without a sliding frame.
An excerpt of the continuous windows is shown in Figure 2.4. For the final analysis sliding
windows of size 50ms, 100ms,200ms and 300ms were extracted every 10ms.
For the discrete windows, the signals were segmented using previously identified HC and TO
gait events, each analysis window began 100ms,200ms and 300ms before each identified
event. An excerpt of the discrete windows extracted for one trial is shown in Figure 2.3.
Simple features that were extracted include the mean, standard deviation, maximum, min-
imum, initial and final values (6 features/channel). There were a total of 3 sensors(1 IMU
at the shank segment, 1 virtual-goniometer, 1 Load Cell), 12 channels(9 IMU, 2 virtual-
goniometer, 3 Load Cell) resulting in 84 such features. The magnetometer readings of the
IMU were not reliable and hence were dropped from the feature vector, reducing the number
of features to 66.

More complex features like the signal energy and signal entropy for the accelerometer
channels, as was done in [20] were also extracted. The energy of a discrete signal is calculated
using Equation 2.9

𝐸፬ =< 𝑥(𝑛), 𝑥(𝑛) >=
፧ፍ

∑
፧ኺ

|𝑥(𝑛)|ኼ (2.9)

where,N is the number of samples in the window frame.

Signal Entropy is a frequency domain feature, it is determined using the following steps

1. Signal spectrum 𝑋(𝜔።) is calculated using the short time Fourier transform(STFT) of
x(n).

2. Power spectral density(PSD) is then determined using Equation 2.10

𝑃(𝜔።) =
1
𝑁 |𝑋(𝜔።)|

ኼ
(2.10)

where, N is the number of frequency bins of the fourier transform.
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Figure 2.3: Discrete Window Extraction with a window size of 300ms
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Figure 2.4: Continuous Window Extraction with a window size of 300ms

3. Normalize the PSD to get a probability distribution function.

𝑝። =
𝑃(𝜔።)
∑። 𝑃(𝜔።)

(2.11)

4. The entropy is then calculated using the expression 2.12

𝑃𝑆𝐸 = −
፧

∑
።ኻ
𝑝።𝑙𝑛(𝑝።) (2.12)

The absolute orientation of the thigh segment in the sagittal plane is also a useful feature.
The orientation of the thigh is a linear combination of the absolute orientation of the shank
and the knee joint angle. As the knee joint angles are already recorded, adding features
of the absolute orientation of the shank is sufficient. This can be determined using the
accelerometer and gyroscopes of the shank IMU. Figure 2.5 shows the coordinate system of
the IMU along with an approximate mounting orientation.

The orientation that is calculated by integrating the gyroscope reading about the y-axis(𝐺፲)
suffers from drift because of large time scale integration. In order to get rid of the drift another
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14 2. Data Collection and Processing

Figure 2.5: Orientation of shank IMU

signal would be needed that is free from drift, it turns out that a tilt angle estimate though
noisy is free of drift.It can be determined from the accelerometer signals using Equation 2.13

𝛼 = 𝑠𝑖𝑛ዅኻ(
𝐴፲

√𝐴ኼ፱ + 𝐴ኼ፳
) (2.13)

Where, 𝐴፱ , 𝐴፲ and 𝐴፳ are the accelerometer readings along it’s 3 axis. An underlying assump-
tion is that the y-axis of the sensor is parallel to the knee axis. Ideally, a still standing trial
is used to obtain a rotation matrix that determines the correct orientation of the sensor. The
two estimates are fused using a complementary filter, the mathematical formulation is as
given in Equation 2.14

�̂�፤ = 𝜆(�̂�፤ዅኻ + 𝐺፲፤Δ𝑡) + (1 − 𝜆)𝛼፤ (2.14)

𝜆 is generally chosen to be a value close to 1, this ensures that the fused signal follows the
smooth orientation estimate obtained from the gyroscope and the mean of the tilt angle. On
investigating the equation in the laplace domain, it turns out that the filter is equivalent to
low pass filtering the tilt estimate and high pass filtering the orientation estimate from the
gyroscope signal.

Interesting features can also be obtained by integrating the accelerometer signals between
TO and HC events to obtain an approximation of the stride length and stride height which is
vital information that helps in distinguishing SA/SD from LW. The mathematical expressions
to calculate the Stride Length (SL) and Stride Height (SH) are as given in Equation 2.15 and
2.16 respectively.

𝑆𝐿 = ∫∫(𝑎፳ sin 𝜃፤)𝑑𝑡 =
ፍ

∑
፧ኻ
(
ፍ

∑
፧ኻ

𝑎፳(𝑛).𝑑𝑡).𝑑𝑡 (2.15)

𝑆𝐻 = ∫∫(𝑎፱ cos 𝜃፤ − 𝑔)𝑑𝑡 =
ፍ

∑
፧ኻ
(
ፍ

∑
፧ኻ

𝑎፱(𝑛).𝑑𝑡).𝑑𝑡 (2.16)

It is important to remove the effect of gravity on the accelerometer readings, the absolute
orientation of the shank segment is used for this purpose. By projecting the gravity vector
onto the sagittal plane axes of the IMU, a simple vector subtraction will get rid of the gravity
components.

2.1.4. Data Labelling
In order to use the supervised learning algorithms, the data has to be labelled with the
locomotive mode. The gait events were used for the labelling, the standard used by Hu et
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2.2. ENABL3S Dataset 15

al. [53] was adopted, this ensured that the testing process of the algorithms is streamlined.
Every gait event detected was assigned a 4-digit trigger of the form:

Previous Mode_Previous Phase_Current Mode_Current Phase

The standard used for the modes was

0=Sitting; 1=Level Ground Walking; 2=Ramp Ascent; 3=Ramp Descent; 4=Stair Ascent;
5=Stair Descent; 6=Standing

A separate standard was used for the gait phases which was

1=Stance; 2=Swing; 3=Mid Swing

Stance: Gait phase when the foot remains in contact with the ground.
Swing: Gait phase when the foot is not in contact with the ground.
Mid Swing: Point at which the swinging leg passes the stance phase leg.

2.2. ENABL3S Dataset
ENABL3S(Encyclopedia of Able-bodied Bilateral Lower Limb Locomotor Signals ) is a publicly
available benchmark data set of bilateral neuromechanical collected by Hu et al. [53]. The
data set has bilateral EMG and joint, limb kinematics recorded via wearable sensors for 10-
able bodied subjects transitioning between the same locomotive modes that are of interest
for this study. Also only the data of the kinematic signals was used for this thesis.
The signals of interest that were recorded include, sagittal plane joint kinematic signals ob-
tained using electrogoniometers placed on the knee and sampled at 500Hz, 6 DOF IMU placed
on the subject’s shank and also sampled at 500 Hz. The setup is shown in Figure 2.6

Figure 2.6: Sensor placement

2.2.1. Data Collection Protocol
10 healthy able bodied subjects(7 male, 3 female; 25.5 ± 2 years; 174 ± 12 cm; 70 ± 14 kg)
without any gait impairments were recruited for the study. The data was collected between
January and February 2017.
25 trials each of two circuits: Si→St→LW→SA→LW→RD→LW→St→Si and Si→St→LW→
RA→LW→SD→LW→St→Si were performed by each subject. A 4-step staircase with dimen-
sions: 19.685cm rise, 25.4cm run was used and the ramp had a 10∘ slope. The circuit for
the trials is shown in Figure 2.7. Trials in which sensors had to be re-positioned were ex-
cluded from the analysis. Subjects were asked to walk at a self selected speed and perform
the transitions freely. An experimenter labelled the locomotor intent using a key fob. The
standard used for labelling has already been discussed in section 2.1.4.
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16 2. Data Collection and Processing

Figure 2.7: Circuit used for trials

2.2.2. Post Processing
Event switches could not be used to identify HC and TO events in this data set, so these
events were detected using the sagittal plane angular velocity(𝐺ፘ). The signal was first mean-
subtracted and low pass filtered using a first order butterworth filter with a cut off frequency
of 6Hz, peaks were then identified using a threshold based technique. The largest peak gives
the mid swing event, TO events were identified by searching for peaks before each mid swing
event and HC events were identified by searching for peaks after mid-swing event. Gait events
corrupted by motion artifacts like pauses and trips were excluded.
Goniometer and IMU signals were low-pass filtered using a sixth order butterworth filter with
cutoff frequencies of 10Hz and 25Hz respectively. Joint velocities were determined indirectly
by computing the central difference based numerical derivative of the joint position obtained
from the goniometer channels.

2.2.3. Feature Extraction
The data came with features already extracted for a window size of 300ms before each iden-
tified HC and TO gait event. The data set included four additional 300ms analysis windows
were used (delayed by 30,60,90 and 120ms relative to each event). For each window, features
extracted included the mean, standard deviation, maximum, minimum, initial and final val-
ues. As the effect of the window size was of interest for this study, additional 50ms, 100ms
and 200ms analysis windows were extracted. The feature vectors had to be augmented as
well to include more complicated features like the signal energy, signal entropy , stride height
and stride length, the mathematical formulations for which have already been discussed.

2.2.4. Data Labelling
The event triggers and associated labels are only present for the dynamic modes and were
used as the ground truth data for the dynamic classifier analysis. As this data set was col-
lected for both legs, the labelling was done when either leg entered a certain mode. This
resulted in slightly different labels when compared to the WR-Lab dataset which was labelled
with respect to the instrumented leg. Particularly, for the ENABL3S dataset, the instru-
mented leg of interest has earlier mode transitions when the other leg is the leading leg for
the transition. These labels were retained to see if the classifier can recognize such an early
transition.

For the static modes only key fob labels were present in the data set. Since this was
done by the experimenter there was quite a lot of error and many data points were wrongly
labelled. To partly fix this issue a thresholding scheme was adopted to relabel the data for
Si and St modes, a threshold of 20∘ for the knee joint angle was used based on an evaluation
of all subject’s data. For relabelling the St and the LW mode, the trials that had the gait
initiation TO triggers and gait termination HC triggers were used. However, for nearly 80%
of the trials, these triggers weren’t present and the key fob label had to be used. This led to
the data for the two classes having a considerable overlap.
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3
Methods

This chapter deals with all the methods used in the thesis, it starts off with a description of
the hybrid classifier, it then runs through some critical design choices for the components
of the classifier. This is followed by a description of the algorithmic choices and ways to
evaluate the performance. The chapter ends with the methods used to robustly evaluate the
algorithms using the performance metrics.

3.1. Design of Hybrid Classifier
The aim of the intent recognition problem in this thesis is to be able to distinguish 7 locomo-
tion modes: Si, St, LW, SA, SD , RA and RD. Using a single classifier for all modes is prone to
giving higher error rates due to overlapping class distributions which causes a deterioration
in the performance. A better approach would be to group certain modes together and use a
separate classifier for each group. A natural choice is to separate the static modes of Si, St
from the remaining dynamic locomotion modes. Adding LW to the static modes would create
a common mode for the two classifiers where misclassifications can be avoided by combining
the decisions. Since in daily activities, most time is spent in LW for the dynamic modes. It
would be better to have two decisions for this mode to prevent incorrect mode switching.

The hybrid classifier architecture is shown in Figure 3.1. It has two classifiers running
in parallel, a static mode classifier that makes decisions between the Si, St and LW, a clas-
sifier that outputs probabilities is used for this. The second classifier is used to classify the
dynamic locomotion modes LW,SA,SD,RA,RD. When either classifier enters LW mode, the
other one is switched on. The decisions are then weighed against each other, therefore a
probabilistic decision is preferred from the dynamic mode classifier as well. If either classi-
fier exits the LW mode, the other classifier is switched off.
The static mode classifier operates with features extracted from continuous windows. This
classifier makes a lot of decisions because of the use of continuous features, to speed up
computation the feature vectors have to be reduced to a lower dimension. Feature reduction
techniques are described in section 3.4. An evaluation of the feature reduction techniques is
needed to find the method that best retains the variance in the data. The algorithm choices
for this classifier include GMM and NB as both methods can output probabilities associated
with the decisions. Both algorithms are based on Bayes decision theory and are described
in section 3.3.
One might argue that a simple threshold based scheme for the knee angle can be adopted
for the static mode classification, however such a threshold would be exceeded several times
during standing and walking and will therefore result in misclassifications. It is best to go
with a probabilistic classifier as it gives an intricate model based on combining measure-
ments from different sensors.
The dynamic mode classifier has two components, a heel contact classifier and a toe off clas-
sifier that make decisions at the respective gait events. Separate models that operate with
features extracted from discrete windows preceding each event are trained for this purpose.
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18 3. Methods

Figure 3.1: Hybrid Classifier Architecture

Feature reduction is not needed for this classifier as decisions are made less frequently. The
choice for the second classifier is based on the offline evaluation of the user dependent and
user independent performance of the classifiers. Different classifiers were trained using the
algorithms SVM,LDA,Relevance Vector Machine (RVM),KNN and NB. Each algorithm belongs
to a different category which is described in section 3.3. In addition to the classifier choice,
factors like the window size and features have an impact on the performance. Therefore there
is the need for a comprehensive analysis for the dynamic classifier, the process for this is
explained in section 3.6. The performance criteria for the analysis are highlighted in section
3.5. In a real time implementation, sliding continuous windows are extracted at discrete
intervals. When either classifier enters LW mode, the other classifier is switched on. For the
dynamic mode classifier, a detection of the gait event is also needed from the Ground Reac-
tion Force (GRF) sensor, the feature vectors are then sent to the respective classifier when
an event is detected to make a decision.

3.2. Multiclass Classification Strategies
The intent recognition problem is a multiple mode problem as was highlighted in the previous
section. A majority of the machine learning algorithms are formulated for binary classifica-
tion. The method used to transform the problem to a binary classification is therefore a
design consideration for the hybrid classifier. Two strategies exist in machine learning liter-
ature[55] for the training and testing of such classifiers which are described in the following
sections.

3.2.1. One Versus Rest(OvR)
The OvR strategy involves training a single classifier per class called a base classifier, all the
training samples belonging to that class are assigned as positive samples while the remaining
samples are assigned as negatives. As discrete labels are predicted by the base classifiers for
a test point, it would result in ambiguous decisions withmultiple classes being assigned. This
strategy would be more effective if the base classifiers output a confidence score rather than
just a class label, a non ambiguous decision can then be made based on the base classifier
with maximum confidence. The confidence score is a real valued function e.g. probabilities.
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3.3. Machine Learning Algorithms 19

The training algorithm for a K class OvR constructed from a binary learner L is as follows

Inputs:

• L, a training algorithm for binary classifiers,

• Training feature vectors X

• Labels y where 𝑦። ∈ {1, ....., 𝐾}
Output:

• A list of classifier models 𝑓፤ for 𝑘 ∈ {1, ....., 𝐾}
Procedure:

• For each k in 1,.....,K

– Relabel as vector z where 𝑧። = 1 if 𝑦። = 𝐾 and 𝑧። = 0 otherwise
– Apply L to X, to obtain 𝑓፤

For a test sample x, decisions are made based on the outputs of the K classifiers, concretely

�̂� = arg max
፤∈{ኻ,.....,ፊ}

𝑓፤(𝑥) (3.1)

3.2.2. One Versus One(OvO)
The OvO strategy involves training a set of base classifiers that separate two classes at a
time. Therefore, totally ፊ(ፊዅኻ)

ኼ base classifiers are required. Each base classifier receives the
subset of samples of the pair of classes from the original training set and learns to distin-
guish between those classes. For a test point, the discrete labels are determined for all the
classifiers and a majority voting scheme is applied that chooses the class with the highest
number of positive predictions. Even this method can give ambiguous decisions but the re-
gion of ambiguity in the feature space is much smaller.
Figure 3.2 which shows the decision boundaries and the ambiguous region for a 3-class
problem. Note that the OvR example is slightly different and uses only 2 base classifiers ,
it makes an assignment to the third class if a negative decision is received from both base
classifiers. Normally, one would use K base classifiers in the approach and this would create
more ambiguous regions. It is for this reason that the OvO approach is preferred.

Figure 3.2: Decision Ambiguity for OvR(left) and OvO(right)

3.3. Machine Learning Algorithms
Algorithms are needed to find models for the classifiers that make up the hybrid classifier.
The following sections list the different categories of algorithms and the specific ones used
for the analysis from each category.
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20 3. Methods

3.3.1. Linear Classifiers
Linear Classifiers use a set of discriminant functions that find linear decision boundaries
to separate the classes in the data. Multiclass LDA is one such typical linear classification
algorithm that was used for the analysis.[55] It involves finding a linear transformation 𝜙
that maximizes a cost function of the form

𝐽(Φ) = |Φፓ∑̂Φ|
|Φፓ∑̂፰Φ|

(3.2)

∑̂፰ is the intra-class covariance matrix and is calculated as

∑̂፰ =
፤

∑
።ኻ

∑
፱∈ᑚ

(𝑥 − �̄�።)(𝑥 − �̄�።)ᖣ (3.3)

where, �̄�። is the mean feature vector for each class, 𝑥 is the feature vector for the various
training examples. ∑̂ is the inter-class covariance matrix and is determined using the equa-
tion

∑̂ =
፤

∑
።ኻ
𝑚።(�̄�። − �̄�)(�̄�። − �̄�)ᖣ (3.4)

where, 𝑚። is the number of training examples for each class, �̄� is the total mean vector given
by �̄� = ኻ

፦ ∑
፤
።ኻ𝑚።�̄�።. It turns out that the transformation Φ can be obtained by solving a

generalized eigenvalue problem of the form

∑̂Φ = 𝜆∑̂፰Φ (3.5)

Once the transformation function Φ is determined, decisions are made based on a distance
metric like the Euclidean distance 𝑑(𝑥, 𝑦) = √∑።(𝑥። − 𝑦።)ኼ. A new instance z is classified based
on the criterion

arg፤min𝑑(𝑧Φ, �̄�፤Φ) (3.6)

where �̄�፤ is the centroid of the k-th class.
Figure 3.3 shows the multiclass LDA for a problem with 3 classes and the obtained decision
boundaries. The simplicity of these models makes it a good option for the dynamic mode
classifier. LDA performs well when the classes have non overlapping distributions. The use
of mechanical signals and discrete windows before specific gait events ensures repeatability
of feature vectors for the classes, it also gives class distributions with less overlap. For these
reasons LDA was used in the analysis.

3.3.2. Classifiers based on Bayes Decision Theory
These classifiers use probabilistic arguments obtained using the statistical nature of the ex-
tracted features. They require modelling a probability distribution function (pdf) based on
the training feature vectors and labels. Using the models, posterior probabilities that repre-
sent the probability that an unclassified feature vector belongs to a class 𝜔። are determined.
The assignment is then made to the class with the highest posterior probability. Two meth-
ods based on this principle have been used for the analysis, these are Gaussian Mixture
Models(GMM) and NB classifier.

1. Gaussian Mixture Models
GMMs model the feature vectors with a mixture of gaussians of the form

𝑝(𝑥 ∣ 𝜔።) =
ፌ

∑
፦ኻ

𝜆።፦𝑝።፦(𝑥), 𝑖 = 1, 2...., 𝐾 (3.7)

where 𝑥 is the feature vector, K is the number of classes, M is the number of component
gaussians, 𝜆።፦ is the mixture parameter of the 𝑖፭፡ component subject to the constraints

Confidential



3.3. Machine Learning Algorithms 21

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

x
1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

x
2

Standing

Level Ground Walking

Sitting

Decision Boundary(LW vs St)

Decision Boundary(Si vs LW)

Figure 3.3: Multiclass LDA for static modes showing decision boundaries

∑ፌ፦ኻ 𝜆።፦ = 1 and 𝜆።፦ ≥ 0, 𝑝።፦(𝑥) is a gaussian distribution function of the form

𝑝።፦(𝑥) =
1

√(2𝜋)ፃ |Σ።፦|
exp{−12(𝑥 − 𝜇

።
፦)ᖣ(Σ።፦)ዅኻ(𝑥 − 𝜇።፦)} (3.8)

Given the dimension D of the feature vector, the gaussian is characterized by a Dx1
mean vector 𝜇።፤ and a DxD full covariance matrix, Σ።፤ . The parameters are determined in
an iterative fashion using the Expectation Maximization (EM) algorithm[56].Each GMM
requires the estimation of 𝐾(1 + 𝐷 + 𝐷(𝐷 + 1)/2) − 1 parameters [55].
A new test point with a feature vector 𝑥፬ is assigned to the class with the maximum
probability

𝜔፬ = argmax(𝑝(𝑥፬ ∣ 𝜔።)) (3.9)
An issue with the GMM is that the number of required training data points scales ex-
ponentially with the dimension of the feature space. This is referred to as the curse of
dimensionality. Crudely speaking, if N points are sufficient to obtain an accurate esti-
mate of the probability distribution function in one- dimensional space, 𝑁፥ points are
needed for an l-dimensional space. This really limits the GMM as a classifier and some
amount of feature reduction/selection is needed to use GMMs effectively, this is further
described in section 3.4. The probabilistic nature of the GMM makes it an option for
the static mode classifier. It was not considered for the dynamic mode classifier as the
dimension of the feature vector space is high, this leads to convergence issues for the
EM algorithm.

2. Naive Bayes Classifier
NB classifier is a simplified version of GMM that attempts to avoid the curse of di-
mensionality by assuming that the individual features 𝑥፣ , 𝑗 = 1, 2, ...., 𝑙 are statistically
independent. Under the assumption the class conditioned probability can be written as
the product of probability distribution functions for each individual feature[55].

𝑝(𝑥 ∣ 𝜔።) =
፥

∏
፣ኻ

𝑝(𝑥፣ ∣ 𝜔።), 𝑖 = 1, 2, ..., 𝐾 (3.10)

Therefore, for each class we need to determine ”l” one-dimesional pdfs. 𝑙×𝑁 training data
points would be sufficient for this which is significantly lower. The classifier assigns an
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unknown sample 𝑥፬ = [𝑥ኻ, 𝑥ኼ, ...., 𝑥፥]ፓ to the class

𝜔፬ = argmaxᎦᑚ

፥

∏
፣ኻ

𝑝(𝑥፣ ∣ 𝜔።), 𝑖 = 1, 2, ...., 𝐾 (3.11)

Since NB gives lighter models with less number of parameters, it is a feasible option for
both the static and dynamic mode classifiers and was used in both analyses.

3.3.3. Instance-based learning
These methods compare test feature vectors with instances seen in the training set. This
requires that the training data be stored in the memory which may not be feasible for large
scale problems. The KNN algorithm is one such algorithm that uses this principle.
The training phase involves storing the data as feature vectors and class labels of the train-
ing samples. In the classification phase, the user has to define a parameter ᖣ𝑘ᖣ, which is the
number of nearest neighbors. Given an unlabelled feature vector, the algorithm assigns a
label based on the most frequent label of the k training samples nearest to the test point.
Various distance criterion can be used to determine the nearest neighbors, for continuous
variables the euclidean distance is widely used. The performance of the algorithm is heavily
dependent on the user chosen parameter k. As a thumb rule, k is chosen to be 10% of the
number of points in the training set. It is also possible to optimize the parameter based on
cross validation if a large enough training set is available [57].
Figure 3.4 shows an example of a 2 dimensional KNN classification for a 2 class problem. It
illustrates the variability introduced by the choice of the parameter ᖣ𝑘ᖣ. The test sample is the
green circle which should be classified to either the first class marked by blue squares or to
the second class marked with red triangles. If k=3, the point is assigned to the second class
as there are 2 triangles and 1 square inside the inner circle. If k=5, the point is assigned to
the first class as there are 3 squares and 2 triangles in the region covered by the outer circle.
Therefore this algorithm is extremely sensitive to the choice of the parameters[55].
The advantage of using this algorithm is that is robust to noisy training data where fea-
ture vectors are not properly clustered for the classes. However, since the method involves
computing distances to the training feature vectors, the computation time scales with the
number of training points. This is the reason it is only a feasible option for the dynamic
mode classifier analysis.

Figure 3.4: k-NN classification example

3.3.4. Non Linear Classifiers
Classifiers that find a non linear decision boundary to separate the classes constitute non
linear classifiers. The classifiers that are capable of finding such non linear boundaries are

1. Support Vector Machine
SVM is a sparse machine learning method developed by Vapnik[58] that outputs com-
pact models. In a multi-class setup, an SVM constructs a set of boundary hyper-planes
such that the margin is maximized. The margin is the distance from the hyper-plane to
the nearest training data point of any of the classes. Two types of margins are possible,
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a hard margin that considers points in the vicinity of the boundary and a soft margin
that considers training points far away from the decision boundary as well. The SVM as
such finds a linear decision boundary to separate the classes. However, by applying the
kernel trick on the data the feature space can be transformed such that a hyper-plane
in this transformed space is equivalent to a nonlinear decision boundary in the original
input space. Figure 3.5 shows the decision boundary in the original feature space and
the transformed feature space. The kernel trick involves computing a non linear func-

Figure 3.5: SVM Decision Boundaries: original input space(left), transformed feature space(right)
Ꭻ is the kernel function

tion of the distance of a given feature vector to all the remaining feature vectors in the
training data set. Different options are available for the kernel functions, the most pow-
erful one is the radial basis function and was chosen for the analysis. It is formulated
like a gaussian distribution as

𝐾(𝑥። , 𝑥፣) = exp(−𝛾 ‖𝑥። − 𝑥፣‖
ኼ), for 𝛾 > 0 (3.12)

where 𝑥። , 𝑥፣ are two training feature vectors and 𝛾 is a parameter that defines how sharply
peaked the gaussian is at the training data point.
The values of the kernel functions for the N training points are usually assembled in
a gram matrix 𝐺(𝑥, 𝑥ፓ) the columns of which represent the basis functions 𝜙ኻ, ...., 𝜙ፍ of
each training point.

𝐺።,፣ = 𝐾(𝑥። , 𝑥፣) (3.13)
𝐺 = [𝜙ኻ, 𝜙ኼ, ......, 𝜙ፍ] (3.14)

Classification by a non linear SVM is done according to equation 3.15 where, 𝜔ኻ, 𝜔ኼ are
the classes.

assign x in 𝜔ኻ(𝜔ኼ) if 𝑦(𝑥 ∣ 𝑤) =
ፍ

∑
።ኻ
𝑤።𝐾(𝑥። , 𝑥) + 𝑤ኺ > (< 0) (3.15)

The training phase involves selecting the weights 𝑤። as well as the training vectors 𝑥።
that maximizes the margin. The removal(pruning) of irrelevant training vectors is done
by removing the corresponding columns of the gram matrix. The final selected vectors
are called the support vectors and these define the decision boundary. The SVM is es-
sentially a binary classifier and one has to adopt either of the approaches mentioned in
section 3.2 for the multiclass scenario. Generally the OvO is preferred over the OvR ap-
proach for modelling the multiclass SVM. In the OvR approach data-sets can be heavily
skewed towards one class because of assigning all negative classes as a single negative
class. Additionally, each of the resulting base classifier’s was trained in the task of
finding if a test point is within a certain class or not, such tasks are independent and
do not represent the actual task of finding which class the training point belongs to.
The OvO approach uses a voting scheme to classify test points which is more logical,
the disadvantages are that more base classifiers need to be trained which leads to more
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training time and increased computation time for test points as more support vectors
are used.
Some drawbacks of SVM are:

• It only outputs a class label, the probabilities of the underlying classes cannot be
extracted. This is helpful when using a hybrid classifier architecture as they help
capture the uncertainty in the prediction.

• Although the method is sparse, SVMs make a liberal use of the kernel functions
and the number of support vectors generally grows linearly with the training set
size. Some post-processing is required to reduce the computational complexity[59]
.

Since SVM also relies on data that is repeatable to find proper decision boundaries, it
is best suited for the dynamic mode classifier. The algorithm also handles high dimen-
sional feature spaces well through the use of kernel functions, which is advantageous.

2. Relevance Vector Machine
RVM is amethod developed by Tipping[60]. It tackles the issues of the SVM by adopting a
Bayesianmodel of equation 3.15. Such an approach gives sparser models thus resulting
in quicker computations for test points. RVM can also be formulated for 𝑀 > 2 classes
and there is no need to adopt the multiclass strategies used for SVM which have many
disadvantages. The model used for a M class RVM is again a linear combination of
weights and the kernel transformed feature vectors

𝑎፦ = 𝑤ፓ፦𝐾(𝑥። , 𝑥) (3.16)

These outputs are then combined using a softmax function to find the class posterior
probabilities

𝑦፤(𝑥) =
exp 𝑎፦

∑፣ exp(𝑎፣)
(3.17)

The Bayesian modelling is introduced through the weight parameters, which are now
modelled with prior probability distributions with each weight having a separate preci-
sion hyperparameter 𝛼. The parameters are determined using an iterative algorithm on
the training data set 𝑇 by minimizing the negative log likelihood function

− ln 𝑝(𝑇 ∣ w1, ....,wM) = −
ፍ

∏
፧ኻ

ፌ

∏
፦ኻ

𝑦፭ᑟᑞ፧፦ (3.18)

where the target values 𝑡፧ for each training point n is labelled using a 1-of-M coding
scheme. For instance ,in a 5 class problem this would be [0, 1, 0, 0, 0] when the 2nd class
is positive. 𝑡፧፦ just represents the 𝑘፭፡ element of the label. In the iterative training
phase, one of the steps involves inversion of the 𝑁 × 𝑁 gram matrix which is computa-
tionally expensive. The RVM therefore takes a longer time to train than SVM.

Figure 3.6: SVM(left) and RVM(right) classifiers performance on Ripley’s Gaussian mixture data set[60].
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Once the model is trained, equation 3.17 can be used to classify a new point as the
class having the highest probability. The RVM gives much sparser models than the
SVM as it has a very effective pruning procedure and results in computational savings
for test points which is a more critical performance criterion for a machine learning
algorithm. Figure 3.6 shows the selected training vectors using SVM and RVM for a
standard gaussian data set, the classification errors are on a similar scale of 10%. It
also showcases the reduction in the complexity of the model determined by RVM.
Just like the SVM this algorithm is a good consideration for the dynamicmode classifier.
It could potentially perform better in the hybrid classifier because of it’s probabilistic
nature.

3.4. Feature Reduction
The static mode classifier requires the reduction of the number of features to avoid an exces-
sive number of parameters in the model. This helps in training the algorithmmore efficiently.
Two methods have been used in the literature for feature reduction

3.4.1. Principal Component Analysis(PCA)
PCA aims to find a projection direction into a lower dimensional space while retaining most
of the variability of the data in the original space. Mathematically, it is defined as finding
an orthogonal linear transformation that transforms the data into a new coordinate system
such that the greatest variance by some projection of the data lies on the first coordinate,
the second greatest variance on the second coordinate, and so on.
This technique doesn’t use the labels of the training data, it just takes in the feature vectors
and outputs a lower dimension feature vector based on the covariance matrix of the data. For
PCA to work properly, some preprocessing has to be performed either in the form of feature
scaling if the features are on different scales or mean normalization which makes the features
have a zero mean [55].
The procedure for PCA, once the data is preprocessed is

• Compute Covariance Matrix

Σ = 1
𝑚

፧

∑
።ኻ
(𝑥(።))(𝑥(።))ፓ (3.19)

• Perform singular value decomposition of the covariance matrix, the columns of the left
singular vectors matrix are the projection vectors and the singular values matrix code
how much variance is explained by the corresponding projection vectors
𝑈 = [𝑢(ኻ)𝑢(ኼ)......𝑢(፧)] ∈ ℝ፧×፧

𝑆 =
⎡
⎢
⎢
⎣

𝑆ኻኻ 0 ⋯ 0
⋮ 𝑆ኼኼ ⋯ ⋮
⋮ ⋯ ⋱ ⋮
0 ⋯ ⋯ 𝑆፧፧

⎤
⎥
⎥
⎦

• Choose number of components k required
𝑈፫፞፝፮፞፝ = [𝑢(ኻ)𝑢(ኼ)......𝑢(፤)] ∈ ℝ፧×፤ for 𝑘 < 𝑛

• Compute new feature vectors and find variance explained by the transformed features

𝑥(።)፫፞፝፮፞፝ = 𝑈፫፞፝፮፞፝ × 𝑥(።) (3.20)

The variance accounted for(VAF) is computed from the singular values as

∑፤።ኻ 𝑆።።
∑፧።ኻ 𝑆።።

(3.21)

A VAF higher than 90% is acceptable for machine learning problems as you don’t lose out on
important information that helps to separate the classes.
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3.4.2. Fisher’s discriminant analysis(FDA)
This method is based on the LDA method, it takes into account the class labels unlike the
PCA and usually yields better results for supervised learning applications because the labels
are known for the training set. Additionally, no mean normalization is required when using
FDA[55].
The procedure for FDA is as follows

• Compute Between Class(𝑆ፁ) and Within Class(𝑆ፖ) covariance matrices using equations
3.4 and 3.3 respectively.

• Perform SVD for the matrix 𝑆ዅኻፖ 𝑆ፁ
• Choose k columns of the left singular vectors matrix 𝑈፫፞፝፮፞፝
• Compute new feature vectors and find variance explained by the transformed features

𝑥(።)፫፞፝፮፞፝ = 𝑈፫፞፝፮፞፝ × 𝑥(።) (3.22)

The variance accounted for(VAF) is computed from the singular values as

∑፤።ኻ 𝑆።።
∑፧።ኻ 𝑆።።

(3.23)

3.5. Performance Metrics
Comparing the different algorithms requires the selection of performance metrics, the follow-
ing sections describe metrics that were used in the analysis.

3.5.1. Confusion Matrices
In the context of binary classification, confusion matrices are an overview of all the decisions
made by the classifier and is usually represented by a two dimensional table with predicted
outcomes along one dimension and actual outcomes along the other. The confusion matrix
is shown in Figure 3.7 and is composed of four types of outcomes: True Positives(TP), True
Negatives(TN), False Positives(FP) and False Negatives(FN).

Figure 3.7: Confusion Matrix for binary classification

For a M class problem, the confusion matrix is a 𝑀 ×𝑀 matrix that has the predicted class
labels along one dimension and the true class labels along the other. This metric helps eval-
uate where the most misclassifications are happening and provides insight into the classes
that are hard to predict with the given set of features.

3.5.2. Area under Receiver Operating Characteristic Curve(AUC)
This metric is again defined for a binary classification problem for classifiers that output
probabilities. It is derived from the receiver operating characteristic curve(ROC) which is a
graph of the diagnostic ability of the classifier as the probability threshold used to make a
decision is varied. Two metrics from the confusion matrix, the true positive rate(TPR) defined
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as ፓፏ
ፓፏዄፅፍ and the false positive rate(FPR) defined as ፅፏ

ፅፏዄፓፍ are needed to plot the curve, it
is determined for probability threshold intervals in the range [0,1]. Figure 3.8 shows an
example of the ROC, the area under the curve is the blue area and represents the probability
that the classifier will assign a higher score to a randomly chosen positive integer than to
a randomly chosen negative integer. The AUC is therefore a good metric to evaluate the
discrimination capability of the classifier. The dashed line represents the ROC of a classifier
that just randomly predicts 1 or 0 for test points, any classifier whose ROC is below that line
is a shouldn’t be chosen. Such an ROC could be the an indication of incorrect labelling of
data.

Figure 3.8: Receiver Operating Characteristic Curve

For a multiclass problem with M classes, Hand et al.[61] use an approach similar to an OvO
classification approach. The AUC is calculated for two classes(𝜔። , 𝜔፣) at a time and is then
averaged over the total number of pairwise classifiers.

𝐴𝑈𝐶፭፨፭ፚ፥ =
2

𝑀(𝑀 − 1) ∑
{Ꭶᑚ ,Ꭶᑛ}∈ፌ

𝐴𝑈𝐶(Ꭶᑚ ,Ꭶᑛ) (3.24)

This measure is insensitive to skewed class distributions. This metric was used to evaluate
the algorithms used for the static mode classifier.

3.5.3. Classification Error
The classification error is defined as

𝛿 = Number of incorrect predictions
Total number of predictions

(3.25)

For the locomotion mode recognition problem the error can be broken down as a steady state
error(𝛿፬፬) where the mode doesn’t change and a transitional error(𝛿፭፫) where the mode is dif-
ferent before and after the gait event of interest. Transition decisions are much more critical
than steady state decisions, therefore a weighted error is used to evaluate the performance
while calibrating the parameters of the intent recognition model learned by the classifier.

𝛿፰ = (1 − 𝑃፬፬) × 𝛿፬፬ + 𝑃፬፬ × 𝛿፭፫ (3.26)

𝑃፬፬ =
Number of steady state steps

Total number of steps
(3.27)
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3.5.4. Decision Time
Decision time is an important metric used to evaluate the performance for the real time
implementation of the algorithm, it gives an estimate of the classification delay which is the
extra time needed after the gait event to make the decision. For the static mode classifier,
it is the time required after a certain transition for the switching of modes, the computation
time is negligible as the models used are simple.
For the dynamic mode classifier, the decision time is dependent on the delay induced by the
sliding interval for the windows and the computation time

Decision Time = Interval delay+ Computation Time (3.28)

The computation time was determined in MATLAB using the tic toc function. The interval
delay was determined based on the time-stamp after the gait event when the classifier was
called.

3.6. Methods of Testing
A systematic approach was used to evaluate and choose the best algorithms for the hybrid
classifier. A robust evaluation of the algorithms requires that the data sets be split into
training, cross validation and test sets. This is done to avoid the problem of over-fitting
wherein the model is fit very well to the training data, resulting in low errors when tested on
the training set itself.

A common practice is to only perform cross validation where the data set is split into folds,
the performance is then evaluated iteratively. In each iteration, one of the folds acts as the
test set and is excluded from training. Figure 3.9 shows the cross validation method.

Figure 3.9: Cross Validation Procedure

Just doing the cross validation isn’t sufficient to evaluate the performance. This is because
each algorithm has a few governing hyper-parameters that need to be set by the user, cross
validation is therefore used to calibrate the model by choosing the model with the least
weighted error. An additional test data set is then needed to find the classification errors
using the calibrated model. This test data set hasn’t been seen by the algorithm at all during
training and cross validation and is therefore a good measure of generalization.

3.6.1. Static Mode Classifier Testing
The first step in the analysis of the static mode classifier is to evaluate the feature re-
duction techniques, the Variance Accounted For (VAF) is used to determine the best tech-
nique.Following this for the GMM, parameters such as the number of gaussians used to fit
the resulting feature space and the window size used to extract the features need to be eval-
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uated. The AUC metric was used to evaluate the performance. For the NB classifier, the best
window size has to be determined. The procedure adopted was as follows

1. Divide data into 10 folds.

2. Perform feature reduction on training data using PCA or LDA and save the transforma-
tion weights.

3. Fit Gaussian mixtures for 𝑛፦ = 2, ....., 6 on the training data.

4. Reduce the features of test data using transformation weights calculated for training
data.

5. Determine AUC for the test data and average over the folds.

6. Fit a Naive Bayes model to the data.

7. Repeat for different window sizes.

8. Compare performance over the number of gaussians, window size and classifier choice.

In order to get a stable estimate of the parameters of the GMM, normalization in the range
[−1, 1] is done for all the reduced features.

3.6.2. Dynamic Mode Classifier Testing
The performance of the dynamic classifiers were evaluated for both user dependent and user
independent cases. Many factors influence the performance of the algorithms like the window
size, feature sets. A systematic evaluation was therefore needed. The step wise procedure
adopted for this is as follows:

First the window sizes were evaluated for all the classifiers
A: User Dependent : Effect of Window Size

1. Data for one subject is split with 80% going for the training and cross validation and
20% for testing.

2. Training data divided into 5 folds and cross validation is performed.

3. The model which gives the best weighted accuracy is chosen.

4. Steady State, Transitional and Overall errors determined for test set when classifying
with the chosen model.

5. Repeat steps 1-3 for each window size.

6. Repeat steps 1-4 for each subject.

7. Determine mean and standard deviations of classification errors over the subjects.

8. Compare performance over the different window sizes.

After choosing the window size, the effect of having a delayed window that incorporates
data after a gait event was evaluated. The procedure adopted is the same as in step A but
with interval of delay as the parameter of interest.
After this evaluation, the effect of adding new features is investigated.The additional features
are split into 3 groups: stride features which are only available for the heel contact classifier,
orientation features and energy and entropy features.

B: User Dependent : Effect of Additional Features

1. Data for one subject split with 80% going for the training and cross validation and 20%
for testing.

2. Training data divided into 5 folds and cross validation is performed.
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3. The model which gives the best weighted error is chosen.

4. Steady State, Transitional and Overall errors determined for test set when classifying
with the chosen model.

5. Repeat steps 1-3 for each subject.

6. Repeat steps 1-4 for each set of additional features.

7. Determine mean and standard deviations of classification errors over the subjects.

8. Compare performance with baseline classifier trained with simple features.

All further analysis is done with the chosen window size and with an augmented feature set
that has the useful additional features. The best algorithms are also chosen for the next part
of the analysis based on the user dependent results.

C: User Independent
For N subjects, the following procedure is adopted to find the effect of including more

subjects data in the training set.

1. Leave out data set of Nth subject for testing.

2. Randomly select data sets of subject’s 1 through (𝑁 − 1) and pool the data.

3. Train the classifier with the pooled data set.

4. Determine the Steady state, Transitional and Overall errors for the Nth subject.

5. Run 10 iterations of steps 2-4, with subject as a a random variable.

6. Determine mean and standard deviations of the classification errors over the iterations.

7. Repeat steps 1-6 by varying number of subject’s in the training set from 1 to 𝑁 − 1

8. Compare performance over the number of subjects.

In addition to this, all classifiers are tested based on leave one out cross validation. The
procedure for this is

1. Select data set of nth subject for 𝑛 = 1, ....., 𝑁 as test set.

2. Pool data of remaining subjects as training set.

3. Classifier trained for the pooled data set.

4. Steady state, Transitional and Overall errors are determined for the test set.

5. Mean and standard deviations of the classification errors determined over the subjects.

6. Repeat for the different classifiers.

7. Compare performance over the classifiers.

The final algorithm is selected based on generalization capability which is judged based on
the user independent analysis.
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3.6.3. Hybrid Classifier Testing
The best algorithms are chosen for the components of the hybrid classifier. The real time
performance is of interest for this classifier and it would use continuously extracted features.
The static mode classifier utilizes continuous windows extracted at every interval of Δ𝑡 =
10𝑚𝑠, the predictions for each window are stored in a voting vector. A majority voting scheme
is then used wherein 80% of the decisions should be in agreement for the classifier to switch
modes. The use of the majority voting scheme necessitates an additional parameter which is
the length of the voting vector. The classification error and decision time are used to decide
the optimal voting vector length in a user dependent analysis. This was only done for the
optimal static mode classifier obtained through the analysis described in section 3.6.1. The
voting vector lengths were varied from 10 to 100 in increments of 5. Ideally, a 0% error should
be achieved at a certain voting length.
The dynamic mode classifier also uses windows of a fixed size extracted continuously at
every 10ms interval. Since decisions are made when a gait event is detected, using discrete
windows is problematic as the algorithm would send feature vectors that have been extracted
with a smaller window to the trained classifier. Such feature vectors would be misclassified as
the region of feature space they span would be different. The nature of the feature extraction
used would result in a maximum delay of 10ms, in addition to this the computation also
induces a slight delay.
The hybrid classifier was tested using leave one out cross validation with respect to the
subjects. The error rates were determined separately for the static and dynamic classifiers
based on all decisions within every trial recorded for that subject. It is difficult to find the
decision time for the static classifier because of the user independent nature of the analysis.
Instead, computation times were determined for the static classifier and decision times for
the dynamic classifier. The performance metrics were then averaged over the trials. A total
of 476 trials was evaluated for the final analysis.
The overall performance of the hybrid classifier is evaluated based on the decisions for each
trial. Trials are flagged successful if all decisions are correct and unsuccessful if there is
incorrect switching to a different mode. The time taken to correct decisions for the static
mode classifier was also noted. The unsuccessful trials were further evaluated to find which
component causes the error.
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4
Results & Discussion

This chapter compiles the results obtained for the analysis of each component of the hybrid
classifier.

4.1. Static Mode Classifier
The static mode classifier operates on dimension reduced features. Therefore feature re-
duction was first performed on the training data set and visualized to see the separation in
classes. Figure 4.1 shows the 3 dimensional feature space when FDA was used for dimension
reduction and has much better class separation than when PCA was used for dimension re-
duction which is shown in Figure 4.2. The plots are for normalized feature values and serve
as the input to the GMM and NB classifier.
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Figure 4.1: FDA dimension reduction to 3 dimensions
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Figure 4.2: PCA dimension reduction to 3 dimensions

For reduction to 3 dimensions, on average FDA retains 99.99% of the variance in the data.
PCA on the other hand retains a slightly lower 93.08%. PCA is unable to retain as much
variance as FDA because the dimension of the input feature space is high. 26 features were
used in total for the analysis, a reduction to 3 dimensions is therefore a steep decrease in
dimensionality. It was noticed that at least 5 dimensions are needed to retain 99% of the
variance. To avoid convergence problems for the static mode classifier algorithms ,PCA was
dropped for further analysis.
A range of Gaussian mixtures were fit to the feature reduced data and the performance was
evaluated with the AUC metric on the test data set. Figure 4.3 shows the effect of the window
size on the AUC score. It scales linearly with larger windows having a higher AUC score. The
performance of the classifier with the 2 dimensional data is only slightly better when com-
pared to the 3 dimensional data. The AUC score reduces by ≈ 0.002. Normally, an increase
in dimension should correspond to a higher AUC score. However, this isn’t the case because

33



34 4. Results & Discussion

the 3rd component of the FDA only accounts for 1𝑒 −6 of the variance. This is much smaller
compared to the other components and therefore no gains are noticed in the AUC score. A
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Figure 4.3: AUC score for a GMM fit with 3 gaussians for different window sizes

mixture with 3,4,3 and 3 Gaussian distributions gives the best AUC scores for windows of
size 50,100,200 and 300 ms respectively. Figure 4.4 shows the effect of the number of gaus-
sians on the AUC score, in general the AUC doesn’t vary much with this parameter. Therefore
the least complex model is chosen as that speeds up the computation time for test points.
On analyzing the results, the mixture with 3 gaussians for features reduced using FDA to 2

Figure 4.4: AUC scores with varying number of gaussians for a window size of 300ms

dimensions gives the best performance. The window size has a more pronounced effect on
the performance, the classifier achieves a high AUC score of 0.994 when a window size of
300ms is used.
A NB model was also fit to the data, Figure 4.5 shows how this model compares to the best
GMM for the different window sizes. The GMM consistently has a higher AUC score than
the NB model. The NB model assumes statistical independence of features, any correlation
between the features would give an inaccurate model and lower AUC scores. GMM on the
other hand uses a full covariance matrix that picks up on correlations in the features. This
is the reason why it performs better.
These results were obtained for windows that did not have any overlap, however the ac-
tual implementation in the hybrid classifier will have overlapping windows with a majority
voting scheme to smooth out the decisions, the performance of this modified classifier will
be described further in section 4.3. The 2 dimensional GMM with 3 components and 17
parameters in total was used for that analysis. The final implementation also uses a user
independent model for the static classifier which is trained using pooled data.
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Figure 4.5: GMM versus NB for static mode classification

4.2. Dynamic Mode Classifier
4.2.1. User Dependent Classification
A systematic approach was used to evaluate the user dependent classification results. First
the effect of the window size and classifier choice was investigated.

Effect of Window Size
Three window sizes from 100 to 300ms in intervals of 100ms were investigated to observe
if any linear relationship exists between error rate and window size. A maximum window
size of 300ms was used as it has approximately half of the gait information between two
successive gait events which captures most of the variability in the gait mode. Only basic
features were used for this analysis. Figure 4.6 shows the mean classification errors and
±1Standard Error of the Mean(SEM) for the heel contact classifier for each of the algorithms
across these window sizes. A clear linear trend can be observed for the LDA and SVM algo-
rithms in both the steady state and the transitional error, for the RVM only the steady state
error decreases. The error reduces significantly for the LDA algorithm, for the SVM the error
reduction isn’t as significant and this is because the feature vector is mapped to a new space
in which it maximizes the margin between classes, this mapping is more important for a
better performance from the SVM algorithm. The KNN and NB algorithms give higher errors
than the rest of the algorithms and are not affected by the window size, this is because the
parameters used in these algorithms are not very robust and do not pick up on subtle differ-
ences in the feature vectors obtained using different window sizes. For instance, changing
the number of neighbors, a parameter of the KNN algorithm affects the final classification
error more than the modified feature vectors. The results reported here were obtained using
a heuristic[57], where the number of neighbors is the square root of the number of training
points.
Based on these results, a 300ms window was chosen for further analysis as it gives the best
results for a majority of the algorithms. Since the static mode classifier also uses a 300ms
window, there is no need to store two different feature vectors for the two classifiers which is
another reason why this window size was focused on.

Effect of delayed windows
It could be useful to add information after a gait event has occurred, this would mean that
the decision from the classifier would be delayed but it can be a reasonable trade-off if lower
error rates are achieved and if the delay doesn’t have an impact on balance. For the 300
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Figure 4.6: Classification Error Versus Window Size

ms window the effect of such delays was analyzed, 4 delays were off interest: 30ms, 60ms
,90ms and 120ms. This was investigated for the three best classifiers, Figures 4.7 and 4.8
show the mean error rates for the different delays for the heel contact and toe off classifiers
respectively when compared to the baseline results of having no delay. For RVM, the error
rates only show an improvement with a delay of 120ms which is too high for implementing
on a prosthesis. The steady state error goes down with increasing delay for the heel contact
classifier for LDA and SVM, no such trend is observed in the transitional error for the LDA
which has the best transitional error at a delay of 60ms, however the overall error remains
at the same level. The transitional error increases with delay for SVM whereas the overall
errors remain at the same level so using a delay does not improve the performance of the
classifiers enough across all choices to warrant it’s inclusion in the hybrid classifier.
For the toe off classifiers, no clear trend exists in the error rates across the algorithms. For
LDA the best error is achieved with a delay of 30ms and for the SVM and RVM when a delay
of 60ms is used. The critical transitional errors are quite low when using the respective
delays so it would make sense to include it in the implementation for the prosthesis provided
it doesn’t impact gait stability. A separate feasibility study is needed to see the impact of
delayed control actions on gait stability and if it is perceived by the user, a choice can then
be made on whether delayed windows should be used. For the rest of the analysis in this
thesis though it doesn’t make sense to continue with the delayed windows as the overall error
rates remain at the same level.

Effect of Additional Features
For the algorithms where the window size didn’t significantly reduce the error, adding ad-
ditional features can be helpful. For the SVM and RVM algorithms it could improve the
mapping between the input feature space and the kernelized feature space thus giving better
performance, for the KNN and NB algorithms it could improve the class separability and thus
reduce the number of misclassifications. The additional features were grouped into 3 sets,
and the effect of each set on the classification errors when compared to the baseline classifier
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Figure 4.7: Classification errors for different delays in heel
contact classifier
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Figure 4.8: Classification errors for different delays in toe
off classifier

was then investigated. Since the RVM takes a longer time to train and it shares the same
underlying machinery as SVM have of using a kernel to transform the feature vector, the
analysis was done for the SVM only and the final set of features was used to evaluate the
performance of the RVM.
Figure 4.9 shows the mean classification error ±1SEM of the heel contact classifier when us-
ing stride features compared to the baseline performance. Adding the stride features reduces

Figure 4.9: Baseline Classification Error compared to Classification Error when using stride features
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both the steady state and transitional errors for the SVM and NB algorithms only marginally.
For the LDA algorithm, the transitional errors go down marginally and the steady state per-
formance remains the same whereas for the KNN algorithm adding these additional features
worsens the classification error. The stride features were obtained by integrating acceler-
ations in the vertical direction and in the walking direction, however these directions were
obtained by only using the sagittal plane orientation of the shank estimated using a com-
plementary filter. Therefore the stride length and height are not precisely estimated which
is the reason why there is only marginal reduction in error. A more accurate 3D orientation
estimated using a non linear kalman filter can vastly improve the value of the stride features
and can help in distinguishing specifically the stair modes from the other modes.
Figure 4.10 shows the mean classification error ±1SEM of the heel contact classifier when
using orientation features compared to the baseline performance. Adding the orientation fea-

Figure 4.10: Baseline Classification Error compared to Classification Error when using orientation features

tures decreases the steady state error for all the algorithms in general, it gives a significant
reduction for the SVM and NB algorithms. The transitional errors remain at the same level
when compared to the baseline. The orientation of the thigh is indirectly encoded as it is
the linear combination of the orientation of the shank and the relative orientation between
the thigh and shank which is the knee angle recorded by the goniometer. This orientation
doesn’t vary much between the ramp modes, LW and SD however since the hip flexes more
during SA the orientation of the thigh is different for this mode. The orientation features thus
only add information for one mode. To gain further insight into the misclassifications, the
confusion matrix for the SVM classifier for one subject shown in Figure 4.11 was plotted to
see which modes are being mislabelled the most. A majority of the misclassifications were
between the ramp modes and LW, a 100% recognition rate is achieved for SA and only one
decision was wrong for SD mode. The confusion matrix confirms as predicted that the ori-
entation features don’t add much value for the ramp modes.
Figure 4.12 shows the mean classification error ±1SEM of the heel contact classifier when us-
ing energy and entropy of the accelerometer channels compared to the baseline performance.
These features only reduce the steady state error whereas the transitional error remains at
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Figure 4.11: Confusion Matrix for one subject

Figure 4.12: Baseline Classification Error compared to Classification Error when using signal energy and entropy

the same level, since these features are computationally expensive to calculate they were not
used for the final hybrid classifier implementation. The energy and entropy are higher for
the stair modes but most misclassifications happen between ramp modes as shown earlier
which is why not much improvement is noticed in the transitional error.
Figures 4.13 and 4.14 show the error rates of the classifiers when ground reaction force fea-
tures are added to the baseline features. The WR-Lab data set was used for this analysis.
A reduction was obtained across all errors for the SVM algorithm but not for LDA for which
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Figure 4.13: Effect of Ground Reaction Forces on Heel
Contact classifier performance

Figure 4.14: Effect of Ground Reaction Forces on Toe Off
classifier performance

only the steady state error goes down, this is because the number of transition steps in this
investigation was quite small when compared to the dimension of the feature space and the
algorithm is unable to fit a proper model that adapts to these steps. The SVM is capable of
adapting to higher dimension data sets with few training examples and therefore the results
can be relied on, it would therefore make sense to add sagittal plane ground reaction forces
to the feature vectors for the prosthesis classifier.

Effect of Grouping Modes
The investigation of the confusion matrices yielded that the ramp modes are hard to distin-
guish from LW. For the prosthesis, it is possible to either use similar low level control set-
tings for RA and LW modes or just have a LW mode with a slope estimator. This enables the
grouping of locomotion modes making it either a 4 mode(LW,SA,SD,RA) or 3 mode(LW,SA,SD)
problem for the intent recognition system. Figure 4.15 shows the effect this has on the er-
rors of the various algorithms. These results were obtained with the additional stride and
orientation features included.
Grouping the modes significantly reduces the misclassification rate as was expected, LDA
and SVM give the lowest overall error of ≈ 2% with the SVM giving the lowest transitional
error of 4.87%. The transitional decisions are the most critical decisions the classifier has
to make. RVM also gives a low overall error of 2.51% and selects on average only 11 feature
vectors from the training set compared to 60 which the SVM uses in it’s model. However
the training time is rather high which is a real downside and it grows exponentially with the
number of feature vectors in the training set. KNN is the worst performing algorithm, this
could be due to the dimension of the feature space and overlapping class distributions that
the instance based learning cannot adapt to. NB does give a low overall error but the critical
transitional error is 17.69%,which is too high to implement on the prosthesis.
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Figure 4.15: Effect of grouping modes on heel contact classifier

4.2.2. User Independent Classification
The user dependent classification yielded the LDA and SVM to be the best algorithm choices
for intent recognition. The performance of the algorithms generally deteriorates when tested
on a novel subject due to inter subject gait variability. For a more robust evaluation, the
generalization capability of these algorithms was investigated. One major factor that effects
the performance is the training set size which is described in the following section.

Effect of training set size
Figure 4.16and 4.17 shows the mean classification errors of the heel contact and toe off
classifiers respectively trained with different number of subject data sets in the training set for
3 mode classification, all errors go down with an increase in the training set size. Plateauing
is present for the steady state error and not much improvement is noticed after 5 subjects
for the toe off classifier with the error settling around the 3% mark, the transitional error
however goes down at a faster rate and doesn’t plateau for the heel contact classifier so a
better performance can be obtained by adding more data.
SVM has very good generalization capability. For models trained with just one subject’s data
gives a much lower steady state error than LDA. This trend is consistent with increasing
number of subjects as well. In addition to this, the standard error for the SVM is lower
over the iterations indicating that is independent of a random choice in the data used in the
training set which is advantageous. The error from the LDA algorithm seems to converge to
that of the SVM for the toe off classifier, however this could be because of the choice of the
novel subject. The model could be picking up on correlations in the data between subjects
used for the analysis. To evaluate if this is the case leave one out cross validation was done
where each subjects data was used in turn as the test set

Leave One Out Cross Validation
Figure 4.18 and 4.19 show the results of the leave one out cross validation for the heel contact
and toe off classifiers respectively when using different number of modes. The SVM gives the
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Figure 4.16: Effect of training set size on classification error for Heel Contact classifier, Window Size=300ms

Figure 4.17: Effect of training set size on classification error of Toe Off Classifier, Window Size=300ms

lower error rate across all the models and is therefore a good choice for the hybrid classifier
implementation.
Not much improvement is noticed when the number of modes is reduced from 5 to 4 especially
for the transitional errors which means that there is still a lot of variability in RA mode among
the subjects and the models cannot adapt to it. A significant improvement is noticed when all
ramp modes are relabelled as LW which is why this configuration was used for the analysis
of the hybrid classifier.
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Figure 4.18: Leave One Out Cross Validation for Heel
Contact Classifier

Figure 4.19: Leave One Out Cross Validation for Toe Off
Classifier

4.3. Hybrid Classifier
The hybrid classifier combines the two classifiers discussed in the previous two sections and
optimally combines the decisions to give an output. This classifier operates with 300ms
sliding continuous windows extracted at an interval of 10ms as was previously used in a
real time implementation by Varol et al.[30] for a multimodal intent recognition system that
aimed to classify Si, St and LW. The interval size can impact the results when looking at
time scales of 10ms but that would induce additional delays in the decisions, also using a
smaller time scale is computationally more expensive as feature vectors have to calculated
more frequently. A 10ms interval is an optimal trade off between delay and computational
burden.

4.3.1. Optimal Voting Length
A sliding window implementation requires the use of a voting scheme to smooth out the
decision from the static classifier, the length of the voting vector has an impact on the clas-
sification error, Figure 4.20 shows the mean classification error against the voting vector
length for user dependent classification. It wasn’t possible to reach a 0% error for the static
classifier, this is because the data set used for the study had a lot of mislabelled data points
especially between St and LW, in addition to this a threshold of 20∘ was used while relabelling
the Si and St modes which is high, most studies use a threshold of 5∘. The error rate satu-
rates at the 6% mark for a voting vector length of 50 and higher, this would give a minimum
overall delay of 𝑑 = ፟

ኼ + 𝑙፦ፚ፱ × 𝛿𝑡 = 650𝑚𝑠, where 𝛿𝑡 is the sliding interval and the window
size 𝑓 = 300𝑚𝑠. Ideally a delay below 500ms is preferred which would be possible on adding
ground reaction forces and moments to the feature set. A preliminary investigation was done
for the optimal voting length when using GRF for the WR-Lab dataset. Figure 4.21 shows
the mean error rate against the voting length. It is possible to achieve a 0% error for voting
length 25 and higher, this would result in a minimum delay of 400ms, which is within the
acceptable limit.

The hybrid classifier uses an user independent model of the static classifier. The perfor-
mance would deteriorate even further because of inter subject variability. In order to avoid a
high misclassification rate a transition probability matrix was included for the static classi-
fier that mitigates transitions from LW to Si and vice versa. The transition probability matrix
was a diagonal matrix with the class probabilities as the elements of the diagonal, for the
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Figure 4.20: Analysis of Voting Length
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Figure 4.21: Analysis of Voting Length when using GRF features

final analysis the probabilities were set to the following values

𝑇ፒ። =

𝑆𝑖 𝐿𝑊 𝑆𝑡

( )
0.4 0 0 𝑆𝑖
0 0.2 0 𝐿𝑊
0 0 0.4 𝑆𝑡

, 𝑇ፋፖ =

𝑆𝑖 𝐿𝑊 𝑆𝑡

( )
0.02 0 0 𝑆𝑖
0 0.6 0 𝐿𝑊
0 0 0.38 𝑆𝑡

, 𝑇ፒ፭ =

𝑆𝑖 𝐿𝑊 𝑆𝑡

( )
0.33 0 0 𝑆𝑖
0 0.33 0 𝐿𝑊
0 0 0.33 𝑆𝑡

(4.1)
These probabilities were selected based on the likelihood of the respective transitions hap-
pening, for instance directly going into Si mode from LW is a very unusual transition so a
low probability is associated to that element of the matrix, on the other hand, it is possible
that one goes from Si to LW when there is an insignificant standing period and therefore this
transition has a higher probability than the reverse case. This assumption allowed the use
of a shorter voting length of 35 which would give an overall delay of 500ms, the error rate
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obtained was 4.92% for the user dependent analysis.

4.3.2. Error Rates and Computation Times
Table 4.1 shows the leave one out cross validation results, with separate error rates for the
static and dynamic mode classifiers. Computation times have been reported for the static
classifier and decision times for the dynamic classifier. The choice of SVM a non probabilis-

STATIC CLASSIFIER(GMM) DYNAMIC CLASSIFIER(SVM)
Error Rate(%) Computation Time(ms) Steady State Error(%) Transitional Error(%) Overall Error(%) Decision Time(ms)
11.3 ± 0.5 0.08 ± 0.004 1.53 ± 0.5 18.3 ± 1.7 3.4 ± 0.5 9.76 ± 0.19

Table 4.1: Performance Metrics for non probabilistic hybrid classifier

tic classifier for the hybrid classifier had some drawbacks as the outputs of the classifiers
couldn’t be combined for the overlapping LW mode, this led to high error rates of ≈ 20% for
the static classifier. The solution adopted for this was to utilize the decision of the dynamic
classifier to correct that of the static classifier, this helps to transition quicker and also mit-
igates the confusion between St and LW. The results in Table 4.1 are for the system that
includes the above said rule, this gives an error reduction of ∼ 9%. The error rates were
obtained using all the decisions from the static classifier, since this occurs every 10ms it is
based on many decisions and doesn’t account for the delay in the decisions. Instead, it is a
measure of the degree of overlap between the ground truth and the prediction. In the overall
performance of the hybrid classifier, only the transition decisions for the static modes are
considered which is a better measure.
A high transitional error of ∼ 18.3% was obtained for the dynamic classifier. The transition
errors predominantly occur when the right leg is the trailing leg, the reason for this can be
understood from Figure 4.22 which shows the knee angle for one such trial and the true and
predicted labels at the different gait events, the misclassification occurs in the heel contact
classifier. The data is labelled such that if either leg enters a certain mode then all the gait
events of both legs are labelled with the new mode till the next transition occurs. This is an
issue as the trailing leg is still in the previous mode and therefore the gait kinematics and
kinetics resemble that mode more. This leads to the classifier making a wrong prediction.
The toe off classifier also has a similar issue. In all cases, the prediction at the next gait event
is correct so the system is capable of switching to the right mode if labelled correctly.
The data was relabelled with respect to the right leg. Specifically, Table 4.2 shows the ob-
tained error rates when the data was relabelled with respect to the right leg. The transitional
error decreases to ∼ 7% and this decreases the overall error , the steady state error on the
other hand goes up, any errors in predicting LW mode can be rectified with a static classifier
that can detect all transitions correctly.

STATIC CLASSIFIER(GMM) DYNAMIC CLASSIFIER(SVM)
Error Rate(%) Computation Time(ms) Steady State Error(%) Transitional Error(%) Overall Error(%) Decision Time(ms)
11.3 ± 0.5 0.08 ± 0.004 2.19 ± 0.5 7.17 ± 2.4 2.62 ± 0.5 9.59 ± 0.26

Table 4.2: Performance Metrics for non probabilistic hybrid classifier with relabelled data

The use of a probabilistic framework that combines the decisions of the static and dynamic
classifiers can also improve the performance. To investigate this, an RVM model which was
trained on the pooled data was tested with one novel subject’s data and the error rates were
compared to the classifier that uses the non probabilistic SVM model. The Gaussian mixture
models give probabilities on different scales for the 3 modes whereas RVM outputs probabili-
ties in the range [0, 1], to compare the two the output of the GMM was first standardized and
then the probabilities were scaled with respect to each other. A threshold of 0.9 was set for
the overlapping LW mode and if any of the classifiers output a higher probability the decision
of both classifiers was changed to LW. This rule yielded a reduction in the error for the static
classifier. Table 4.3 shows the obtained error rates, decision and computation times for the
algorithm.
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Figure 4.22: Example of a typical misclassification

STATIC CLASSIFIER(GMM) DYNAMIC CLASSIFIER(RVM)
Error Rate(%) Computation Time(ms) Steady State Error(%) Transitional Error(%) Overall Error(%) Decision Time(ms)

9.94 0.06 1.13 7.29 2.75 6.52

Table 4.3: Performance Metrics for probabilistic hybrid classifier

4.3.3. Overall Performance
Figure 4.23 shows the ground truth and the predictions of the hybrid classifier for one of
the successful trials. The classifier is able to successfully detect all transitions for this trial,
the incorrect labelling of the data has an effect on the predictions between St and LW and
can be observed as an early onset of St for this particular trial. The user wouldn’t be able
to notice the change if he is close to gait termination, the use of a controller that has an
overlap between the static modes for the prosthesis could also make the delay in transition
imperceptible. The user independent nature of the classifier causes a longer decision time
for some transitions. The maximum delay for a decision was 610ms and it occurred for the
transition between St and LW. On the other hand, the hybrid classifier allows early detection
of the transitions between Si and St for the static classifier. This is due to differences in the
knee velocity among the subjects.
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Figure 4.23: Mode Profiles: Ground Truth and Predictions for a successful trial

Figure 4.24 shows the ground truth and the predictions of the hybrid classifier for one of
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the unsuccessful trials. Errors arise in both the static and dynamic classifiers for this trial.
There is one incorrect decision each for the toe off and heel contact classifier for the SD mode.
The static mode classifier switches to St mode during LW mode, this can be attributed to the
mode distribution overlap. The decision is only corrected after ∼ 300𝑚𝑠 in this trial.
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Figure 4.24: Mode Profiles: Ground Truth and Predictions for an unsuccessful trial

Out of the 476 trials that were investigated, 229 trials were successful and had a 0% error.
The remaining 244 trials were unsuccessful and had several issues. In 22 of these trials,
direct switching occurs between the static modes Si and LW, mainly because the St mode
separating the two lasted for a small duration. One such trial is shown in 4.25 where the
classifier fails to recognize the St mode at the end of the trial. The use of the majority voting
scheme requires that a certain mode persists for at least 80% of the voting length, which is
280ms provided the modes don’t have overlapping distributions. This is not the case with
the data set and is the reason why the transitions were missed.
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Figure 4.25: Mode Profiles: Ground Truth and Predictions for an unsuccessful trial with missed static mode transitions

In all the remaining incorrect trials the transitions are detected correctly for the static
modes. However, the classifier wrongly switches to St mode for periods of average 410𝑚𝑠 while
in LW mode. The minimum time it stays in the incorrect mode depends on the voting length.
These set of trials also had errors from the dynamic mode classifier, Figure 4.26 shows the
confusion matrix for all the decisions made by this classifier. Most misclassifications occur
for the SD mode. Two subjects in particular had a lot of incorrect decisions, the reason for
this is their lower gait speed. The average trial times for the subjects are plotted in Figure
4.27, the data of subjects 4 and 10 were the ones with the most misclassifications. As the
window size is fixed, all the simple statistical features will be different as the percentage of
gait cycle covered by the window is smaller. The gait speed is therefore an important aspect
that should be considered in the design of user independent classifiers.
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Figure 4.26: Confusion Matrix for user independent classification
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Figure 4.27: Trial times(Mean ± 1SD) for each subject

Confidential



5
Conclusions

5.1. Summary
Locomotion Intent Recognition is an important element in the hierarchical control of an active
transfemoral prosthesis. Intent recognition can be treated as as supervised machine learning
problem and a variety of a algorithms can be used to train models that are used to predict the
intent. The performance of the different algorithms is dependent on the statistical properties
of the data, therefore a robust analysis is needed to choose the best algorithm that generalizes
well to the data set. This thesis demonstrated that a hybrid classifier that combines the
outputs from models obtained using different algorithms aids in achieving a lower error rate.

The performance of a hybrid classifier framework was evaluated using healthy subject gait
data. The classifier only uses mechanical sensors and includes a 6-axis inertial measurement
unit and a knee position sensor. The hybrid classifier has a static classifier that separates
the classes of Si, St & LW, and a dynamic classifier that separates the classes of LW, SA,
SD, RA & RD. Each of these classifiers were evaluated separately offline based on different
parameters such as the classifier choice, window size & features.

The static classifier required the use of feature reduction to reduce the dimension of the
feature space. FDA retains more than 99% of the variance in the data whereas PCA retains
92% when the feature vectors were reduced to 3 dimensions. Two probabilistic algorithms:
Naive Bayes & GMM were then compared using the AUC metric. The feature vectors for 4
different window sizes 50,100,200& 300ms reduced using FDA were compared to find the
optimal window size. GMM give a higher AUC score consistently across all window sizes
and the highest AUC score was obtained for a 300ms window. The 3 component mixture
model gave a good trade-off between the number of parameters and performance. The static
classifier also required the use of a majority voting scheme to smooth out the decision when
using sliding windows, the lowest error that could be obtained was ≈ 5.5% when using a
voting vector length of 50 giving a total delay of 650ms. The non zero error rate is partly due
to incorrect labelling of the data for the St and LW mode. To reduce the overall delay and the
error a series of transition probability matrices were used that prevented strange transitions
from Si to LW and vice versa, with this framework a voting vector length of 35 could be used
giving an overall delay of 500ms which is acceptable for the static modes.

The dynamic classifier uses windows extracted preceding the gait events of heel contact
and toe off. The algorithmic choices for this include LDA, SVM, RVM, KNN, & NB. 3 window
sizes of 100,200 & 300ms were investigated and the steady state, transitional & overall er-
rors were used to compare the performance. The input features were split into 4 categories:
simple features that had statistical descriptors like the mean, standard deviation, maximum,
minimum, initial & final values; stride features that had the stride length and stride height;
orientation features that had the initial and final value of the absolute orientation of the
shank; energy and entropy features.
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An optimal window size of 300ms was obtained when using the simple feature set. LDA, SVM
give the lowest error rates and the next best algorithm is RVM which gives a very light model
but at the expense of a much higher training time. Adding information after a gait event only
yielded about 0.5 − 1% improvement in the overall error rate, this was based on the analysis
of 4 delays of 30,60,90 & 120ms. No correlation was observed between the delay and the
transitional error rate, the steady state error goes down when increasing the delay for the
heel contact classifier. Since a delayed decision is not preferred and the performance didn’t
improve much, delayed windows were omitted from the hybrid classifier analysis.
The additional sets of features were then added to the feature vectors of the optimal window
size. The stride features gave a lower transitional error whereas the orientation features and
the energy and entropy features yielded a reduction in the steady state error across all classi-
fiers. A good orientation estimate will improve the accuracy of the calculated stride features
and that will aid in better differentiating the stair modes from the level walking mode. The
confusion matrices gave further insight into the effect of the additional features, they don’t
have an impact on the ramp mode classifications indicating that there is an overlap between
these modes and level walking and the additional features don’t have enough information
that would help separate the modes.
From a control viewpoint for the prosthesis, it is possible to use similar low level control set-
tings for the ramp modes so the intent recognition system may not explicitly need to make
decisions on these modes. A significant improvement in error rates was obtained when group-
ing the ramp modes with level walking, both LDA & SVM attain about ∼ 2% overall error rate.
The transitional error for SVM is 4.87% which is the lowest for all classifiers

Ideally, for the prosthesis, pretrainedmodels should be able to generalize to a novel subject
so that retraining of algorithms is not required to ensure good performance. SVM gives
a lower error rate than LDA in the user independent analysis and is capable of reaching an
average steady state error rate of 3% when leave one out cross validation is done. The average
transitional error is around the 20% mark, the high error rate is because of the way the data
is labelled, relabelling the feature vectors with respect to the gait events of the instrumented
leg would yield a better performance.
An analysis on the size of the training data size on the mean classification error was also
done, for the toe off classifier the learning curve saturates for higher than 5 subjects data in
the training set. For the heel contact classifier only the steady state error rate saturates for
higher than 6 subjects data in the training set, the transitional error on the other hand could
be improved with increasing the training data set size even more. A preliminary analysis was
done for RVM up to 6 subjects in the training set, it gives good generalization just like the
SVM, however the training times limited a comprehensive evaluation and hence the results
were omitted.

The two classifiers were then combined in a hybrid classifier and the decision times and
error rates were determined. The static mode classifier gave an error of 11.3% when using the
transitional probability matrices along with a preference for the decision from the dynamic
classifier. A voting length of 35 was used for the static classifier, the decision times varied
a lot because of the user independent nature of the models. Some decisions were made
earlier than anticipated and in other cases delays greater than 500ms were observed. The
computation times were 0.08ms on average. After relabelling the data with respect to the
right leg, the dynamic mode classifier gave an average steady state error of 2.19% and an
average transitional error of 7.17% for 3 mode classification. The decision times were on
average 9.59𝑚𝑠. The use of a probabilistic framework with RVM as the dynamic classifier
was investigated for one subject. Combining the decisions gave a further reduction of 2% for
the static classifier. For the dynamic modes the hybrid classifier reaches a steady state error
of 1.13% and a transitional error of 7.29% . This framework also made quicker predictions,
requiring on average only 6.52ms. The downside of using RVM is the training time. It is
almost 10 times higher than SVM and it further scales with the training set size, however it
should be feasible to use once an analysis is done on the minimum number of subjects data
required to achieve a good generalization.

The overall performance was evaluated using the decisions for each of the 476 trials tested.
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All transitions were detected correctly in 229 trials. The remaining trials mainly had con-
fusion between St and LW for the static mode classifier and between SD and LW for the
dynamic mode classifier. The misclassifications from the dynamic classifier were mainly due
to differences in gait speeds among the subjects.

Since the 3 mode dynamic classifier gives a low overall error rate of 2.62%, it is a promising
avenue for implementing on the transfemoral prosthesis. The hybrid classifier should be
trained with properly labelled data to get accurate models so that the hybrid classifier can
make better decisions.

5.2. Comparison with existing literature
The lowest error rates reported in the literature used additional sensors like ankle angle
and velocity encoders, motor currents and ground reaction forces, moments. A number of
research articles report the steady state and transitional errors for user dependent classifi-
cation of the dynamic modes. For LDA, the lowest error was reported by Young et al.[41] , a
2% steady state and 14% transitional error was obtained. The respective errors of the LDA
based classifier in this thesis are 2.85% and 12.18%. The steady state accuracy can improve
with the inclusion of more sensors.
The static mode classifier used in the research by Varol et al.[30] reached a 0% error when
using a majority voting scheme. The results obtained in this study had a 5% error rate, this
was due to the use of higher thresholds which led to more violations and due to the way the
data was labelled.
The proposed hybrid classifier gives better performance than the user independent classifier
errors reported in Young et al.[49]. They use LW data to retrain the algorithm and report
a steady state error of ∼ 13% and a transitional error of ∼ 36% for 5 mode classification.
For the hybrid classifier using 5 dynamic mode the errors obtained were 13.2% and 22.8%
respectively. In particular,a lower transitional error is achieved.
A 3 mode user independent classifier was implemented in the article by Young et al.[41].
They make use of a DBN classifier that takes in feature vectors extracted from windows at
8 different points in the gait cycle. Additionally they make use of a mode specific classifier
that is trained specifically for transitions that are possible from a given mode, therefore for
every mode other than LW it is a binary classifier. They report a steady state error of ∼ 2%
and transitional errors of ∼ 4%. The steady state errors of the hybrid classifier are in the
same range but the transitional errors are higher. The reason for the difference is that their
classifier had more information from the use of additional sensors and the time history of the
signal encoded in the 8 windows extracted.

5.3. Limitations
The limitations associated with the work in this thesis are:

• The analysis was done on healthy subject gait. The gait patterns when wearing a pros-
thesis are different when compared to normal gait, this could have an effect on the error
rates. Additionally, the results were for data collected in a controlled environment. Er-
ror rates need to be investigated in an uncontrolled environment.

• Incorrect labelling was used for the static modes which gave imperfect models for the
classifiers. This had an impact on the performance of the hybrid classifier.

• The analysis was done with filtered signals, in a real time implementation it would
induce delays which is undesirable as it delays the decision from the classifier.

• The decision times were determined on a computer running at 2.3GHz. The decision
times would be longer on the actual micro controller because of a lower processing
speed.
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5.4. Future Work
The scope of future work involves testing out the hybrid classifier architecture on the powered
knee prosthesis with models trained with amputee gait, the availability of a strain gauge on
the prosthesis that measures the sagittal plane ground reaction forces and moments, motor
currents and knee torque would give the classifier more useful information and therefore
lower error rates can be achieved especially for the static classifier.
The fully probabilistic framework with RVM based dynamic classifier needs further investi-
gation. There is also the possibility of using Platt Scaling[62] to obtain posterior probabilities
from the SVM models allowing the use of the hybrid classifier with the probabilistic frame-
work, the performance can then be compared to RVM and the best option can be chosen.

A smarter intent recognition system that is able to detect less probable modes like obstacle
avoidance and backwards walking can also be developed by adding layers in parallel to the
existing framework. From a safety point of view, stumble detection is an important event
that the system should be able to recognize and using a classifier based on frequency domain
features would be able to find any such event. A commonly occurring mode in daily activities
that wasn’t analyzed in this thesis is turning, a separate classifier can be used for this and
only the IMU signals should suffice to distinguish level walking versus turning. The proposed
classifier architecture in this study would serve as the base for the development of a smart
intent recognition system. This would help in reducing the cognitive burden for the user by
smoothly and effortlessly transitioning between activity modes.
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A
MATLAB Code

A.1. Feature Extraction

% Written by Manav Penubaku
% Code to extract f eatures from processed s i gna l s
c l ea r a l l
c l c

%% Extract f eatures of a 300ms ,200ms & 100ms window from processed data
window_size =[50 ,100 ,200 ,300] ;
f s =1000;
dt=1/f s ;
g=-9 .81 ;% Acceleration Due to Gravity

frame_len=window_size∗ f s /1000;

cd Z:\ NutFolder\ rb ion ic s \HCTRL\SensorFusion\DATA\Rouse_Data_Set
f_sub=dir ( 'AB∗ ' ) ;% Find data f o l d e r s of each subject

fo r n_win=1: length ( frame_len )
ns=frame_len (n_win ) ;
fo r n_1=1: length ( f_sub)

cd( s t rcat ( f_sub(n_1) . f o l d e r , ' \ ' , f_sub (n_1) .name , ' \Processed ' ) ) ;
f _ t r i a l=dir ( 'AB∗ ' ) ;
combined_dataset_hc =[ ] ;
combined_dataset_to =[ ] ;
f o r n_2=1: length ( f _ t r i a l )

data=csvread ( f _ t r i a l (n_2) .name , 1 , 0 ) ;
relevant_data=data ( : , [ 1 : 6 , 4 6 , 5 0 ] ) ;
% Determine Absolute Orientation of Shank
acc_data=relevant_data ( : , 1 : 3 ) ;
gyr_data=relevant_data ( : , 4 ) ;
alpha=atan2d ( acc_data ( : , 2 ) , sqrt ( acc_data ( : , 1 ) .^2+acc_data ( : , 3 ) . ^2) ) ;
lambda=0.99 ;
abs_or=zeros ( length ( alpha ) , 1 ) ;
f o r n=2: length ( alpha )

abs_or (n)=lambda∗(abs_or (n-1)+gyr_data (n-1 ,1)∗ dt)+(1-lambda)∗ alpha (n ) ;
end

% Correct Accelerometer readings using rotat ion matrices
acc_data_corrected=zeros ( s i z e ( acc_data ) ) ;
f o r n=1: length (abs_or )

R_n=rotation_matrix (abs_or (n ) ) ;
acc_data_corrected (n, : )=R_n∗(acc_data (n , : ) . '∗ g ) ;
acc_data_corrected (n,1)= acc_data_corrected (n,1)+g ;

end

% Retreive ind ice s of ga i t events
hc_index=data ( data (: ,55) >1000 ,54);
hc_triggers=num2str ( data ( data (: ,55) >1000 ,55));
to_index=data ( data (: ,57) >1000 ,56);

53



54 A. MATLAB Code

to_triggers=num2str ( data ( data (: ,57) >1000 ,57));

% I n i t i a l i z e feature vectors
features_hc=NaN( length ( hc_index ) , 52 ) ;
features_to=NaN( length ( to_index ) , 50 ) ;

%% Calculate s t r i d e height and s t r i d e length for ava i lab le ind i ce s
str ide_height =[ ] ;
str ide_length =[ ] ;

c l ea r n_clip ;
i f length ( hc_index)<length ( to_index )

n_clip=length ( to_index ) - length ( hc_index ) ;
rel_ind=hc_index>to_index (1 :end - n_clip ) ;
t_in=to_index (1 :end - n_clip ) ;
h_in=hc_index ;
c l ea r n_clip ;

e l s e i f length ( hc_index)>length ( to_index )
n_clip=length ( hc_index ) - length ( to_index ) ;
rel_ind=hc_index (( n_clip+1) :end)>to_index ;
t_in=to_index ;
h_in=hc_index (( n_clip+1) :end ) ;
str ide_height ( 1 : ( n_clip+1))=NaN;
stride_length ( 1 : ( n_clip+1))=NaN;
i f n_2==1 && n_1==7

h_in=hc_index ( [ 1 : 2 , 5 :end ] ) ;
t_in=to_index (1 :end -1) ;
rel_ind=l o g i c a l ( ones ( length ( t_in ) , 1 ) ) ;

end
e l s e

rel_ind=hc_index>to_index ;
t_in=to_index ;
h_in=hc_index ;

end
i f ( rel_ind==0)

t_in=to_index (1 :end -1) ;
h_in=hc_index(2 :end ) ;
rel_ind ( :)=1;
rel_ind (end) =[ ] ;
str ide_height (1)=NaN;
stride_length (1)=NaN;

end
ind_l i s t =[t_in ( rel_ind ) h_in( rel_ind ) ] ;

f o r n_3=1: length ( ind_l i s t )
a_x_data=acc_data_corrected ( ind_l i s t (n_3, 1 ) : ind_l i s t (n_3, 2 ) , 1 ) ;
a_z_data=acc_data_corrected ( ind_l i s t (n_3, 1 ) : ind_l i s t (n_3, 2 ) , 3 ) ;

i f ex i s t ( ' n_clip ' , ' var ' )
str ide_height (n_3+n_clip)=integrator (a_x_data , dt , 1 , 2 ) ;
str ide_length (n_3+n_clip)=abs ( integrator (a_z_data , dt , 1 , 2 ) ) ;

e l s e
str ide_height (n_3+1)=integrator (a_x_data , dt , 1 , 2 ) ;
str ide_length (n_3+1)=abs ( integrator (a_z_data , dt , 1 , 2 ) ) ;

end
end

stride_height ( str ide_height ==0)=[];
str ide_length ( str ide_length ==0)=[];
str ide_height ( � rel_ind)=NaN;
stride_length ( � rel_ind)=NaN;

i f n_2==1 && n_1==7
stride_height=[ str ide_height (1 :2 ) NaN NaN stride_height (3 :end ) ] ;
str ide_length=[str ide_length (1 :2 ) NaN NaN stride_length (3 :end ) ] ;

end

%% Write features
fo r n=1: length ( hc_index )

% Pull out data fo r window
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windowed_data=relevant_data (( hc_index (n) - ns ) : ( hc_index (n ) - 1 ) , : ) ;
% Mean
features_hc (n,1:8)=mean(windowed_data ) ;
% Standard Deviation
features_hc (n,9:16)= std (windowed_data ) ;
% Minimum
features_hc (n,17:24)=min(windowed_data ) ;
% Maximum
features_hc (n,25:32)=max(windowed_data ) ;
%I n i t i a l Value
features_hc (n,33:40)=windowed_data ( 1 , : ) ;
% Final Value
features_hc (n,41:48)=windowed_data(end , : ) ;
% I n i t i a l Value Absolute Orientation
features_hc (n,49)=abs_or (( hc_index (n) - ns ) , : ) ;
% Final Value Absolute Orientation
features_hc (n,50)=abs_or (( hc_index (n ) - 1 ) , : ) ;
% Str ide Height
features_hc (n,51)= stride_height (n ) ;
% Str ide Length
features_hc (n,52)= stride_length (n ) ;
features_hc (n,53:55)=sum( acc_data_corrected (( hc_index (n) - ns ) . . . . .
: ( hc_index (n ) - 1 ) , : ) . ^2) ;
X_f=f f t ( acc_data_corrected (( hc_index (n) - ns ) : ( hc_index (n ) - 1 ) , : ) ) ;
X_f=abs (X_f) ;
S_XX=X_f.∗X_f/ns ;
S_XX_i = S_XX./sum(S_XX) ;
features_hc (n,56:58)= -sum(S_XX_i.∗ log (S_XX_i) ) ;

end
for n=1: length ( to_index )

windowed_data=relevant_data (( to_index (n) - ns ) : ( to_index (n ) - 1 ) , : ) ;
features_to (n,1:8)=mean(windowed_data ) ;
features_to (n,9:16)= std (windowed_data ) ;
features_to (n,17:24)=min(windowed_data ) ;
features_to (n,25:32)=max(windowed_data ) ;
features_to (n,33:40)=windowed_data ( 1 , : ) ;
features_to (n,41:48)=windowed_data(end , : ) ;
features_to (n,49)=abs_or (( to_index (n) - ns ) , : ) ;
features_to (n,50)=abs_or (( to_index (n ) - 1 ) , : ) ;
features_to (n,51:53)=sum( acc_data_corrected (( to_index (n) - ns ) : . . . . .
( to_index (n ) - 1 ) , : ) . ^2) ;
X_f=f f t ( acc_data_corrected (( to_index (n) - ns ) : ( to_index (n ) - 1 ) , : ) ) ;
X_f=abs (X_f) ;
S_XX=X_f.∗X_f/ns ;
S_XX_i = S_XX./sum(S_XX) ;
features_to (n,54:56)= -sum(S_XX_i.∗ log (S_XX_i) ) ;

end
features_hc (: ,59)= str2num( hc_triggers ( : , 3 ) ) ;
features_hc (: ,60)= str2num( hc_triggers ( : , 1 ) ) ; %#ok<∗ST2NM>
features_to (: ,57)= str2num( to_triggers ( : , 3 ) ) ;
features_to (: ,58)= str2num( to_triggers ( : , 1 ) ) ;
combined_dataset_hc=[combined_dataset_hc ; features_hc ] ;
combined_dataset_to=[combined_dataset_to ; features_to ] ;

end
rootpath='Z:\ NutFolder\ rb ion ic s \HCTRL\SensorFusion\DATA\ Classi f ication_Data \ ' ;
cd ( s t r cat ( rootpath , f_sub(n_1) .name , ' \ Discrete ' ) ) ;
f i lename=strcat ( 'hc_ ' , f_sub (n_1) .name , '_' , num2str ( window_size (n_win) ) , ' . c sv ' ) ;
csvwrite ( filename , combined_dataset_hc ) ;
f i lename=strcat ( ' to_ ' , f_sub (n_1) .name , '_' , num2str ( window_size (n_win) ) , ' . c sv ' ) ;
csvwrite ( filename , combined_dataset_to ) ;

end
end

function [ s ig_int ]= integrator ( s ig , dt , flag_sum , order )
% flag_sum=1, i f sum i s wanted for time inte rva l
% flag_sum=0, i f d i s c r e t e integrated s igna l required
% order , der ivat ive order of the s igna l
i f flag_sum

i f order==2
v_h=0; sig_int =0;
fo r t_1=1: length ( s i g )
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sig_int=sig_int+v_h∗dt ;
v_h=v_h+s ig (t_1)∗ dt ;

end
e l s e

sig_int =0;
fo r t_1=1: length ( s i g )

sig_int=sig_int+s ig (t_1)∗ dt ;
end

end
e l s e

i f order==2
v_h=zeros ( length ( s i g ) , 1 ) ; s ig_int=zeros ( length ( s i g ) , 1 ) ;
f o r t_1=2: length ( s i g )

sig_int (t_1)=sig_int (t_1-1)+v_h(t_1-1)∗ dt ;
v_h(t_1)=v_h(t_1-1)+ s ig (t_1 -1)∗ dt ;

end
e l s e

sig_int=zeros ( length ( s i g ) , 1 ) ;
f o r t_1=2: length ( s i g )

sig_int (t_1)=sig_int (t_1-1)+ s ig (t_1-1)∗ dt ;
end

end
end

end

function R=rotation_matrix ( alpha )
R=[cosd ( alpha ) 0 sind ( alpha ) ;

0 1 0 ;
- sind ( alpha ) 0 cosd ( alpha ) ] ;

end

A.2. Classifier Training & Testing

%% Subject Independent Performance Testing
% C l a s s i f i c a t i o n Accuracy based on Leave One Out Cross Val idat ion.
% Written by Manav Penubaku
% 20 -06 -2018
c l ea r a l l

N_C=5; % Number of Classes

%% Setup c l a s s i f i e r
% SVM C l a s s i f i e r
c lass i f i er_svm = templateSVM( ' KernelScale ' ,10 , ' KernelFunction ' , ' gaussian ' , ' Standardize ' ,1 ) ;
% LDA C l a s s i f i e r
c l a s s i f i e r _ l d a = templateDiscriminant ( ' DiscrimType ' , ' l i n e a r ' ) ;

% Mult ic lass c l a s s i f i c a t i o n method
code=' onevsone ' ;

c l a s s i f i e r=class i f i er_svm ;
%% Load Data
cd Z:\ NutFolder\ rb ion ic s \HCTRL\SensorFusion\DATA\ Classi f ication_Data
f_sub=dir ( 'AB∗ ' ) ;% Find data f o l d e r s of each subject
pool_data=c e l l ( length ( f_sub ) , 1 ) ;
cd ( s t r cat ( f_sub (1) . f o l d e r , ' \ ' , f_sub (1) .name , ' \ Discrete ' ) )
f_model=dir ( ' hc∗300 .c sv ' ) ;
f o r n_model=1: s i z e ( f_model , 1 )

% Write data fo r each model of the subjects into c e l l matrix
fo r n_sub=1: s i z e ( f_sub , 1 )

cd( s t r cat ( f_sub(n_sub) . f o l d e r , ' \ ' , f_sub(n_sub) .name , ' \ Discrete ' ) )
f_model=dir ( ' hc∗300 .c sv ' ) ;
f_model (n_model) .name
data=csvread ( f_model (n_model) .name ) ;
n_features=s i z e ( data , 2 ) ;
data ( data ( : , n_features -1)==6 ,:)=[] ;
i f N_C==4
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data ( data ( : , n_features -1)==2,n_features -1)=1;
data ( data ( : , n_features)==2,n_features )=1;

e l s e i f N_C==3
data ( data ( : , n_features -1)==2,n_features -1)=1;
data ( data ( : , n_features -1)==3,n_features -1)=1;
data ( data ( : , n_features)==2,n_features )=1;
data ( data ( : , n_features)==3,n_features )=1;

end
pool_data{n_sub}=data ;

end

for n=1: s i z e ( pool_data ,1 )
test_data=pool_data{n};
% Remove te s t data from the pooled data set
swap_data=pool_data ;
swap_data{n}=[ ] ;
train_data=cell2mat (swap_data ) ;

%% Setup KNN c l a s s i f i e r

N_N=f l o o r ( sqrt ( s i z e ( train_data , 1 ) ) ) ;% Number of neighbors

i f rem(N_N,N_C)==0
N_N=N_N- 1 ;

end

c lass i f i e r_knn = templateKNN( 'NumNeighbors ' ,N_N, ' Standardize ' , 1 ) ;
%% Train C l a s s i f i e r

intent_model=f i t c e c o c ( train_data ( : , 1 : 4 8 ) , train_data ( : , n_features -1 ) , . . . . . .
' Learners ' , c l a s s i f i e r , ' Coding ' , code ) ;
save ( s t r cat ( f_sub(n) .name , '_HC' ) , ' intent_model ' ) ;

true_label=test_data ( : , n_features - 1 ) ;
% Test C l a s s i f i e r
pred_label=predict ( intent_model , test_data ( : , 1 : 4 8 ) ) ;
ss_tr=(test_data ( : , n_features -1)==test_data ( : , n_features ) ) ;
true_label_ss=true_label ( ss_tr , 1 ) ;
true_label_tr=true_label ( � ss_tr , 1 ) ;
pred_label_ss=pred_label ( ss_tr , 1 ) ;
pred_label_tr=pred_label ( � ss_tr , 1 ) ;
% Determine Steady State , Transit ion & Overall Accuracies
ss_a(n)=length ( f ind ( true_label_ss==pred_label_ss ))/ length ( true_label_ss )∗100;
tr_a (n)=length ( f ind ( true_label_tr==pred_label_tr ))/ length ( true_label_tr )∗100;
ov_a(n)=length ( f ind ( true_label==pred_label ))/ length ( true_label )∗100;

end
acc_mu(n_model , : ) = [mean( ss_a) mean( tr_a ) mean(ov_a ) ] ;
acc_sigma(n_model , : ) = [ std ( ss_a) std ( tr_a ) std (ov_a ) ] . / sqrt ( length ( ss_a ) ) ;

end

%% Train and te s t subject independent gausssian mixture model
% Written by Manav Penubaku

%% I n i t i a l i z e parameters
% Reduced Dimension
d=2;

% Number of c l a s s e s
N_c=3;

k=3;% Number of gaussians in mixture

% Gaussian Mixture Model s e t t ings
options=sta t s e t ( ' MaxIter ' ,10000);
cov=' f u l l ' ;

%% Fit GMM on pooled datasets
cd Z:\ NutFolder\ rb ion ic s \HCTRL\SensorFusion\DATA\ Classi f ication_Data
addpath C:\ Users\Manav\Documents\Thesis\MATLAB\ C l a s s i f i e r s
f_sub=dir ( 'AB∗ ' ) ;% Find data f o l d e r s of each subject
pool_data=c e l l ( length ( f_sub ) -1 ,1 ) ;
f o r n_sub=1: s i z e ( f_sub , 1 )
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cd( s t rcat ( f_sub(n_sub) . f o l d e r , ' \ ' , f_sub(n_sub) .name , ' \Continuous_300 ' ))
pool_data{n_sub}=xlsread ( ' St_Si_LG.xlsx ' ) ;

end

for i =1: s i z e ( pool_data , 1 )
swap_data=pool_data ;
swap_data{ i }=[ ] ;
train_data=cell2mat (swap_data ) ;

test_data=cell2mat ( pool_data ( i ) ) ;

% Separate Feature Vectors from Labels
X=train_data ( : , 1 : 2 2 ) ;
Y=train_data ( : , 2 3 ) ;

[ X_reduced , weights ]=lda_reduction (X,Y, d , 0 ) ;

% Determine minimum and range of feature vectors
X_MIN=min(X_reduced ) ;
X_RANGE=range (X_reduced ) ;

% Normalize feature vector
Xnorm_01=bsxfun ( @rdivide , bsxfun (@minus , X_reduced ,X_MIN) ,X_RANGE) ;
Xnorm=2∗Xnorm_01- 1 ;

Si_train=Xnorm(Y(:)==0 , :) ;
LW_train=Xnorm(Y(:)==1 , :) ;
St_train=Xnorm(Y(:)==6 , :) ;

myflag=true ;
while myflag

try
GMModels.St=f i tgmdist ( St_train , k , ' Options ' , options , . . . .
' CovarianceType ' , cov , ' Probabil ityTolerance ' ,1e - 6 ) ;
myflag=f a l s e ;

end
end

myflag=true ;
while myflag

try
GMModels.Si=f i tgmdist ( Si_train , k , ' Options ' , options , . . . . .
' CovarianceType ' , cov , ' Probabil ityTolerance ' ,1e - 6 ) ;
myflag=f a l s e ;

end
end

myflag=true ;
while myflag

try
GMModels.LW=fitgmdist (LW_train , k , ' Options ' , options , . . . . .
' CovarianceType ' , cov , ' Probabil ityTolerance ' ,1e - 6 ) ;
myflag=f a l s e ;

end
end
GMModels.WEIGHTS=weights ;
GMModels.MIN=X_MIN;
GMModels.RANGE=X_RANGE;

Y_test=train_data ( : , 2 3 ) ;

X_test=train_data ( : , 1 : 2 2 ) ;
X_test_reduced=X_test∗GMModels.WEIGHTS;
Xnorm_test=2∗bsxfun ( @rdivide , bsxfun (@minus , X_test_reduced ,X_MIN) ,X_RANGE) -1 ;

probs_Si=pdf (GMModels.Si , Xnorm_test ) ;
probs_St=pdf (GMModels.St , Xnorm_test ) ;
probs_LW=pdf (GMModels.LW, Xnorm_test ) ;

probs_all=[probs_Si probs_LW probs_St ] ;
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ranges=range ( probs_all ) ;
GMModels.GMRange=ranges ;

ST_MODES=[0 ,1 ,6 ] ;

pred_label=sum(( probs_all==max( probs_all . ' ) . ' ) . ∗ST_MODES, 2 ) ;

acc=sum( pred_label==Y_test ) . /sum(Y_test==Y_test )

[ n , p ] = s i z e (X_test ) ;
i sLabe l s = unique (Y_test ) ;
nLabels = numel( i sLabe l s ) ;

% Convert the integer l abe l vector to a c lass - i d e n t i f i e r matrix.
[ � ,grpOOF] = ismember( pred_label , i sLabe l s ) ;
predLabelMat = zeros ( nLabels , n ) ;
idxLinear = sub2ind ( [ nLabels n ] ,grpOOF, ( 1 : n ) ' ) ;
predLabelMat ( idxLinear ) = 1; % Flags the row corresponding to the c l a s s
[ � ,grpY ] = ismember(Y_test , i sLabe ls ) ;
YMat = zeros ( nLabels , n ) ;
idxLinearY = sub2ind ( [ nLabels n ] , grpY , ( 1 : n ) ' ) ;
YMat( idxLinearY ) = 1;

f i gure ;
plotconfus ion (YMat, predLabelMat ) ;
h = gca ;

label_names=c e l l ( 3 , 1 ) ;
label_names{1}= ' S i t t ing ' ;
label_names{2}= ' Level Ground Walking ' ;
label_names{3}= ' Standing ' ;

h.XTickLabel = [ label_names ; { ' ' } ] ;
h.YTickLabel = [ label_names ; { ' ' } ] ;

save ( s t r cat ( f_sub( i ) .name , '_GMM' ) , 'GMModels ' )
end

A.3. Hybrid Classifier Implementation

%% Code to te s t Hybrid C l a s s i f i e r Architecture
% Written by Manav Penubaku 09 -07 -2018
c l ea r a l l

%% I n i t i a l i z e Parameters
Fs=1000; % Sampling Frequency
dt=1/Fs ; % Time Step
WS=300; % Window Size=300ms
del_T=1; % Interva l=10ms;
FL=WS/1000∗Fs ; % Frame Length
FS=del_T/1000∗Fs ; % Frame Interva l

g=-9 .81 ;

VL=500; % Voting Length for Stat ic C l a s s i f i e r

N_C=3; % Number of Locomotion Modes..

% Labels fo r Modes
DYN_MODES=[1 2 3 4 5 ] ;
ST_MODES= [ 0 ; 1 ; 6 ] ;

% Transit ion Probab i l i t i e s fo r Stat ic C l a s s i f i e r
TP_Si=[0 .4 0 0 ;

0 0 .2 0 ;
0 0 0 .4 ] ;
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TP_St=[1/3 0 0 ;
0 1/3 0 ;
0 0 1/3 ] ;

TP_LW=[0 .02 0 0 ;
0 0 .6 0 ;
0 0 0 .38 ] ;

%% Load Folders with Data and Models

cd Z:\ NutFolder\ rb ion ic s \HCTRL\SensorFusion\DATA\Rouse_Data_Set
addpath C:\ Users\Manav\Documents\Thesis\MATLAB\Classi f ier_Models\SI \3 -Modes_AF
% Subject List
sub_list=dir ( 'AB∗ ' ) ;

DYN_PC=zeros ( length ( sub_list ) , 4 ) ;
ST_PC=zeros ( length ( sub_list ) , 2 ) ;

%% Leave One Out Cross Validation Performance
fo r n_sub=1: length ( sub_list )

% Load in C l a s s i f i e r Models
n_sub
load ( s t rcat ( sub_list (n_sub) .name , '_GMM' ) ) ;
hc_model=load ( s t rcat ( sub_list (n_sub) .name , '_HC' ) ) ;
to_model=load ( s t rcat ( sub_list (n_sub) .name , '_TO' ) ) ;

% Access data of t e s t subject
cd( sub_list (n_sub) . f o l d e r )
cd( s t r cat ( sub_list (n_sub) .name , ' \Processed ' ) ) ;
t r i a l s=dir ( ' ∗ . c sv ' ) ;

% I n i t i a l i z e Performance Metrics
DYN_ERR=zeros ( length ( t r i a l s ) , 3 ) ;
DYN_DT=zeros ( length ( t r i a l s ) , 1 ) ;
ST_ERR=zeros ( length ( t r i a l s ) , 1 ) ;
ST_DT=zeros ( length ( t r i a l s ) , 1 ) ;

f lag_test =0;
acc_weights=zeros ( length ( t r i a l s ) , 3 ) ;

f o r n_trial =24: length ( t r i a l s )
pred_vec_HC=[ ] ;
pred_vec_TO=[ ] ;
pred_vec_GMM=[ ] ;
dec_time_HC=[ ] ;
dec_time_TO=[ ] ;
dec_time_GMM=[ ] ;
true_vec_GMM=[ ] ;
pred_gmm_com=1;

data=csvread ( t r i a l s ( n_trial ) .name , 1 , 0 ) ;

% Relevant f i e l d s in dataset
r_data=data ( : , [ 1 , 2 , 3 , 4 , 5 , 6 , 4 6 , 5 0 ] ) ;
data_vec=zeros (FL, s i z e ( r_data , 2 ) ) ;

% Gait Events and Triggers
hc_indices=data ( : , 5 4 ) - 1 ;
hc_indices ( hc_indices ==-1)=[];
hc_triggers=data ( : , 5 5 ) ;
hc_triggers ( hc_triggers ==0)=[];
[ r1 , � ]= f ind (num2str ( hc_triggers)==' ' ) ;% Find incomplete t r i g g e r s
hc_triggers ( r1 , : ) = [ ] ;
hc_indices ( r1 , : ) = [ ] ;

to_indices=data ( : , 5 6 ) - 1 ;
to_indices ( to_indices ==-1)=[];
to_triggers=data ( : , 5 7 ) ;
to_triggers ( to_triggers ==0)=[];
[ r2 , � ]= f ind (num2str ( to_tr iggers)==' ' ) ;% Find incomplete t r i g g e r s
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to_triggers ( r2 , : ) = [ ] ;
to_indices ( r2 , : ) = [ ] ;

% Relabel data cor rec t ly
thres =20;
hc_triggers=num2str ( hc_triggers ) ;
hc_PM=str2num( hc_triggers ( : , 1 ) ) ;
hc_CM=str2num( hc_triggers ( : , 3 ) ) ;
to_triggers=num2str ( to_triggers ) ;
to_PM=str2num( to_triggers ( : , 1 ) ) ;
to_CM=str2num( to_triggers ( : , 3 ) ) ;

real_modes=data ( : , 5 3 ) ;
real_modes ( real_modes==1)=NaN;
real_modes ( real_modes==2)=NaN;
real_modes ( real_modes==3)=NaN;
real_modes ( real_modes==4)=NaN;
real_modes ( real_modes==5)=NaN;

real_modes ( [ hc_indices ; to_indices ])=[hc_CM;to_CM] ;
real_modes=f i l l m i s s i n g ( real_modes , ' previous ' ) ;

ind=f ind ( - data (: ,46) < thres ) ;

real_modes (1 : ind (1))=0;

i f range ( ind)>4000
real_modes ( ind (end) :end )=0;

end

St_LG=min ( [ data ( data (: ,57)==6112 ,56) data ( data (: ,61)==6112 ,60)]) ;
LG_St=min ( [ data ( data (: ,55)==1361 ,54) data ( data (: ,59)==1361 ,58)]) ;
i f � isempty (LG_St)

real_modes (LG_St: ind (end) )=6;
end
i f � isempty (St_LG)

real_modes ( ind ( 1 ) :St_LG)=6;
end

true_labels=real_modes ;

% I n i t i a l i z e i t e r a t i o n var iab le s
n=1;
counter=1;
safe_count=50;
safe_count_lim=50;

% Define voting vector fo r s t a t i c c l a s s i f i e r
VV=NaN(1 ,VL) ;
v_counter=0;
flag_LW=0;
probs_all = [ ] ;
probs_all_dec =[ ] ;
flag_LW=0;

% Setup var iab le s fo r determining absolute or ientat ion
abs_or=zeros ( length ( data ) , 1 ) ;
alpha=zeros ( length ( data ) , 1 ) ;
lambda=0.99 ;

% Setup var iab le s fo r determining s t r i d e features
acc_data_corrected=zeros ( length ( data ) , 3 ) ;
flag_HC=0;
flag_TO=0;
event_count=1;
v_h=0;
v_l=0;
s_h=zeros (1 , 2 ) ;
s_l=zeros ( 1 , 2 ) ;

while n �=length ( data )
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data_vec ( counter , : )= r_data (n , : ) ;

% Estimate or ientat ion for current time step
alpha (n)=atan2d ( r_data (n , 2 ) , sqrt ( r_data (n ,1 ) .^2+r_data (n ,3 ) . ^2) ) ;
i f n==1

abs_or (n)=0;
e l s e

abs_or (n)=lambda∗(abs_or (n-1)+r_data (n-1 ,4)∗ dt)+(1-lambda)∗ alpha (n ) ;
end

% Correct acce l e ra t ions using or ientat ion
R_n=rotation_matrix (abs_or (n ) ) ;
acc_data_corrected (n,1:3)=R_n∗(r_data (n , 1 : 3 ) . '∗ g ) ;
acc_data_corrected (n,1)= acc_data_corrected (n,1)+g ;

% Determine s t r i d e height and length
i f sum(n==to_indices)==1

flag_TO=1;
e l s e i f sum(n==hc_indices)==1

flag_HC=1;
end

i f flag_TO==1
s_h( event_count)=s_h( event_count)+v_h∗dt ;
v_h=v_h+acc_data_corrected (n ,1)∗ dt ;
s_l ( event_count)=s_l ( event_count)+v_l∗dt ;
v_l=v_l+acc_data_corrected (n ,3)∗ dt ;

i f flag_HC==1
flag_TO=0;
flag_HC=0;
v_h=0;
v_l=0;
event_count=event_count+1;
s_h( event_count)=0;
s_l ( event_count)=0;

end
end

% Dynamic Mode C l a s s i f i e r
i f sum(n==hc_indices)==1

t i c
FV_HC(1:8)=mean( data_vec ) ;
FV_HC(9:16)= std ( data_vec ) ;
FV_HC(17:24)=min( data_vec ) ;
FV_HC(25:32)=max( data_vec ) ;
FV_HC(33:40)=data_vec ( 1 , : ) ;
FV_HC(41:48)=data_vec (end , : ) ;
FV_HC(49)=abs_or (n-FL+1);
FV_HC(50)=abs_or (n ) ;
FV_HC(51)=s_h(end - 1 ) ;
FV_HC(52)=abs ( s_l (end - 1 ) ) ;
FV_HC(53:55)=sum( acc_data_corrected ((n-FL+1):n , : ) . ^2) ;
X_f=f f t ( acc_data_corrected ((n-FL+1):n , : ) ) ;
X_f=abs (X_f) ;
S_XX=X_f.∗X_f/FL;
S_XX_i= S_XX./sum(S_XX) ;
FV_HC(56:58)= -sum(S_XX_i.∗ log (S_XX_i) ) ;
pred_HC=predict ( hc_model.intent_model ,FV_HC) ;
t_HC=toc ;

i f pred_HC==1
flag_LW=1;

e l s e
flag_LW=0;

end

pred_vec_HC=[pred_vec_HC ;pred_HC ] ;
dec_time_HC=[dec_time_HC;t_HC] ;
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e l s e i f sum(n==to_indices)==1
t i c

FV_TO(1:8)=mean( data_vec ) ;
FV_TO(9:16)= std ( data_vec ) ;
FV_TO(17:24)=min( data_vec ) ;
FV_TO(25:32)=max( data_vec ) ;
FV_TO(33:40)=data_vec ( 1 , : ) ;
FV_TO(41:48)=data_vec (end , : ) ;
FV_TO(49)=abs_or (n-FL+1);
FV_TO(50)=abs_or (n ) ;
FV_TO(51:53)=sum( acc_data_corrected ((n-FL+1):n , : ) . ^2) ;
X_f=f f t ( acc_data_corrected ((n-FL+1):n , : ) ) ;
X_f=abs (X_f) ;
S_XX=X_f.∗X_f/FL;
S_XX_i= S_XX./sum(S_XX) ;
FV_TO(54:56)= -sum(S_XX_i.∗ log (S_XX_i) ) ;
pred_TO=predict ( to_model.intent_model ,FV_TO) ;
t_TO=toc ;

i f pred_TO==1
flag_LW=1;

e l s e
flag_LW=0;

end

pred_vec_TO=[pred_vec_TO;pred_TO ] ;
dec_time_TO=[dec_time_TO;t_TO] ;

end

% Stat ic Mode C l a s s i f i e r
i f counter==FL

FV_GMM(1:8)=mean( data_vec ) ;
FV_GMM(9:16)= std ( data_vec ) ;
FV_GMM(17:19)=sum( data_vec ( : , 1 : 3 ) . ^2) ;%Energy In Accelerometer Signal
X_f=f f t ( data_vec ( : , 1 : 3 ) ) ;
X_f=abs (X_f) ;
S_XX=X_f.∗X_f/FL;
S_XX_i= S_XX./sum(S_XX) ;
FV_GMM(20:22)= -sum(S_XX_i.∗ log (S_XX_i) ) ;
X_GMM=FV_GMM∗GMModels.WEIGHTS;
X_GMM=2∗bsxfun ( @rdivide , bsxfun (@minus ,X_GMM,GMModels.MIN) , . . . . .
GMModels.RANGE) -1 ;

prob_Si=pdf (GMModels.Si ,X_GMM) ;
prob_LW=pdf (GMModels.LW,X_GMM) ;
prob_St=pdf (GMModels.St ,X_GMM) ;
probs=[prob_Si ;prob_LW; prob_St ] ;
i f � isempty ( probs_all )

probs=probs. /std ( probs_all . ' ) . ' ;
end
probs_all ( : ,end+1)=probs ;

i f � isempty (pred_vec_GMM)
i f pred_vec_GMM(end)==0

probs=TP_Si∗probs ;
e l s e i f pred_vec_GMM(end)==1

probs=TP_LW∗probs ;
e l s e

probs=TP_St∗probs ;
end

end

probs_all_dec ( : ,end+1)=probs ;

i f max( probs)==0
VV( v_counter+1)=NaN;
disp ( 'No p r o b a b i l i t i e s ' )

e l s e
VV( v_counter+1)=ST_MODES( probs==max( probs ) ) ;

end
v_counter=v_counter+1;
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% Start timer
t i c
i f v_counter==VL

preds=unique (VV) ;
f r eqs=zeros ( s i z e ( preds ) ) ;
f o r j =1: length ( preds )

f r eqs ( j )=sum(VV==preds ( j ) ) ;
end

% Make dec i s ions based on frequency of pred ict ions
i f max( f r eqs)>=0.8 ∗VL && safe_count>=safe_count_lim && flag_LW==0

pred_vec_GMM(end+1)=preds ( f r eqs==max( f r eqs ) ) ;
true_vec_GMM(end+1)=true_labels (n -VL- (FL/2)+1);
safe_count=0;

e l s e i f isempty (pred_vec_GMM)
pred_vec_GMM(end+1)=preds ( f r eqs==max( f r eqs ) ) ;
true_vec_GMM(end+1)=true_labels (n -VL- (FL/2)+1);

e l s e i f n>=max( [ hc_indices ; to_indices ] )
i f max( f r eqs)>=0.8 ∗VL

pred_vec_GMM(end+1)=preds ( f r eqs==max( f r eqs ) ) ;
true_vec_GMM(end+1)=true_labels (n -VL- (FL/2)+1);

e l s e
pred_vec_GMM(end+1)=pred_vec_GMM(end) ;
true_vec_GMM(end+1)=true_labels (n -VL- (FL/2)+1);
safe_count=safe_count+1;

end
e l s e i f flag_LW==1

pred_vec_GMM(end+1)=1;
true_vec_GMM(end+1)=true_labels (n -VL- (FL/2)+1);
safe_count=safe_count+1;

e l s e
pred_vec_GMM(end+1)=pred_vec_GMM(end) ;
true_vec_GMM(end+1)=true_labels (n -VL- (FL/2)+1);
safe_count=safe_count+1;

end
t_GMM=toc ;

dec_time_GMM=[dec_time_GMM;t_GMM] ;
v_counter=v_counter - 1 ;
VV(1 :end -1)=VV(2 :end ) ;

end

counter=counter -FS;
data_vec ( 1 : (FL-FS) , :)= data_vec ((FS+1) :end , : ) ;

end

counter=counter+1;
n=n+1;

end

% C l a s s i f i c a t i o n Errors fo r Dynamic C l a s s i f i e r

i f N_C==3
hc_PM(hc_PM==2)=1;
hc_PM(hc_PM==3)=1;
hc_CM(hc_CM==2)=1;
hc_CM(hc_CM==3)=1;
to_PM(to_PM==2)=1;
to_PM(to_PM==3)=1;
to_CM(to_CM==2)=1;
to_CM(to_CM==3)=1;

end

CM=[hc_CM;to_CM] ;
PM=[hc_PM;to_PM] ;

dyn_preds=[pred_vec_HC ;pred_vec_TO ] ;

% Determine re levant pred ict ions ( exclude standing ) fo r dynamic c l a s s i f i e r
rel_preds_hc=(sum(hc_PM==DYN_MODES, 2 ) ) & (sum(hc_CM==DYN_MODES, 2 ) ) ;
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rel_preds_to=(sum(to_PM==DYN_MODES, 2 ) ) & (sum(to_CM==DYN_MODES, 2 ) ) ;

rel_preds=(sum(PM==DYN_MODES, 2 ) ) & (sum(CM==DYN_MODES, 2 ) ) ;

events=[hc_indices ; to_indices ] ;
events=events ( rel_preds ) ;
events=[events dyn_preds( rel_preds ) CM( rel_preds ) PM( rel_preds ) ] ;
[ � , I ]= sort ( events ( : , 1 ) ) ;

pred_vec_HC( � rel_preds_hc , : ) = [ ] ;
hc_PM( � rel_preds_hc , : ) = [ ] ;
hc_CM( � rel_preds_hc , : ) = [ ] ;

pred_vec_TO( � rel_preds_to , : ) = [ ] ;
to_PM( � rel_preds_to , : ) = [ ] ;
to_CM( � rel_preds_to , : ) = [ ] ;

dyn_preds( � rel_preds , : ) = [ ] ;
PM( � rel_preds , : ) = [ ] ;
CM( � rel_preds , : ) = [ ] ;

s s=sum(dyn_preds(CM==PM) �=CM(CM==PM)) . /sum(CM==PM) ;
tr=sum(dyn_preds(CM�=PM) �=CM(CM�=PM)) . /sum(CM�=PM) ;
ov=sum(dyn_preds �=CM) . /sum(CM==CM) ;

i f t r �=0
f lag_test =1;

end

DYN_ERR( n_trial , : ) = [ ss tr ov ] ;

acc_weights ( n_trial , : ) = [sum(CM==PM) sum(CM�=PM) sum(CM==CM) ] ;

% Decision Times Dynamic C l a s s i f i e r
DYN_DT( n_trial)=mean ( [ dec_time_HC;dec_time_TO])∗1000 ;

true_prof i l e=true_labels (1 :end -FL-VL+1);
true_profile_3=true_prof i l e ;
true_profile_3 ( l o g i c a l (sum(( true_profile_3==[2 3 ] ) . ' ) ) )=1;
pred_prof i le=NaN( s i z e (pred_vec_GMM) ) ;
pred_prof i le ( l o g i c a l (sum(pred_vec_GMM==[0;6]))) . . . . .
=pred_vec_GMM( l o g i c a l (sum(pred_vec_GMM==[0;6 ] ) )) ;
pred_prof i le ( events ( I ,1))= events ( I , 2 ) ;
pred_prof i le=f i l l m i s s i n g ( pred_profi le , ' previous ' ) ;

% Debugging p r o b a b i l i t i e s
i f f lag_test==1

f i gure (1)
subplot (3 ,1 ,1)
plot ( probs_all_dec ( 1 , : ) )
subplot (3 ,1 ,2)
plot ( probs_all_dec ( 2 , : ) )
subplot (3 ,1 ,3)
plot ( probs_all_dec ( 3 , : ) )

f i gu re (2)
ax1=subplot (2 ,1 ,1 ) ;
plot ( true_prof i le , ' - - ' , ' LineWidth ' ,2)
gr id on
hold on
plot ( true_profile_3 , ' - - ' , ' LineWidth ' ,2)
plot ( pred_profi le , ' LineWidth ' , 2 ) ;
t i t l e ( s t r cat ( 'SUBJECT: ' , num2str (n_sub) , ' ,TRIAL: ' , num2str ( n_trial ) ) )
hold o f f
ax2=subplot (2 ,1 ,2 ) ;
plot ( - r_data ( : , 7 ) )
l inkaxes ( [ ax1 , ax2 ] , 'x ' )
f lag_test =0;

end
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% C l a s s i f i c a t i o n Error Stat ic C l a s s i f i e r

pred_vec_GMM( � sum(true_vec_GMM==ST_MODES) ) = [ ] ;
true_vec_GMM( � sum(true_vec_GMM==ST_MODES) ) = [ ] ;
ST_ERR( n_trial)=sum(pred_vec_GMM�=true_vec_GMM) . /sum(true_vec_GMM==true_vec_GMM) ;
ST_DT( n_trial)=mean(dec_time_GMM)∗1000;

end
DYN_ERR( isnan (DYN_ERR(: ,2 ) ) ,2 )=0;
DYN_ERR_WM=sum(DYN_ERR.∗acc_weights ) . /sum( acc_weights ) ;
DYN_PC(n_sub , : ) = [DYN_ERR_WM mean(DYN_DT) ] ;
ST_PC(n_sub, :)=mean ( [ST_ERR ST_DT] ) ;

end

function R=rotation_matrix ( alpha )
R=[cosd ( alpha ) 0 sind ( alpha ) ;

0 1 0 ;
- sind ( alpha ) 0 cosd ( alpha ) ] ;

end
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B
Literature Review

1. Introduction
Wearable robotics for lower extremity are gaining increased attention as they are capable
of restoring and augmenting human gait. These devices are controlled using sophisticated
control architectures. Tucker et al. [10] in their review article propose a generalized frame-
work for one such control architecture, the hierarchical controller. They suggest a three layer
structure: a high level perception layer that classifies the intent of the user, a middle level
translation layer that maps intentions and state inputs to state outputs and a low level ex-
ecution layer that carries out the device specific control through feed-forward and feedback
mechanisms. Sensors are vital for every layer of the controller, wearable robots are usually
equipped with multiple sensors that include Electromyography(EMG) sensors, Inertial Mea-
surement Units(IMU), joint position and velocity encoders, load cells, motor current and joint
torque encoders to mention a few.

This report contains a review of the state of the art research in high level intent recog-
nition for lower extremity wearable robotics. The main focus area was intent recognition in
prostheses: trans-femoral and trans-tibial as this review is intended to aid in a project that
involves developing an intent recognition system for an active trans-femoral prosthesis. In-
tent recognition algorithms can either be based on heuristic rules or machine learning. The
intents of interest may include locomotion modes like Level Ground Walking, Stair Ascent,
Stair Descent, Ramp Ascent,Ramp Descent, Cycling, Sitting, Standing, Bending, Backwards
Walking amd Obstacle Avoidance.
Heuristic rule based algorithms makes use of thresholds/rules for the sensor signals which
are set based on knowledge of gait kinematics and kinetics to determine the intent. The
rules are simple and are intuitive for the user. The main drawback of these algorithms is the
generalizability as it is difficult to come with a universal set of rules for intent recognition.
Also, the number of rules increases with the number of modes of interest which would be a
cognitive burden for the user.
Machine learning algorithms on the other hand are capable of generalizing well and the user
cognitive burden is low as they don’t have to be aware of rules, the algorithm uses a model
based on data from all the sensors to make decisions. Supervised learning is a machine
learning method that is widely used for intent recognition, the process flow for supervised
learning is shown in Figure B.1. The method requires input data that has associated dis-
crete labels. These labels are usually the class names encoded as numbers. The data is used
to train a model of the task,the model is then used to make predictions for new data. The
model can only output the discrete labels it has seen during training. The main drawbacks of
this method are the need for training which can be time consuming for some algorithms and
computation times based on how the trained model is used to make predictions. Given the
drawbacks, there is a lot of scope in improving algorithms that are based on machine learn-
ing. The main focus area for this review was thus chosen as supervised learning methods for
intent recognition.
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Figure B.1: Block Diagram for Supervised Machine Learning

In addition to the main focus area, a short review was also conducted into sensor fu-
sion for IMUs, which encompasses filtering algorithms. IMUs have 3 sets of 3 axis sen-
sors:accelerometers, gyrometers and magnetometers. IMU signals have a range of issues
due to which sensor fusion is a necessary, the gyrometer is subject to drift when integrating
to find the angular position, computing position from the accelerometer by double integration
can amplify the noise in the signal giving unreliable estimates, the magnetometer can have
sudden disturbances due to the presence of ferromagnetic materials like the actuator coil in
the vicinity.The signals from the 3 sets of sensors need to be combined through the use of
filtering algorithms to get an accurate estimate of the pose and position of the prosthesis.
The position and orientation estimates are useful for the intent recognition algorithm as well
as for the low level control of the device. Many methods exist for filtering and therefore a re-
view is needed to find the optimal method. The optimal method has a good trade-off between
computation time and accuracy.

2. Methods
Scopus was used to obtain a repository of relevant literature, the custom keyword search
for the main focus area was (”Transfemoral” OR ”Above Knee” OR ”Lower Limb”) AND (”Pros-
thesis” OR ”Prostheses”) AND (”Intent Recognition” OR ”Pattern Recognition” OR ”Intention
Detection”). The search gave 102 results and the abstracts were screened after which 40
papers were chosen for an in depth analysis. Figure B.2 shows that the field is gaining in-
creased interest in the past few years.

Figure B.2: Relevant publications 2000-2017

To augment the obtained research papers for the main focus area, a broad survey was done
into classifying user intent using sensors mounted on the body, this is not directly linked to
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wearable robotics but will aid in the project as the sensors used in these research articles
are present in the prosthesis for which the algorithms will be developed.
For the are of IMU filtering, the search strings ”Human motion estimation using inertial mea-
surement units”, ”Position and orientation estimation using inertial measurement units” and
”IMU sensor fusion” was used on Google Scholar. These search strings gave an overview of
the algorithms used in general IMU filtering as well as algorithms specific to human motion
estimation.
The results of the literature review are in the next section, it has two main sub sections each
with a focus area, one being intent recognition and sensor fusion methods for IMUs. This is
followed by a section containing some concluding remarks on open research areas.

3. Results and Discussion
3.1. Intent Recognition
The results for this area are split based on the flow of the intent recognition problem. Figure
B.3 shows the different steps involved in intent recognition.[63]
It has five phases, a signal acquisition phase wherein the sensor signals are sampled, a fil-

Signal
Acquisition Filtering Feature

Extraction Classification

Feature
Reduction

High Level
Controller

Sensor Fusion

User’s
Intent

Figure B.3: Block Diagram for Intent Recognition

tering phase wherein noise in the signal is attenuated, a feature extraction phase wherein im-
portant characteristics of the filtered signal are determined, feature reduction is an optional
phase wherein the number of input features is reduced, the next phase is the classification
phase wherein a discrete label is assigned which is the output of the high level controller.

Signal Acquisition
When looking at the literature, for the signal acquisition phase, it was observed that different
sensors have been used by different research groups for the classification of human loco-
motion modes, each having their own advantages and disadvantages. For lower extremity
wearable robotics, the common sensor frameworks and corresponding research articles are
the following:

1. Electromyography(EMG) Sensors [14]–[18]
The signals from EMG sensors are good for classification problems as muscle activation
precedes the actual physical movement of the limb and therefore the decision can be
made in the early phase of a certain mode which is usually taken earlier than decisions
made by using solely mechanical sensor data. Some of the issues to consider with
these signals are the noise levels and also the signal quality when surface EMG is used,
which is affected by factors such temperature, humidity and skin conductance. EMG
signals can also be distorted by magnetic fields when using a motorized prosthesis.
These issues prevents the use of EMG sensors outside the lab. The noise levels can
be dealt with by using appropriate filtering techniques, however methods to deal with
improving signal quality of surface EMG needs further investigation. Intramuscular
EMG signals are known to have better signal quality than surface EMG as the electrodes
are directly inserted into the muscle with an invasive procedure. However, in an article
by Hargrove et al. [64] that compares the accuracies of surface EMG based classification
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algorithms to intramuscular EMG based classification algorithms for 10 motions of an
arm prosthesis, both signal sources provide similar accuracies. No such comparison
was found for lower limb prosthesis.

2. Mechanical Sensors
A wide variety of mechanical sensors like IMUs[17], [19]–[28] goniometers[19], [27]–[31]
,capacitive sensors[34], [35] and pressure sensored insoles [32], [33] have been used
for the classification problem. Mechanical sensors generally have a good signal to noise
ratio (SNR), however delays are introduced as decisions can be made only after a certain
movement has occurred and a certain mode is entered. The delays are not an issue,
as long as the control action can be taken based on the classification decision without
destabilising the movement.

3. Combination of EMG and Mechanical Sensors(Neuromechanical Sensor Fusion)[18],
[36], [38], [40], [48], [49], [65], [66]
Many researchers see this as the best sensor framework for classification problems, it
is one way of dealing with the EMG signal quality issue. By fusing appropriate signals
a fast and accurate classifier can be obtained. However there isn’t any significant proof
for it’s superior efficiency. According to Tkach et al.[18], neuromechanical sensor fusion
gives the best classification accuracy when predicting ambulation mode transitions in
trans-tibial amputees. They looked at mode transitions between level walking, ascent
and descent of both stairs and ramps, obtained error rates were 2.3% for the fused
signal values ,7.8% and 20.2% for mechanical sensors and EMG sensors alone. This
was only investigated for the Linear Discriminant Analysis(LDA) algorithm using time
domain features. There are more sophisticated algorithms for classification which could
yield higher accuracies and therefore neuromechanical sensor fusion can be avoided.

The issues with using a combination of sensors is that more pre-processing is needed for
the signals in terms of re-sampling, amplification and filtering. A larger amount of data
is produced as a lot of features are extracted from the different sensors leading to longer
training times for the supervised learning machinery and it is also computationally
expensive to manipulate the feature vectors.

Filtering

Acquired signals obtained have to be pre-processed by filtering. This is an important step
when EMG signals are used as they have low frequency mechanical artefacts and high fre-
quency aliasing effects, due to this it is common practice to band-pass filter the raw signal
which removes all components of the signal except those in a defined band of frequencies.
Reliable information for EMG signals is present between 20 to 500 Hz [67]. For the mechan-
ical sensors, low pass filtering might be needed depending on the noise levels of the signal.
Noise generally constitutes higher frequency content in the measured signals and can be
dealt with either by using moving average filters or by low pass filtering the signal. In a real
time implementation, filtering will induce a delay and this will have an effect on the decision
times.

Although this a very minor stage of sensor fusion, it can have a large impact on classifica-
tion accuracies as one can extract critical information within certain frequency bands which
would help in separating the movement classes.

Feature Extraction

All machine learning algorithms require as input features which are certain characteristics of
the signal. Feature extraction involves extracting useful information from filtered signals, it
reduces the amount of data that needs to be stored as this data is used to train the supervised
learning algorithms. Features can range from simple ones like mean, standard deviation ,
maximum and minimum to more complex ones like spectral power, entropy and work done.
It is important to select the right features as some features give better separation between
classes which would improve the classification accuracy.
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Feature extraction with time domain signals requires segmentation, in which the filtered
signal is divided into windows with a defined length in time domain and features are ex-
tracted from these windows. The window size is a parameter that affects classification ac-
curacy as longer windows contain more information about the current mode and as a result
improves the accuracy. However using longer windows introduces controller delays which
could destabilize the system, therefore a trade off exists between controller delay and classi-
fication accuracy. According to Smith et al. [68] for upper arm prostheses an optimal window
length of 150 to 250ms is suggested and the work by Simon et al.[29] suggests that delaying
ambulation mode transition decisions by 90ms does not have an effect on gait stability for an
amputee walking with a trans-femoral prosthesis. Some amount of overlap can exist between
windows as well which allows more frequent classifications which is sent to the middle and
low level controllers and also there are fewer sudden changes in the output of the machine
learning algorithm.

Zhang et al. [69] conducted an investigation into the timing to switch control for task
transitions. They defined five states in a gait cycle: initial double support, single support,
terminal double support,swing flexion and swing extension. They investigated switching con-
trol in these five stages for one full gait cycle before and after the prosthetic foot stepped on
the upcoming terrain(ramp, stairs, level ground). A subjective feedback was used along with
a quantified balance index which was the full body angular momentum to check for instabili-
ties. The results show that there exists 3-4 gait phases for which switching the control mode
permitted smooth transitions. They showed that for transitions from level ground walking
the critical timing was the beginning of the swing phase so that appropriate flexion torque
could be generated, for transitions to level walking the critical timing is the initial contact of
the prosthetic foot. Therefore, the decisions need not always be taken at heel strike and toe
off, this could have impact on the classification accuracy.

The method of the sliding window with a majority voting scheme where a group of consec-
utive decisions are weighed, is very popular among researchers as it gives the best results
and it is robust to outliers in the sensor readings. Varol et al.[30] report different voting vec-
tor lengths of 55,45,65 and 60 for frame lengths of 50,100,200 & 400 ms respectively with
frames being generated every 10ms. Interestingly ,the number of voting vectors doesn’t scale
with frame length.

Feature Reduction
An optional step after feature extraction is feature reduction. It is common practice to ex-
tract a large number of features from the data, however using such large feature vectors
is computationally expensive for the classification algorithm as the number of parameters
increases, in addition to that some classification algorithms suffer from the curse of dimen-
sionality where the number of training points increases exponentially when the dimension
of the feature space is high. It is also difficult to visualize feature spaces and analyze sepa-
ration between classes when the dimension is greater than 3. A fix for this is to use feature
reduction techniques like Principal Component Analysis(PCA)[22], [30], [37], [70] and Linear
Discriminant Analysis(LDA)[37].

Classification

Classification is the process of assigning discrete labels (Level Ground Walking,Stair As-
cent,Sitting etc.) to the extracted features. The label has to capture the intent of the user,
control action is taken based on the output of the classifier which is sent to a low level
controller that makes sure that the control signals are applied. Many different classifica-
tion algorithms have been used for human movement classification, Table B.1 contains an
overview of the classification algorithms and obtained overall accuracies for locomotion mode
classification and those that have been implemented for trans-femoral prostheses are high-
lighted in green along with overall accuracies obtained for healthy subjects and amputees.
The classification algorithms performance can be evaluated in two ways, subject dependent:
in which the training and test data set is from the same subject, subject independent: in
which the training and test data sets are from different subjects. There is not a lot of subject
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independent analysis in the literature, it is only present in the two articles by Young et al.
[49] and [71].

AccuracyClassifier Reference Healthy Subjects Amputees
Linear Discriminant Analysis(LDA) [14], [19], [25], [39]–[41] 87-98% 91-99.5%

Naive Bayesian(NB) [20], [39], [42] 84-90%
K-Nearest Neighbor(KNN) [20], [39], [42], [43] 87%

Artificial Neural Networks(ANN) [20], [25], [44]–[47] 83-96% 90-97.8%
Support Vector Machine(SVM) [14], [15], [20], [24], [38], [42], [48] 90-98% 92.5-98.36%

Dynamic Bayesian Network(DBN) [19], [20], [37], [41], [49] 92-99.4% 92-98%
Hidden Markov Model(HMM) [20], [32] 96-98.4% 95.8%

Nearest Mean(NM) [20] 98.5%
Binary Decision Trees(BDT) [20], [42], [50], [51] 81-93%

Gaussian Mixture Model(GMM) [28], [30], [31], [52] 91.3-92.2% -

Table B.1: Overview of classification algorithms

Table B.2 contains a detailed overview of the classifier implementations for transfemoral
prostheses using mechanical sensor signals only.

Analyzing Table B.1 leads to the conclusion that SVM, LDA and DBN are the most promis-
ing methods for classification. LDA is predominantly used for EMG signal features and for
neuromechanical sensor fusion, it’s performance with mechanical sensor data is not as good.
SVM is a sparse kernel based technique and is a really good algorithm when the feature space
has a high dimension, it outputs vectors from the training set that are vital for classification
and the distance to these vectors is used to determine the classes for the training set. There
is another sparse kernel based technique called Relevance Vector Machine(RVM) which uses
the same framework as SVM but the parameters have a probability associated with them
which can be used to formulate a predictive distribution that could improve the generaliza-
tion of the algorithm.
HMM is a fast classifier that is suitable for sequential temporal data, a conditional distri-
bution has to be determined for transitions between modes and these are assembled in a
matrix which is used as a state matrix to update the state based on the observation, the
accuracy of this method depends on how well the transitional probability matrix captures
the reality. HMM is a special case of the DBN which assumes stationary signals over time
and this can effect the accuracy and generalization of the algorithm. A more general DBN
which incorporates time history and relaxes the assumption of stationarity does yield higher
accuracies, this was done by Young et al.[19] where they had different models at eight points
in the gait cycle and propagated the locomotion mode probabilities from one time point to the
other, they obtained a steady state accuracy of 98% which is higher than the HMM equivalent
which yields 95.2%.
Among the classification algorithms that haven’t been used for activity mode recognition in
prostheses, KNN and NM haven’t been used as they suffer from the curse of dimensional-
ity[72], where for larger dimension feature vectors the number of data points required in-
creases exponentially to maintain the same level of performance of the classifier. BDT hasn’t
been used as there already exists heuristic rule-based decision trees where the rules are de-
fined from existing knowledge about gait patterns. BDT is a method that comes up with rules
based on the training data set and these rules are not intuitive, it is a bit of an overkill as
there is not much improvement in the classification accuracy when compared to the heuristic
rule-based classifier.
As stated before,the accuracies listed in Table B.1 represent the overall accuracy for the
methods, however, it is important to separate the steady state accuracy from the transitional
accuracy as this gives an insight into which transitions are difficult to detect and also into the
robustness of the algorithms. Many of the research papers only have the overall accuracy,the
exceptions are the research conducted by Woodward et al.[25], Spanias et al.[37] and Young
et al.[27].
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Woodward et al. report a steady state accuracy of 99.5% and a transitional accuracy of 93.5%
for the ANN method when tested within-subject. They obtained a steady state accuracy
of 98.9% and a transitional accuracy of 91.4% for the LDA method when tested subject-
dependent. The performance of the algorithms deteriorated even further giving a transitional
accuracy of 88.9% and 77.8% for ANN and LDA respectively when tested subject-independent
where the training and testing was done for the pooled data of all subjects. This showcases
that separating the accuracies is essential for a thorough investigation of the intent recogni-
tion algorithm.
Spanias et al.[37] report a steady state accuracy of 99% and a transitional accuracy of 98%
when using their version of the DBN which is the same as used in Young et al.[19] but with
a 90ms delayed decision. This accuracy is quite high and the method looks promising. They
use an adaptive algorithm in this study, which maintains it’s accuracy over experiments
conducted over multiple days. However they do not mention if the algorithm can generalise
between subjects, this is an area where adaptive algorithms can be beneficial.
Recently, there has been a focus on developing adaptive classification algorithms because
they become less reliable with variation in input signals caused by physical changes at the
sensor interface and human physiological changes. This issue is especially predominant in
EMG based classification algorithms, [38] address the issue by using three different adaptive
classification algorithms: entropy-based adaptation(EBA), LearnIng from Test data(LIFT) and
Transductive Support Vector Machine(TSVM) and comparing their performance in an offline
evaluation of data collected from two able bodied subjects and one trans-femoral amputee.
They conclude that EBA gives the best performance and is computationally efficient however
in the concluding remarks they state that the algorithm may require excessive data storage
which is used for retraining and adapting the classifier when looking at timescales of weeks
and months.

3.2. Sensor Fusion for IMUs

Orientation and Position Estimation
The most popular methods for IMU sensor fusion are the complementary filter, non linear
extensions of the Kalman Filter(KF) such as the Extended Kalman Filter(EKF) and Unscented
Kalman Filter(UKF). Attempts have been made to use particle filters [73][74] as they can gen-
eralize the representation of the probability density functions but this seems to be an overkill
as it is the most computationally expensive fusion filter and it provides only a slight improve-
ment in the accuracy.
Favre et al.[75] came up with an algorithm which estimates the orientation by using the read-
ings from a 3D gyroscope and a magnetic tracker. They used two cascaded complementary
kalman filters, the gyroscope bias was estimated using an open loop kalman filter when the
magnetic tracker was not disturbed, periods of magnetic disturbance was identified using
the gyroscopic and magnetic data. The 2nd filter is an extended kalman filter which is used
to estimate the optimal orientation. Their algorithm does behave robustly when compared to
the non corrected orientation estimate but the results are not compared to an optical track-
ing system estimate.
Schepers et al.[76] use an extended kalman filter for fusion of inertial(3D gyroscope, 3D ac-
celerometer) and magnetic sensor readings which are taken with respect to a magnetic source
containing 3 orthogonally placed circular coils. The position and orientation of the IMU is
calculated relative to the magnetic source by integration of angular velocity and accelera-
tion, they then use an EKF to determine the uncertainty associated with the position and
orientation estimates and the magnetic source is actuated only if the uncertainty exceeds a
predefined threshold, the axis along which most information is sent is chosen for actuation.
They report an root mean square(RMS) error of 0.047 ± 0.010m for position and 3.6∘ ± 1∘ for
orientation. This algorithm performs well but the drawback is that the user needs to wear
the magnetic source.
Madgwick et al.[77] came up with a computationally inexpensive method to determine the
orientation. The method is also effective at low sampling rates of 10Hz. It has both magnetic
distortion and gyroscope bias drift compensation. The performance was evaluated with re-
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spect to an optical measurement system orientation estimate, the algorithm also gives lower
RMS error than a Kalman based algorithm for orientation sensor. So far, for human motion
estimation, EKF based algorithms have been widely used. UKF is known to have many ad-
vantages over EKF and it’s use could give more reliable state estimates. Merwe[78] applied
the UKF to problems such as state estimation, dual estimation and parameter estimation
and they achieve a better level of accuracy than the EKF at a comparable level of complexity,
it is also robust to initialization issues. The UKF has only been applied to upper limb motion
estimation[79][80][81]. The algorithm is computationally expensive as reported by Rhudy et
al.[82] and this could be a reason why it hasn’t been applied to lower limb motion estimation
yet.

Abdulrahim et al.[83] applied the zero velocity update(ZUPT) method to MEMs based
pedestrian navigation. They detect the stance phase using an IMU placed on the foot. From
gait knowledge it is known that during the stance phase the velocity value should be zero,
however the velocity estimate obtained by integrating the accelerometer signal is non zero,
this constitutes the residual velocity(RV) which captures the errors during this period. The
RVs are used as a measurement update for a linear KF to better estimate the position, this
framework was compared to the conventional Dead Reckoning which just sets the velocity
value to zero during stationary periods. They reported that the KF+ZUPT framework gives
the highest position tracking accuracy.

Joint Angle Estimation
IMUs can also be used to indirectly determine the joint angles, this is done in studies where
healthy subject gait is of interest and goniometers are unavailable. Directly determining the
orientation of the IMUs attached to the body segments can give an estimate of the joint angles,
it is inaccurate as the axis of rotation may not pass through the actual joint axis.The work by
Cooper et al.[84] aims to estimate the knee angle in the flexion-extension axis from signals
obtained from IMUs attached to the shank and the thigh. They use KF to estimate the Euler
angle orientation of the IMUs and then model the knee as a pure hinge joint from which the
flexion-extension angle can be determined by assuming that the orientations with respect to
the knee joint is known. The drawback of this method is that the user has to specify the
rotation axis of the joint relative to the IMUs.

Seel et al.[54] proposed a method to use the gyroscope readings to optimise a cost function
that would give the joint axis, this method works independent of mounting orientation of
sensors and is quite robust. They also utilized the accelerometer readings to determine the
joint position.The joint angle can be determined from the accelerometer readings which is
noisy and by integrating the gyroscope readings with respect to the joint axis which has drift.
The two can then be combined using a regular kalman filter, complementary filter or by a
weighted function they mention in the paper. They compare their results with an optical
marker based estimate of the joint angles for both human and prosthetic legs. Obtained
RMS errors were 3.3∘ and 0.71∘ for the knee flexion angle of the contralateral and prosthetic
leg respectively.

4. Conclusion
A literature review was done into the use supervised learning methods for intent recognition,
which has been gaining increased interest over the past few years in a bid to develop smart
devices that infer the intent of the user automatically without the user having to perform a
manoeuvre or press a button to enter a certain mode. Signals obtained from different sensors
like EMG, IMUs, goniometers etc. paired with different classification algorithms have been
used for intent recognition but there remains many open research questions.
Firstly, the steady state and transitional performance algorithms like KNN and NB hasn’t
been reported in the literature. Secondly, a thorough investigation is needed into using dif-
ferent classification algorithms on neuromechanical signals and comparing it’s performance
to classification algorithms of mechanical signals to see if there is any benefit of incorpo-
rating EMG signals. Thirdly, the focus of most literature is subject dependent classification
which would give a higher accuracy than subject independent classification algorithms. De-
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veloping a subject independent classifier requires an investigation into hybrid classifiers that
combine different algorithms, such a classifier could use the RVM that gives a probabilistic
decision and is therefore capable of improved generalization. Fourthly, some classification
algorithms haven’t been tested on amputees, there could be deterioration in performance
which would limit it’s eventual application to the wearable robot. Fifthly, selected features
could have more of an influence on the classification accuracy than the selected classifier,
an investigation into accuracies obtained with advanced features like absolute orientation
of the segments and stride features(step height and step length)for lower extremity intent
recognition is a potential research area.

A short survey was done into estimating orientation and position of segments from IMUs,
a accurate position and orientation estimate can be obtained by using non linear filter. EKF
is widely used but the RMS error in tracking is higher compared to UKF. Open research areas
are the use of the UKF for estimating joint angles for lower limbmovements and comparing it’s
performance to other algorithms, it would be interesting to see if it is computationally worth
it to implement it. Madgwick’s algorithm gives better estimates for orientation compared
to Kalman based algorithms. The algorithm also only has a few tunable parameters which
makes it user friendly and a low computation load. These features make it a popular choice
for embedded systems.
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