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A B S T R A C T

Water hammer, or hydraulic shock, occurs in pressurized pipelines when fluid flow is abruptly altered,
leading to pressure surges. Even though this phenomenon can cause significant damage to systems, it is
often overlooked during design phases of district heating (DH) networks. This paper investigates the impact
of temperature on water hammer phenomena. Various modeling approaches are discussed, emphasizing the
importance of considering both hydraulic and thermal transients. To assess the impact, we modeled and
simulated a reference problem involving rapid valve closure in a copper pipe system, considering both
cavitating and non-cavitating flow scenarios. The steady-state results show that the pressure head at the
downstream end of the pipe increases with temperature due to decreasing density and is independent of the
pipe material properties. The transient results reveal that higher temperatures lead to cavitation and more
intense pressure peaks, which could be missed without considering thermal-hydraulic phenomena. The analysis
of a practical problem involving a 1000 MW DH system in Helsinki showed that using a single wave speed
for both supply and return lines underestimates pressure peaks due to partial wave cancellation. In contrast,
temperature-dependent wave speeds provide more accurate predictions of pressure wave behavior, highlighting
the importance of understanding these effects. Sudden pressure drops can trigger protective measures and lead
to cavitation, weakening pipeline integrity over time. The findings underscore the importance of considering
temperature-dependent properties in the design, modeling and analysis of DH networks to prevent potential
damage and ensure system reliability.
1. Introduction

Water hammer, also known as hydraulic shock, occurs in pressur-
ized pipelines when a fluid, such as water, experiences sudden deceler-
ation or acceleration. This phenomenon can occur in both single-phase
and multiphase flows and can be triggered by events such as pump
failure, pump start, rapid valve closure, or the filling of normally empty
systems. In these instances, changes in fluid velocity are directly linked
to pressure changes, which propagate rapidly as waves (pressure surges
or water hammer) through the pipeline system. Additional mechanisms
can also induce water hammer events, such as rapid condensation of
steam in two-phase flow environments, leading to local but violent
impacts of water slugs [1], or the presence of entrapped air or gas
pockets [2]. Fluid–structure interaction due to pipeline motion, for
example during earthquakes, is another contributing factor [3].

In severe cases, water hammer can cause significant damage, in-
cluding pipe ruptures or complete displacement of the pipe at specific
points. More commonly, the process occurs gradually, with each water
hammer event progressively weakening the pipe until rupture occurs.

∗ Corresponding author.
E-mail address: Kelbij.Star@Deltares.nl (S.K. Star).

Water hammer is often identifiable by a loud banging or knocking
sound, particularly if the pipe is not well anchored [4,5].

In the fields of drinking water and wastewater management, water
hammer analysis is routinely conducted during system renewal, ex-
pansion, or replacement, as well as in the detailed design phase [6].
This analysis helps identify operational risks and mitigation measures
for both current and future scenarios. However, in the field of district
heating (DH) systems, recent advisory projects by Deltares, an inde-
pendent institute for applied research in the field of water, subsurface
and infrastructure, along with handbooks and literature [7,8], indicate
that water hammer analysis often receives insufficient attention. This
analysis is not yet standard practice during system design phases. Addi-
tionally, analyzing water hammer in district heating pipelines through
full-scale experiments is prohibitively costly due to the large scale. Fur-
thermore, replicating the physical properties of pipes in scale models
is challenging and adds to the difficulty [9]. This oversight can hinder
the development of district heating networks, which are important for
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Nomenclature

Latin Letters
�̇� Mass flow rate (kg/s)
𝐴 Cross-sectional flow area (m2)
𝑎 Material-specific constant (–)
𝑐 Wave speed (m/s)
𝑐𝑝 Specific heat (J/kg K)
𝐷 Inner diameter of the pipe (m)
𝑑 𝑠 Element length (m)
𝑑 𝑡 Time step (s)
𝐸 Young’s modulus (Pa)
𝑒 Wall thickness of the pipe (m)
𝑓 Darcy–Weisbach friction factor (–)
𝑔 Gravitational acceleration (m/s2)
𝐻 Head (m)
𝐻𝑣 Vapor head (m)
𝑖 Observed element (–)
𝐾 Bulk modulus (Pa)
𝑘 Thermal conductivity (W/m K)
𝑘 Wall roughness (m)
𝐿 Length of the pipe (m)
𝑚 Exponent for valve closure curve (–)
𝑁 Number of pipe elements (–)
𝑛 Number of time steps (–)
𝑝 Pressure (Pa)
𝑝𝑣 Vapor pressure (Pa)
𝑝𝑎𝑡𝑚 Atmospheric pressure (Pa)
𝑄 Discharge (m3/s)
𝑄𝑙 𝑜𝑠𝑠 Heat loss (W)
𝑞𝑙 𝑜𝑠𝑠 Heat loss per unit volume (W/m3)
𝑇 Temperature (◦C)
𝑡 Time (s)
𝑡𝑐 Characteristic time constant (s)
𝑢 Internal energy (J/kg)
𝑉 Volume (m3)
𝑣 Velocity (m/s)
𝑉0 Initial volume (m3)
𝑧 Height relative to the horizontal reference

plane (m)
Re Reynolds number (–)
Greek Letters
𝛽 Fraction of friction converted to heat loss

(–)
𝛥𝑠 Element length (m)
𝛥𝑡 Time step (s)
𝜈 Kinematic viscosity (m2/s)
𝜓 Axial pipe constraint parameter (–)
𝜌𝑓 Fluid density (kg/m3)
𝜏𝑣 Valve closure factor (–)
Abbreviations

1D One-dimensional
BC Boundary condition
DGCM Discrete Gas Cavity Model
o

2 
DH District heating
DVCM Discrete Vapor Cavity Model
HDPE High-density polyethylene
HT High temperature
HX Heat exchanger
MoC Method of Characteristics
MT Medium temperature
NPP Nuclear Power Plant
PE Polyethylene
PUR Polyurethane
Subscripts

0 Reference, initial or upstream side of the
pipe

𝐿 Downstream side of the pipe

Table 1
Examples of operational and projected district heating networks supply and return line
temperatures in Europe.

Location Supply
(◦C)

Return
(◦C)

Heat source Status 2021 Ref.

Aalborg
(Denmark)

60–65 40 Residual heat
(cement factory)

Operational [19]

Salaspils
(Latvia)

90–60 60–35 Solar Operational [19]

Madrid-Mostoles
(Spain)

90 70 Biomass Operational [19]

Amsterdam
(The Netherlands)

120 85 Waste heat
(data center)

Projected [20]

Berlin
(Germany)

70 40 Waste heat
(data center)

Projected [21]

Madrid
(Spain)

50–55 25–35 Hospital
(cooling)

Projected [22]

the energy transition [10–12]. District heating and cooling systems are
projected to see significant growth, with energy supplied to be expected
to double in the EU-27 countries [13] and increase from 30 PJ in
2024 to approximately 40 PJ in 2030 in the Netherlands [14,15]. Ad-
ditionally, the financial costs and energy associated with repairing and
optimizing poorly designed systems can be significant [16]. Therefore,
mphasizing water hammer risks to designers and operators is crucial

for the successful operation and scaling of district heating systems.
Thus, in the Dutch district heating sector, water hammer appears

to be insufficiently recognized during system design. This raises the
question of whether this oversight is justified. District heating networks
consist of pressurized pipes similar to those used in drinking water and
wastewater systems, where events that cause water hammer, such as
pump trips and sudden valve closures, can occur. However, there are
differences, as district heating networks often form closed loops, oper-
ate at higher temperatures, and have different temperatures between
supply and return pipes. Fig. 1 shows the typical supply and return
temperatures across various types of district heating networks, with
medium temperature (MT) networks having a supply temperature up to
90 ◦C. Current supply and return temperatures in Denmark, which has a
limate comparable to the Netherlands [17], are as low as 70/40 ◦C on

average [18]. However, significant energy savings can be achieved by
reducing the supply and return temperatures, e.g. from 80/40 to 60/30
◦C. Table 1 summarizes some examples of operational and planned
district heating networks with their supply and return temperatures.

Another thing to note is that during the initial operation of heating
networks, water hammer may not be noticeable because the network
perates below its maximum capacity. However, as more households
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Fig. 1. Typical supply and return temperatures in different types of district heating networks [18]. Network temperature levels.
Fig. 2. Different time scales for simulations of district heating systems can be
used [23].

connect and the network approaches full capacity, the risk of problems
will increase if water hammer has not been addressed during the
design phase. The hydraulic load may also increase if the mass flow is
increased to compensate for a reduced design temperature difference
at reduced network temperatures; e.g. transforming a network from
100/60 to 80/50 ◦C at the same design power, will lead to 33% increase
in design mass flow rate.

For these reasons, addressing water hammer during the design
phase is essential to prevent future issues when district heating net-
works experience heavier loads. To effectively manage these chal-
lenges, it is crucial to employ accurate simulation models. District
heating systems can be modeled and simulated in many different ways.
Wernstedt et al. [23] indicated that the purpose of simulation models
of district heating systems is to capture the time dependent behavior of
the system. They showed that many different time scales can be used
for the simulations. Fig. 2 gives a clear overview of this. Fast transient
behavior, such as water hammer, occurs in the order of seconds to
minutes, while strategical studies require simulating years, decades or
even longer.

Based on literature, common (numerical) models can be classified
into three main categories according to how time dependency is con-
sidered: steady-state, dynamic with simplified modeling of physics and
dynamic with a detailed modeling of physics [24]. However, for the
dynamic modeling of thermal-hydraulic networks, including district
heating networks, we distinguish here between the following three
categories: (i) Pseudo-dynamic models that treat hydraulics as a steady-
state phenomenon while dynamically solving thermal transients, (ii)
dynamic hydraulic models that treat hydraulics dynamically but neglect
or assume steady thermal phenomena, and finally (iii) fully dynamic
thermal-hydraulic models that treat both the hydraulics and thermal
phenomena dynamically. Table 2 summarizes this classification.

The most common (numerical) model for thermal-hydraulic net-
works, including district heating networks, is pseudo-dynamic. This
3 
Table 2
Different dynamic model types and physical phenomena.

Model type Hydraulic phenomena Thermal phenomena

Pseudo-dynamic (Quasi-)steady-state Transient
Dynamic hydraulic Transient Steady-state or neglecting
Fully dynamic Transient Transient

model treats hydraulics as a (quasi-)steady-state phenomenon while
dynamically solving thermal transients [25–28]. It is often preferred
due to the rapid advancement of pressure waves compared to the low
convective velocity of DH water [29], with pressure changes propagat-
ing approximately 1000 times faster than temperature changes [25].
Giraud et al. [30] and Guelpa [31] support this approach. They note
that pressure waves propagate through a hydraulic network at a ve-
locity exceeding 1000 m/s. The travel time of those waves rarely
exceeds one minute in a DH system. This is smaller than the time steps
usually adopted for calculations (mainly larger than 60 s) [31]. Also,
the settling time to reach a new steady-state will be shorter than the
time to reach a new thermal equilibrium of a system. Therefore, they
motivated that the dynamic term that accounts for the rate of change
in the momentum balance for each component model can be neglected.
Similarly, Oppelt et al. [32] described the network model as comprising
a quasi-static hydraulic model and a transient thermal model, based on
tracking water segments through the whole network.

On the other hand, there are models that only exploit the dynamic
treatment of hydraulics in thermal-hydraulic networks. Paananen and
Henttonen [33] focused on several transients including pump trips
and leaks in a 77 km long-distance heat transport system to transport
1000 MW of heat. Their study used a computer model and simulation
to examine the behavior of such a large-scale heat transport system.
In addition, safety analyses were conducted to support preliminary
planning of the system. However, the study did not account for wave
speed changes between supply and return line. Similarly, Kaliatka et al.
[34] presented three hypothetical accident scenarios in the Kaunas city
heating network, including a blackout in the central pump station, a
break of the heat supply pipe to the northwestern district, and a rapid
pump trip in one of the city’s pump stations. The paper discussed dy-
namic processes, such as the water hammer effect, in pipelines during
accidents. However, they only modeled the hydraulic phenomena, not
the heat losses in the pipelines and heat removal in the consumers’ heat-
ing systems. Also Zheng et al. [35] only performed hydraulic transient
calculations for water hammer protection and rapid leakage detection
in large-scale district heating networks based on hydraulic transient
analysis. However, this model does not separately model supply and
return lines.

Finally, there are models that consider both hydraulic and thermal
transient phenomena. These are fully dynamic models that simulate
both the temperature and the flow dynamically [27,29]. Examples in-
clude the work by Kallio [25] who emphasized that the KEU simulation
model will be fully dynamic due the capabilities of the Apros simulation
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software. Also, Stevanovic et al. [36] developed computer codes to
imulate both hydraulics and thermal phenomena dynamically in DH
ystems. These codes are based on the high-order accurate numerical
olution of the transient energy equation and the hydraulic prediction
f pressure and fluid flow rates within the complex pipe network.
et, from an operational optimization point of view, they noted that
he dynamics of the flow in the network are of minor importance
ompared with the dynamics of the temperature changes. However,
ynamics of flow and pressure waves is most important from a design
erspective [6].

This highlights that different models serve for different purposes as
Fig. 2 shows. Yet, it is not clear to what extent thermal phenomena
eed to be considered for water hammer studies in the design phase and
hether a dynamic hydraulic model without considering temperature

s sufficient or fully dynamic models are needed.
In this paper, we investigate the effect of temperature on water

ammer phenomena. We focus here on water hammer events that
re caused by deceleration of single-phase liquids flowing in a piping
ystem for heating. Section 2 explores the effect of temperature on
he wave speed considering fluid and material properties. Section 3

explains some details about the Wanda software used in this study. A
eference and a practical problem are presented in Sections 4 and 5, re-
pectively. Finally, Section 6 offers conclusions and recommendations.

2. Temperature effect on water hammer phenomena in pipeline
ystems

There are a few studies in literature that discussed the effect of
temperature on water hammer phenomena. We highlight a couple of
them here. Emadi and Solemani [37] investigated the effect of various
nput parameters. These include water temperature, pipe diameter and
all thickness, pump speed and power. They studied the effect of

emperature on maximum water hammer for water (as temperature
affects water density and pressure) for five different temperatures: 4,
0, 15, 20 and 25 ◦C. They used the WaterGEMS software [38] for

the modeling and simulation. This software calculates the water density
and pressure of water for set temperatures. They concluded that for 5 ◦C
increase in temperature, the wave velocity increases by about 8 m/s. By
applying this estimation to the model, it is seen that maximum water
hammer increases by about 2 m of water column. Nevertheless, they
did not account for different temperatures for supply and return lines
and thus have not researched that effect.

Others that discussed the effect of temperature on water hammer
henomena are Dudlik et al. [39] and Saidani et al. [40], although both

focus mainly on condensation hammer. Dudlik et al. [39] discussed the
effect of temperature on water hammer phenomena, particularly in the
context of experiments conducted at the Fraunhofer UMSICHT test rig.
They concluded that the system temperature significantly affects the
peaks and frequency of pressure surges throughout the system. Also,
increasing the system pressure along with temperature leads to more
vigorous collapse of the cavitation bubbles, causing higher pressure
peaks. For example, raising the vessel pressure from 1 bar to 10 bar
resulted in an increase of the first peak collapse pressure from 40 bar
to approximately 58 bar.

Saidani et al. [40] discussed the impact of temperature on water
hammer phenomena in copper pipe systems. They investigated the
influence of temperature on water hammer phenomena for flows in a
iping system with and without cavitation. Their study highlights that
oth wave speed and pressure head attenuation during water hammer
vents are temperature-dependent. Unlike steady-state flow conditions,

where viscosity is the primary consideration, the bulk modulus becomes
 crucial factor in transient flow, directly affecting wave amplitude
nd frequency. They also investigated the impact of temperature on
avitation inception and the severity of cavitation events, which are
esponsible for generating intense pressure peaks upon collapse. The

otal volume and duration of cavities increase with temperature. The n

4 
paper indicates that short-duration pressure peaks are more intense
fter the first pressure zone and increase significantly with temperature.

In addition to heavier loadings on the pipe structure, this results also
in significant dissipation of hydraulic energy in a transient flow with
avitation at higher temperatures. Finally, they noted that discrepan-
ies between results obtained with different models suggest that further
mprovements are needed for better predictions at higher temperatures.

These findings highlight the complex relationship between tem-
perature, pressure, and fluid–structure interaction in water hammer
phenomena. The sensitivity of water hammer to system temperature
indicates that temperature must be a key consideration in the de-
sign analysis of hydraulic systems, particularly those operating under
varying thermal conditions. This underscores the critical importance
f accounting for temperature effects in the analysis and design of

hydraulic systems to reduce water hammer and mitigate the risk of
ssociated damages.

2.1. Water hammer phenomena

To understand the effect of temperature on water hammer phenom-
ena, we need to know what parameters are affecting water hammer in
pipeline systems of different materials. The water hammer equations
describe the acoustic behavior of weakly compressible low-Mach num-
ber flows in elastic pipes of circular cross-section. We assume here pipes
of which their wall behave in a linearly elastic matter [4]. We also
assume that cavitation, trapped air pockets, leakages, blockages, and
fluid–structure interactions are absent. Under these assumptions, the

ater hammer equations for one-dimensional (1D) transient isothermal
flow in horizontal pipes can be expressed in terms of head 𝐻 in m and
discharge 𝑄 in m3/s by two hyperbolic partial differential equations.
The continuity equation is defined by
𝜕 𝐻
𝜕 𝑡 + 𝑐2

𝑔 𝐴
𝜕 𝑄
𝜕 𝑠 = 0 (1)

and the momentum equation is defined by
𝜕 𝐻
𝜕 𝑠 + 1

𝑔 𝐴
𝜕 𝑄
𝜕 𝑡 + 𝑓

𝑄|𝑄|
2 𝑔 𝐷 𝐴2

= 0 (2)

where 𝐴 is the cross-sectional flow area in m2, 𝑔 is the gravitational
acceleration in m/s2, 𝑡 is time in s and 𝑥 is axial distance in m. The last
term on the left-hand side of Eq. (2) is the quasi-static relation for the
rictional head loss in m. 𝑐 is the wave speed in m/s given by

𝑐 =
√

√

√

√

𝐾

𝜌𝑓
(

1 + 𝐷
𝑒
𝐾
𝐸 𝜓

) (3)

where 𝜌𝑓 is the mass density of the fluid flowing through the pipe in
kg/m3, 𝐾 is the bulk modulus of elasticity of the fluid in Pa, 𝐸 is the
Young’s modulus of elasticity of the pipe-wall material in Pa, 𝐷 is the
internal pipe diameter in m, 𝑒 is the pipe wall thickness in m and 𝜓 is
the axial pipe constraint parameter.

These equations show that the evolution of the pressure head during
a transient event depends on the wave speed. According to Eq. (3), the
elocity of pressure wave propagation is a function of five parameters:
𝑐 = 𝑓 (𝜌𝑓 , 𝐾, 𝐸, 𝐷, 𝑒, 𝜓). Of these parameters, the fluid density and bulk
modulus are physical fluid properties, the Young’s modulus is material
property of the pipe and the inner diameter and thickness are pipe
geometrical properties. This is also concluded by Urbanowicz et al.
who described the parameters affecting water hammer in pipelines
made of different materials, namely metal [41] and plastic [42]. They
onducted numerical simulations, varying each parameter individually

for an assumed deviation. In addition to the five parameters discussed
ere, they also considered the impact of kinematic viscosity on pressure
ave propagation. However, their results indicated that, among all the

parameters analyzed, only this factor does not affect pressure wave
propagation. This is because it appears solely in the formulas for model-
ing the hydraulic resistance of the flowing liquid. However, Urbanowicz
et al. did not discuss how temperature affects these parameters and
consequently the water hammer phenomena. We will do that in the
ext subsection.
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2.2. The effect of temperature on the wave speed

To understand the effect of temperature on the wave speed, it is of
interest which physical fluid and pipe material parameters in Eq. (3)
depend on temperature. We focus here on the physical parameters and
not the thermal expansion of pipes at higher temperatures.

• The density of the fluid 𝜌𝑓 . As a fluid is heated, its molecules
move faster and tend to move further apart, causing the fluid
to expand. This increase in volume leads to a decrease in den-
sity [43].

• The bulk modulus of the fluid 𝐾. This is a material property
characterizing the compressibility of a fluid. In other words, how
easy a unit volume of a fluid can be changed when changing the
pressure working upon it. The bulk modulus can be defined by

𝐾 = −𝑑 𝑝∕(𝑑 𝑉 ∕𝑉0)

where 𝑑 𝑝 represents the infinitesimal change in pressure, 𝑑 𝑉 rep-
resents the infinitesimal change in volume and 𝑉0 is the original
volume of the material before any pressure is applied. A change
in temperature causes the molecules in the fluid to move further
apart, reducing the material’s resistance to compression [44].

• The Young’s modulus of the pipe material 𝐸. The Young’s mod-
ulus varies with temperature due to changes in the inter-atomic
bonding of the atoms. As the temperature increases, the Young’s
modulus generally decreases, which can be described by the
relationship [45]

𝐸(𝑇 ) = 𝐸0𝑒
−𝑎𝑇

where 𝐸0 the reference Young’s modulus at a baseline temper-
ature (often room temperature or another specified reference
point) and 𝑎 the material-specific constant that describes how the
Young’s modulus changes with temperature 𝑇 .

The density and bulk modulus are physical properties of water that af-
fect the wave speed of pipes. Fig. 3 shows how these parameters change
as function of temperature. The density of liquid water decreases almost
linearly when temperature increases between 20 and 100 ◦C. As the
wave speed scales with 1∕√𝜌𝑓 it would indicate that the wave speed
increases as temperature increases.

On the other hand, the effect of temperature on the bulk modulus
is more complex. For water at 1 bar, the bulk modulus reaches its
maximum around 50 ◦C. Since the bulk modulus appears in the nu-
merator of the wave speed formula, an increase in the bulk modulus
leads to an increase in wave speed, while a decrease results in a
reduction. Therefore, up to approximately 50 ◦C, both the density
and bulk modulus contribute to an increase in wave speed. However,
at higher temperatures, the density and bulk modulus of water have
opposing effects on the wave speed.

Other than the physical properties of water that affect the wave
speed, there are also pipe material, physical and geometrical properties
that affect the wave speed. Typical materials used for pipelines in
district heating networks are steel or copper pipes insulated with rigid
PUR (polyurethane) foam protected by an outer jacket made from PE-
HD. However, the PUR and PE jacket have no effect on the pipe stiffness
and thus also not on the wave speed. Thus, we have to account for the
properties of the carrier pipe only. On the other hand, pipes operated
at lower temperature can be made of PE, such as HDPE. Fig. 4 show
the approximate bandwidth in wave speed for water filled pipelines for
different pipe materials, among which steel and HDPE, and dimensions.

To determine how the physical properties of pipe materials affect
the wave speed for different temperatures, we consider two speeds that
determine the wave speed of a pipe: the speed of sound in water and
the propagation of disturbances in elastic cylindrical tubes. The speed
of sound in water can be determined by

𝑐𝑤𝑎𝑡𝑒𝑟 =

√

𝐾 (4)

𝜌𝑓

5 
Fig. 3. The density and bulk modulus of water at 1 bar as function of temperature.

Fig. 4. Acoustic wave speed in water filled pipelines at room temperature in relation
to pipe material elastic modulus 𝐸 and inner diameter/wall thickness 𝐷/𝑒 ratios [46].

and the propagation of disturbances in elastic cylindrical tubes given
by Résal’s formula

𝑐𝑅𝑒𝑠𝑎𝑙 =

√

𝐸
𝜌𝑓

𝑒
𝐷

(5)

Both contribute to the wave speed of pipes, 𝑐, by combining the stiffness
terms as two springs in series, resulting in Korteweg’s equation
1
𝑐2

= 1
𝑐2𝑤𝑎𝑡𝑒𝑟

+ 1
𝑐2𝑅𝑒𝑠𝑎𝑙

(6)

For 𝜓 = 1.0, this results in Eq. (3). Fig. 5 shows how these speeds
contribute to the wave speed of a pipe for carbon steel [47] and
HDPE [48]. We only consider temperatures up to 80 ◦C for HDPE
pipes for which we found data in literature. For all material counts
that the lower the Young’s modulus the lower the waves speed. Note
that the Young’s modulus is about 100 times higher for steel than
for plastic and the Young’s modulus decreases about linearly with
increasing temperature. In contrary for HDPE, the Young’s modulus
behaves asymptotically for higher temperature.
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Fig. 5. (Top) two speeds that contribute to the wave speed of a pipe as function of temperature: the speed of sound in water and the propagation of disturbances in elastic
cylindrical tubes as determined by the Résal formulation. (Bottom) the wave speed of a pipe determined by the Korteweg formula as function of temperature for 𝐷/𝑒 = 10, 30
and 50. (Left) carbon steel and (right) HDPE.
Fig. 6. The wave speed of a pipe of different materials as function of temperature for 𝐷/𝑒 = 10, 50 and 100 normalized with the wave speed at 18.5 ◦C.
Next, we examine how the pipe dimensions (geometrical parame-
ters) affect the wave speed. Fig. 5 shows that a larger ratio of 𝐷/𝑒
results in a lower wave speed. While the trend of temperature affecting
the wave speed remains consistent, the curve flattens with an increasing
diameter-to-wall thickness ratio, making the effect less pronounced.
To illustrate this, we plotted the wave speed normalized to the wave
speed at 18.5 ◦C in Fig. 6. Room temperature of about this temperature
is typically considered when modeling and simulating flows without
accounting for temperature variations. For the HDPE pipes, the figure
also shows that the 𝐷/𝑒 ratio has a negligible effect on the normalized
wave speed. This is due to the dominant elasticity of the pipe material
compared to the ‘‘stiff’’ liquid bulk modulus as shown in Eq. (3).

In conclusion, when the stiffness of the pipe is an order of magnitude
lower than that of the liquid (i.e. the bulk modulus), due to either a
low Young’s modulus or a high 𝐷/𝑒 ratio, the wave speed becomes
dominated by the pipe. Consequently, the influence of the bulk modulus
becomes negligible.

Based on these physical parameters for both the fluid and the pipe
material, the trend of how temperature affects wave speed is clear.
For steel pipes, the wave speed increases with increasing temperature
up to a temperature of about 50 ◦C. It decreases again for higher
6 
temperatures. Most steel pipes are used for applications with a return
temperature around or above 50 ◦C, e.g. 120/80 ◦C for conventional
high temperature (HT)-networks, 100/60 ◦C for HT-networks with
optimized operation, 80/50 ◦C for (primary) transmission systems and
70/40 ◦C for secondary distribution networks (see also Fig. 1). Espe-
cially for the 70/40 ◦C networks the difference in wave speed between
supply and return line is small.

The trend is different for plastic pipes. For these pipes, the wave
speed decreases with increasing temperature, especially below 50 ◦C.
This is most relevant for low and ultra-low temperature DH, which
are more often made of plastic pipes [49]. Fig. 7 illustrates these
trends, showing the absolute difference in wave speed between supply
and return temperatures in 142 MT and HT Swedish district heating
systems, assuming the pipes are made of either steel or HDPE. Note,
however, that when considering relative pressures instead of absolute
pressures, the differences are larger for plastic pipes than for steel pipes.

Thus, even under all assumptions, it remains difficult to determine
the wave speed of a pipe in a district heating network at a certain
temperature. Here we have used a Young’s modulus relation, but as
Fig. 4 shows, it is not an exact value but a range for different materials.
Also the inner diameter and wall thickness of the pipes are critical
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Fig. 7. Absolute wave speed difference between supply and return temperatures in 142 Swedish district heating systems from 2004 to 2010 [50] for an assumed diameter/wall
thickness ratio of 10. Each dot represents one district heating system. MT = Medium Temperature networks, HT = High Temperature networks. (Left) assuming steel pipes and
(right) assuming HDPE pipes.
parameters. Small measurement errors or assumptions about these
dimensions can result in considerable uncertainties in the wave speed
and pressure calculations. The same applies to the measurement or
estimation of the fluid properties.

It is thus of utmost importance to not only account for temperature,
but to also perform an uncertainty quantification for transient wave
propagation in pressurized pipes for the different parameters as they
may vary in a large interval [51]. Also performing measurements to
determine the wave speed for different pipes is needed as literature is
not extensive on this.

Finally, we stated at the beginning of this section that we assume the
absence of cavitation and trapped air pockets. However, literature [52]
indicates that the presence of entrained air or free gas reduces wave
speed and, consequently, pressure transients. Therefore, the effect of
these and other fluid impurities combined with varying temperatures
require further investigation.

3. Water hammer software Wanda

Abdeldayem et al. [53] investigated several commercial software
tools for the simulation of hydraulic transients and the design of
hydraulic systems. They found 21 available water hammer commercial
computer codes of which the majority (13 out of 21) use the methods
of characteristics (MoC) to solve the hydraulic equations. Moreover, 18
out of the 21 software depend on steady/quasi-steady friction models
for the computation of the water hammer equations. For the study in
this paper, we use one of these codes, namely Wanda which is devel-
oped and released by Deltares. Wanda consists of different modules.
The modules relevant to investigate the effect of temperature on water
hammer are the Wanda Liquid module and the Wanda Heat module.
The components available for each module allow for adaptable models,
making it a versatile tool for various hydraulic and thermal analyses.

In this section, we explain briefly some of the differences between
the models. However, we refer to the Wanda manual [54] for more
detailed information about the Wanda software and to [55,56] for
validation reports on the software.

3.1. Fluid and material properties

Wanda Liquid does not account for temperatures and is thus a
dynamic hydraulic module. The user can specify fluid properties that
remain constant during a transient simulation [54]. The default prop-
erties for water are density 𝜌𝑓 = 1000 kg/m3, vapor pressure 𝑝𝑣 =
0.01707 bar a, kinematic viscosity 𝜈 = 1e−6 m2/s and bulk modulus 𝐾
= 2.1e9 N/m2. It is important to note that these values have associated
7 
Table 3
Default Wanda Heat fluid properties for water [54]. 𝑐𝑝 is the specific heat capacity at
constant pressure and 𝑘 is the thermal conductivity.
𝑇 (◦C) 𝜌𝑓 (k g∕m3) 𝜈 (m2∕s) 𝑝𝑣 (bar a) 𝑐𝑝 (J/kg K) 𝑘 (W/m K)

4 1000.0 1.569e−06 0.00813 4205 0.562
10 999.8 1.308e−06 0.01227 4192 0.577
18.5 998.5 1.030e−06 0.02270 4183 0.600
20 998.3 1.005e−06 0.02337 4182 0.602
30 995.7 8.014e−07 0.04242 4178 0.622
50 988.0 5.536e−07 0.12340 4181 0.641
53 987.5 5.451e−07 0.13020 4181 0.642
60 983.1 4.750e−07 0.19920 4185 0.651
70 977.6 4.132e−07 0.31160 4190 0.660
80 971.6 3.654e−07 0.47360 4196 0.668
90 965.1 3.264e−07 0.70110 4205 0.675
95 961.6 3.099e−07 0.84530 4210 0.679

uncertainties. These uncertainties can arise from various factors, includ-
ing measurement precision, temperature variations (as shown in Sec-
tion 2.2) and the purity of the water. Additionally, at the system level,
uncertainties are often much more complex for real pipeline systems
compared to lab experiments. Factors such as valve and pump activities
and pipe geometry might be unknown or imprecisely known [51].

On the other hand, Wanda Heat accounts for temperature dependent
properties for density 𝜌𝑓 , kinematic viscosity 𝜈, vapor pressure 𝑝𝑣,
specific heat 𝑐𝑝 and thermal conductivity 𝑘 for the working fluid. Only
the bulk modulus does not depend on temperature and is taken equal
to value for the Wanda Liquid module. Table 3 shows the default
temperature dependent properties for water in Wanda Heat.

With both modules, users have the option to either input the ma-
terial properties of a water hammer pipe (Wave speed mode set to
‘‘Physical’’), allowing the software to compute the wave speed, or
directly specify the wave speed for the pipe (Wave speed mode set
to ‘‘Specified’’). This flexibility enables users to define different wave
speeds for supply and return pipelines based on the (average) initial
supply and return temperatures in the system. However in ‘‘Physical’’
mode, Wanda Heat computes the wave speed irrespective of the tem-
perature of the fluid as it uses the same properties as Wanda Liquid uses
for the same computation (so the properties independent of tempera-
ture). Thus, the speed at which a pressure wave can travel is in that case
irrespective of using Wanda Liquid or Heat. Yet, higher temperature
means lower densities, which results in slightly lower pressures during
transient simulations (which can lead to cavitation).
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3.2. Quasi-steady friction

Another difference between the two Wanda modules is that Wanda
eat assumes pressure 𝑝, mass flow rate �̇� and internal energy 𝑢 as

he dependent variables for the water hammer equations. On the other
hand Wanda Liquid uses head 𝐻 and discharge 𝑄. This results in two
ways to compute the losses due to friction for the modules. Wanda
Liquid computes in steady-state the head loss due to viscous effect for
incompressible fluid flow through a cylindrical pipe by the following
Darcy–Weisbach equation [54]

𝐻0 −𝐻𝐿 =
𝑓 𝐿𝑄|𝑄|
2𝑔 𝐷 𝐴2

(7)

where subscript 0 means the upstream side of the pipe and subscript
𝐿 the downstream side of the pipe. The dimensionless friction Darcy–
Weisbach factor 𝑓 depends on the wall roughness 𝑘 and the Reynolds
number 𝑅𝑒.

Wanda Heat computes the pressure loss over the pipe according to
𝑝0
𝜌𝑓 𝑔

+ 𝑧0 −
𝑝𝐿
𝜌𝑓 𝑔

− 𝑧𝐿 =
8𝑓

𝐿𝐷5𝑔 𝜌𝑓𝜋2
�̇�|�̇�| (8)

where 𝜌𝑓 = 0.5(𝜌𝑓 ,0 + 𝜌𝑓 ,𝐿).
Wanda calculates the friction factor 𝑓 iteratively using the by the

user-specified wall roughness. Wanda includes several friction models.
When the ‘‘Dynamic Friction’’ option is set to ‘‘Quasi-steady’’, the
friction factor is recalculated at every time step for all calculation
oints. This recalculation is based on the local flow velocity from the

previous time step and the specified wall roughness of the pipe. For
both Wanda Liquid and Wanda Heat, the friction factor is computed
based on the Reynolds number, using the fluid properties of Wanda
Liquid, and is not temperature-dependent. The Reynolds number is
defined as

𝑅𝑒 = 4𝑄
𝜋 𝐷 𝜈 (9)

Even though the friction factor is theoretically inversely propor-
ional to the Reynolds number, for stability reasons, Wanda com-

putes the friction factor for the laminar flow region up to Re = 100
independently of the Reynolds number, using

𝑓 = 0.64 for 0 < 𝑅𝑒 < 100 (10)

For Reynolds numbers between 100 and 2000, Wanda computes the
friction factor inversely proportional to the Reynolds number as

𝑓 = 64∕Re for 100 < 𝑅𝑒 < 2000 (11)

And finally in turbulent regime it computes it as

1
√

𝑓
= −2.0𝑙 𝑜𝑔

(

𝑘∕𝐷
3.7

+ 2.51
𝑅𝑒

√

𝑓

)

for 𝑅𝑒 > 4000 (12)

In the critical regime, 2000 < Re < 4000, Wanda computes the
friction factor with a linear interpolation between 𝑓 calculated with
q. (11) for Re = 2000 and 𝑓 calculated with Eq. (12) for Re = 4000.

3.3. Method of characteristics

There are several numerical methods for the modeling of transient
pressurized pipe flow [57]. Wanda utilizes the traditional Method of
Characteristics (MoC), where the fundamental equations for a pipe are
represented as a set of hyperbolic partial differential equations. We will
first examine the classical MoC formulation for transient pressure pipe
flow, followed by the MoC formulation for transient pipe flow with
temperature variations. For the MoC formulation addressing transient
pressure pipe flow, we consider head 𝐻 and discharge 𝑄 as the de-
pendent variables, similar to the approach used in Wanda Liquid and
nder the same assumptions as presented in Section 2.1. This leads to
8 
the following set of continuity and momentum equations
𝜕 𝐻
𝜕 𝑡 + 𝑐2

𝑔 𝐴
𝜕 𝑄
𝜕 𝑠 = 0 (13)

1
𝑔 𝐴

𝜕 𝑄
𝜕 𝑡 + 𝜕 𝐻

𝜕 𝑠 +
𝑓

2𝑔 𝐷 𝐴2
𝑄|𝑄| = 0 (14)

These equations can be combined and transformed into two sets
of ordinary differential equations, called the compatibility equations,
which we denote as the 𝐶+ and 𝐶− equations.

C+ ∶

{ 𝑑 𝐻
𝑑 𝑡 + 𝑐

𝑔 𝐴
𝑑 𝑄
𝑑 𝑡 + 𝑓 𝑐

2 𝑔 𝐷 𝐴2𝑄|𝑄| = 0
𝑑 𝑠
𝑑 𝑡 = +𝑐 (15)

C− ∶

{ 𝑑 𝐻
𝑑 𝑡 − 𝑐

𝑔 𝐴
𝑑 𝑄
𝑑 𝑡 − 𝑓 𝑐

2 𝑔 𝐷 𝐴2𝑄|𝑄| = 0
𝑑 𝑠
𝑑 𝑡 = −𝑐 (16)

We can solve these equations numerically using a finite difference
approach. To derive the finite difference equations, we divide a pipe
nto equal elements of length 𝑑 𝑠 and choose a time step 𝑑 𝑡 = 𝑑 𝑠

𝑐 . In
his way, the discretized equations can then be graphically represented
y straight lines in space–time, known as characteristics, as shown in

Fig. 8. To compute the discharge and head for a specific element 𝑖 at
the next time step 𝑛+ 1 (point P in the figure), we use the neighboring
elements. If 𝐻 and 𝑄 are known at element 𝑖− 1 (point A in the figure)
and element 𝑖 + 1 (point B in the figure) at the current time step 𝑛, we
can integrate the equations along the characteristic lines to compute
the unknown 𝐻𝑛+1

𝑖 and 𝑄𝑛+1𝑖 as follows

C+ ∶ ∫

𝑖,𝑛+1

𝑖−1,𝑛

𝑑 𝐻
𝑑 𝑡 𝑑 𝑡 +

𝑐
𝑔 𝐴 ∫

𝑖,𝑛+1

𝑖−1,𝑛

𝑑 𝑄
𝑑 𝑡 𝑑 𝑡 +

𝑓 𝑐
2𝑔 𝐷 𝐴2 ∫

𝑖,𝑛+1

𝑖−1,𝑛
𝑄|𝑄|𝑑 𝑡 = 0 (17)

C− ∶ ∫

𝑖,𝑛+1

𝑖+1,𝑛

𝑑 𝐻
𝑑 𝑡 dt −

𝑐
𝑔 𝐴 ∫

𝑖,𝑛+1

𝑖+1,𝑛

𝑑 𝑄
𝑑 𝑡 𝑑 𝑡 −

𝑓 𝑐
2𝑔 𝐷 𝐴2 ∫

𝑖,𝑛+1

𝑖+1,𝑛
𝑄|𝑄|𝑑 𝑡 = 0 (18)

The first two terms in the equations can easily be integrated. How-
ever, in the last term 𝑄 is not known a priori. A first-order approxima-
tion is used for this friction term. Integration and expressing 𝐻𝑛+1

𝑖 in
terms of all other variables results in
C+ ∶ 𝐻𝑛+1

𝑖 = 𝐶𝑛𝑖−1 − 𝑅𝑄
𝑛+1
𝑖 (19)

C− ∶ 𝐻𝑛+1
𝑖 = 𝐶𝑛𝑖+1 + 𝑅𝑄

𝑛+1
𝑖 (20)

in which

𝐶𝑛𝑖−1 = 𝐻𝑛
𝑖−1 + 𝑅𝑄

𝑛
𝑖−1 − 𝑆 𝑄𝑛𝑖−1

|

|

|

𝑄𝑛𝑖−1
|

|

|

(21)

𝐶𝑛𝑖+1 = 𝐻𝑛
𝑖+1 − 𝑅𝑄

𝑛
𝑖+1 + 𝑆 𝑄𝑛𝑖+1

|

|

|

𝑄𝑛𝑖+1
|

|

|

(22)

and, for simplicity, 𝑅 and 𝑆 are determined by pipe and fluid properties
as follows

𝑅 = 𝑐
𝑔 𝐴 ;𝑆 =

𝑓 𝑐
2𝑔 𝐷 𝐴2

𝛥𝑡 (23)

with 𝑐 the wave speed (see Eq. (3)) and 𝑓 the friction factor in s2/m5

and 𝛥𝑡 the time step. More about the computation of the friction factor
n the next subsection.

The computation is executed in all internal computational points in
he pipes for which it uses applied boundary conditions at start and end
f the pipe.

In Wanda Heat, the transport of pressure waves are computed
ccording to the MoC method for pipes that account for water hammer
s described for Wanda Liquid. However, in Wanda Heat, the dependent
ariables are mass flow rate (�̇� = 𝜌𝑓𝑄) and pressure, instead of
ischarge and head. The pressure relates to the head as 𝑝 = 𝜌𝑓 𝑔(𝐻 −𝑧).
ollowing the same approach as for Wanda Liquid (Eqs. (13)–(23)), we

can obtain the discretized equations

C+ ∶ 𝑝𝑛+1𝑖 + 𝜌𝑓 ,𝑖𝑔 𝑧𝑖 = 𝐶𝑛𝑖−1 −𝑋 �̇�𝑛+1𝑖 (24)

− 𝑛+1 𝑛 𝑛+1
C ∶ 𝑝𝑖 + 𝜌𝑓 ,𝑖𝑔 𝑧𝑖 = 𝐶𝑖+1 +𝑋 �̇�𝑖 (25)
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Fig. 8. MoC characteristics in the space–time plane [54].

in which

𝐶𝑛𝑖−1 = 𝑝𝑛𝑖−1 + 𝜌𝑓 ,𝑖𝑔 𝑧𝑖−1 +𝑋 �̇�𝑛𝑖−1 − 𝑌𝑖�̇�𝑛𝑖−1
|

|

|

�̇�𝑛𝑖−1
|

|

|

(26)

𝐶𝑛𝑖+1 = 𝑝𝑛𝑖+1 + 𝜌𝑓 ,𝑖𝑔 𝑧𝑖+1 −𝑋 �̇�𝑛𝑖+1 + 𝑌𝑖�̇�𝑛𝑖+1
|

|

|

�̇�𝑛𝑖+1
|

|

|

(27)

in which 𝑋 and 𝑌 are defined by

𝑋 = 𝑐
𝐴
; 𝑌𝑖 =

𝑓 𝑐
2𝜌𝑓 ,𝑖𝐷 𝐴2

𝛥𝑡 (28)

To determine the thermal evolution in the pipe, Wanda Heat as-
sumes the following energy balance

𝜌𝑓
𝑑 𝑢
𝑑 𝑡 +

1
𝐴
𝑑(𝑢 �̇�)
𝑑 𝑠 −

𝛽 𝑓
2𝜌𝑓 2𝐷 𝐴3

(�̇�)2|�̇�| − 𝑞𝑙 𝑜𝑠𝑠 = 0 (29)

where 𝑢 = 𝑢(𝑇 ) is the internal energy as function of temperature 𝑇 .
Furthermore, the third term on the left-hand side represents the heat
loss due to friction where 𝛽 is the fraction of friction converted to heat
loss. 𝑞𝑙 𝑜𝑠𝑠 includes all other heat losses per unit volume.

In transient mode, Wanda Heat uses for the computation of the heat
transfer through the pipe the same MoC grid as for the water hammer
computation with equal elements of length 𝛥𝑠 that have a volume 𝑉 .
It solves at the beginning of a time step for the compatibility equations
described by Eqs. (24)–(28) and at the end of a time step the discretized
energy balance. In the case of positive flow, so flow from element 𝑖− 1
to element 𝑖, the following is solved
𝑉
(

𝜌𝑓 ,𝑖𝑢𝑖
)𝑛+1 − 𝑉

(

𝜌𝑓 ,𝑖𝑢𝑖
)𝑛

𝛥𝑡
= (𝑢 �̇�)𝑛𝑖 − (𝑢 �̇�)𝑛𝑖−1

+
𝛽 𝑓 (�̇�𝑛𝑖 )2|�̇�𝑛𝑖 |
2𝜌𝑓 ,𝑖2𝐷 𝐴2

𝑖

𝛥𝑠 −𝑄𝑙 𝑜𝑠𝑠
(30)

where 𝑄𝑙 𝑜𝑠𝑠 represents all heat losses excluding those caused by friction.

3.4. Specified vs. adapted model wave speeds

When applying the Method of Characteristics (MoC) for numerical
simulations of pipes, the wave speed used in the MoC grid (adapted
wave speed 𝑐𝑎𝑑 𝑎𝑝) can deviate from the specified wave speed (𝑐𝑠𝑝𝑒𝑐 ,
based on pipe material and fluid properties or user input). This devi-
ation occurs because the MoC grid is discrete, while the actual wave
speed is continuous. In other words, the MoC requires an integer
number of internal cells. Consequently, the wave speed in the model
might need to be adapted. Fig. 9 illustrates this concept. The specified
wave speed does not coincide with the MoC grid. Instead, the model
uses an adapted wave speed that corresponds to the grid. This results
in a deviation between the specified and adapted wave speeds.

The adapted wave speed, which corresponds to the grid, can be
computed as

𝑐𝑎𝑑 𝑎𝑝 = 𝛥𝑠
𝛥𝑡

=
𝐿∕𝑁
𝛥𝑡

(31)

where 𝑁 is the number of pipe elements. To match the specified
and adapted wave speeds for a given pipe of length 𝐿 the user can
9 
Fig. 9. MoC characteristics for specified and adapted wave speeds.

adjust the time step and/or the number of elements into which the
pipe is divided. Thus, note that the discretization, specifically the grid
resolution (spacing between grid points), can cause the adapted wave
speed to deviate from the specified wave speed, thereby introducing
errors.

3.5. Cavitation

Cavitation in pressurized pipes is a phenomenon that occurs due to
changes in fluid pressure. When the local absolute pressure of a fluid
drops below the temperature-dependent vapor pressure 𝑝𝑣, tiny voids or
‘‘bubbles’’, form. These vapor bubbles travel with the fluid’s flow. When
they encounter a higher pressure area, they collapse possibly with large
implosion pressures. This process is known as implosion, which can
damage pipeline systems.

In Wanda, cavitation is modeled as concentrated cavitation, where
cavities (empty spaces in the fluid filled with vapor and/or released
gas) form. These cavities can diminish over time due to higher pressures
in the pipe system. When a cavity collapses, it generally causes an
overpressure that travels through the pipeline. In some cases, the
pressure can equal the vapor pressure over an extensive part of the
pipe system. Cavitation can then occur over a relatively long section
of the pipeline, where only a small part of the pipe’s cross-section is
filled with vapor and gas at vapor pressure. This form of cavitation,
known as extended cavitation, can occur in relatively long pipelines.
Both concentrated and widespread cavities will eventually collapse and
disappear. During the collapse of cavities, unallowable high pressures
can occur.

Wanda does not model the transport of vapor bubbles with the
fluid flow but focuses on the (de)formation of cavities and the pressure
waves resulting from their collapse. When cavitation occurs at a point
in the pipe within a Wanda model, this point becomes a boundary
condition for the water hammer equations in the adjacent sections
of the pipe. A discontinuity exists at this boundary in the spatial
distribution of the discharges. The vapor volume is included in the con-
tinuity equation, and when this volume becomes zero again, the cavity
collapses, and the boundary condition vanishes. This model is referred
to as the Discrete Vapor Cavity Model (DVCM). The implementation in
Wanda has been validated for low-temperature water applications [55].

For the MoC, this means the following. When the calculated head
in a pipe element is less than the relative vapor head, it is adjusted to
be equal to the relative vapor head 𝐻𝑣, which can be determined by

𝐻𝑣 =
𝑝𝑣 − 𝑝𝑎𝑡𝑚
𝜌𝑓 𝑔

+ 𝑣2

2𝑔
+ 𝑧 (32)

with 𝑧 the height relative to the horizontal reference plane, 𝑣 the
velocity and 𝑝𝑣 the vapor pressure in the pipe element. 𝑝𝑎𝑡𝑚 is the
atmospheric pressure. If this occurs, a cavity can form with a certain
volume. At that location, Wanda assumes that the fluid velocity is dis-
continuous. The cavity disappears when its calculated volume becomes
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Fig. 10. Wanda models for the reference problem.
u
e
r
n

f
u
p
v
b
t
a
c
w
r

negative. To satisfy the mass balance, the last positive cavity volume
is then filled with liquid. This applies when the cavitating point is an
internal element point. However, when the cavitating point is at a pipe
extremity (end point), it needs to be combined with the pipe’s boundary
conditions. We refer to the Wanda manual [54] for more details on the
characteristic equations in nodal sets for the modeling of cavitation in
pipes.

4. Reference problem

As highlighted in Section 2, Saidani et al. [40] conducted a com-
prehensive study on the impact of temperature on water hammer
henomena in a copper pipe system. Their research focused on the

effects of temperature on water hammer phenomena with cavitation,
considering both cavitating and non-cavitating transient flow scenar-
os. We consider their study as the reference problem for further
nvestigating the impact of temperature on water hammer phenomena.

Saidani et al. [40] modeled and simulated a system that consists
f a 15.22 m long copper pipe with an inner diameter of 0.02 m and

a wall thickness of 1 mm. A centrifugal pump supplies the system
with a nominal flow rate of 1.0 l/s and a nominal head of 46 m. In
addition, the system consists of a hydro-pneumatic tank upstream of
the pump and a check valve directly downstream of the pump. Finally,
wo quarter-turn ball valves are located at the downstream end of the
ipe, with one pneumatically actuated to generate water hammer and
he other manually operated to control the initial discharge.

They performed two types of simulations. The first, with a low
nitial velocity of 0.423 m/s, resulted in single-phase water ham-
er without cavitation. The second, with an initial flow velocity of
.497 m/s, resulted in a transient flow with cavitation. Their water
ammer code includes a single-phase model, a Discrete Vapor Cavity

Model (DVCM), and a Discrete Gas Cavity Model (DGCM). Additionally,
they used a quasi-steady friction model and two unsteady friction
models: Brunone and Vardy & Brown. They compared their simulation
results with the experimental results of Soares et al. [58]. While they
ccounted for temperature-dependent wave speeds, it is unclear how
his was applied in their transient model and whether temperature was
onsidered in other properties.

In this study, we conduct a similar analysis using Wanda 4.7. We
mploy two different modules: Wanda Liquid and Wanda Heat. In
anda Liquid, we model and simulate the transient hydraulics without

onsidering temperature dependence for any parameter, except for
he wave speed of copper, which is computed based on the tempera-
ure. The fluid’s density, viscosity, and bulk modulus remain constant
hroughout the simulations, assuming properties at 18.5 ◦C — the
emperature at which the experiment was conducted. These properties
10 
include a density of 998.5 kg/m3, a vapor pressure of 2.27 kPa, a
kinematic viscosity of 1.07E−6 m2/s, and a bulk modulus of 2.17
GPa. Additionally, we perform simulations with Wanda Heat, which
accounts for temperature-dependent variations in density, kinematic
viscosity and vapor pressure.

4.1. Model setup

Fig. 10 illustrates the Wanda Liquid and Wanda Heat models. The
Liquid model features a head boundary condition (BC) at both the
pstream and downstream ends of the system, while the Heat model
mploys a pressure–temperature boundary condition on both sides. The
eference model includes a tank at the upstream BC. However, we do
ot model the tank in Wanda as its dimensions (other than its volume of

60 l), air quantity, or initial fluid level were not specified by Saidaini
et al. [40]. Instead, we initialize the BCs at 𝐻 = 0 m and 𝑝 = 0 bar
or Wanda Liquid and Wanda Heat, respectively. In both models, we
se a resist component to simulate the head of 46 m provided by the
ump, as the pump characteristics are not available. This approach is
alid because, as in the reference, the upstream reservoir is assumed to
e infinite, ensuring that the head remains constant during the short
ransient duration. This method also ensures that the same head is
pplied in both the Liquid and Heat models, eliminating the need to
onvert head to pressure for Wanda Heat. Furthermore, we assume a
all roughness of 0.001 mm, based on the steady-state pressure drop

esults of the reference problem.
We simulate the flow in the system by specifying the initial dis-

charge for the ball valve in the model that is used to control the flow
(i.e. the valve furthest downstream). For Wanda Liquid, we can specify
the initial discharge for the ball valve in liters per second (l/s). In
contrast, for Wanda Heat, we need to specify the mass flow rate in
kilograms per second (kg/s). Therefore, we must consider the fluid
density based on temperature to ensure that the initial discharge is
consistent across all cases.

Furthermore, we model the closure of the other (pneumatic) valve,
assuming a linear valve characteristic with the same concave closing
curve as described in [40]. Eq. (33) describes the closing curve for
which we apply an actual closure time 𝑡𝑐 in 0.018 s and 𝑚 = 5 as follows

𝜏𝑣 = 1 − 𝑡
𝑡𝑐

𝑚
(33)

where 𝜏𝑣 is directly proportional to the valve opening.
Fig. 11 shows the applied closure curve in the Wanda models, as

well as in the reference problem. The figure also demonstrates that the
discharge through the system during valve closure in the Wanda models
corresponds to that of the reference problem.
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Fig. 11. (Top) discharges through the Wanda Liquid pipes during valve closure
compared to the reference. (Bottom) the applied valve closure curve with 𝑚 = 5.

Table 4
Wave speed specified and adapted in model for copper for a time step of 2.5e−4 s.
𝑇 (◦C) 𝑐𝑠𝑝𝑒𝑐 (m/s) 𝑐𝑎𝑑 𝑎𝑝 (m/s) dev. (%) 𝑛 (−)

4 1222 1218 0.36 50
10 1238 1242 0.36 49
18.5 1255 1242 1.00 49
20 1257 1242 0.90 49
30 1270 1268 0.13 48
40 1278 1268 0.76 48
50 1281 1268 0.99 48
53 1281 1268 0.99 48
60 1280 1268 0.91 48
70 1276 1268 0.60 48
80 1269 1268 0.05 48
90 1260 1242 0.66 48
95 1255 1242 1.00 49

Finally, we assume the same wave speeds for copper as function
of temperature as in the reference case for the water hammer pipe in
the model. Table 4 summarizes the wave speeds as specified in the
model. We choose a time step of 2.5e−4 s, resulting in approximately
48 internal grid points in the pipe for the MoC grid, similar to Saidaini
et al. [40]. Since the MoC requires an integer number of internal cells,
as we explained in Section 3.4, the wave speed in the model needs to
be adapted to the MoC grid. The adapted wave speed and the number
of elements are summarized in the table, along with the deviation
between the two wave speeds. Although we concluded that the wave
speed varies with temperature, the model uses an adapted wave speed
of 𝑐𝑎𝑑 𝑎𝑝 = 1268 m/s for all temperatures between 30 ◦C and 80 ◦C for
the copper pipe.

To match the specified and adapted wave speed, the user needs to
djust the time step for each model according to Eq. (31) based length

of the pipe and the number of internal grid points. This adjustment
ensures that the time step is appropriately scaled for the given wave
speed and model parameters. However, this means that a different time
step will be required for the different applied temperatures. To show
this, we also apply a time step of 2.527e−4 s for the Wanda Liquid
model with fluid properties at 18.5 ◦C, to ensure that the adapted wave
peed is equal to the specified wave speed of 𝑐 = 1255 m/s for this
cenario.

4.2. Simulation scenarios

Following the approach of Saidaini et al. [40], we examine two
scenarios. In the first scenario (case 1), the initial discharge is set
11 
to 𝑄0 = 0.113 l/s, resulting in single-phase flow without cavitation
throughout all simulations at various temperatures in the reference
problem. In the second scenario (case 2), we repeat the simulations
with an initial discharge of 𝑄0 = 0.156 l/s, which lead to transient flow

ith cavitation as observed in their study.
We begin by conducting steady-state simulations for both scenarios

to determine the pressure drop along the pipe at temperatures of 4,
10, 18.5, 20, 30, 40, 50, 53, 60, 70, 80, 90, and 95 ◦C. These results
are then compared with those reported by Saidaini et al. [40]. It is
mportant to note that the pipe material properties do not influence
he steady-state results.

Subsequently, we perform transient simulations for both scenarios,
analyzing only the first 10 pressure oscillations (0.5 s) from the moment
the valve closes, during which the tank will not have time to react. We
verified this through simulations with different tank dimensions and
properties.

As explained in the previous section, the chosen time step affects
hether the adapted wave speed for the MoC grid matches the specified
ave speed or if there is a deviation. To study this, we compare the
anda Liquid results, with fluid properties at 18.5 ◦C, against the flow

esults of the reference model with their quasi-steady friction model for
wo different time steps.

The first time step is the general time step of 2.500e−4 s, chosen for
all simulations in this study, which results in an adapted wave speed
𝑐𝑎𝑑 𝑎𝑝 of 1242 m/s (see Table 4 for this scenario). The second time step
is 2.527e−4 s, chosen to ensure that the adapted wave speed matches
the specified wave speed of 𝑐 = 𝑐𝑠𝑝𝑒𝑐 = 1255 m/s for this scenario.

4.3. Steady-state results

We begin with steady-state simulations for the two cases, where the
pressure head along the pipe drops due to friction. Fig. 12 illustrates the
pressure difference along the pipe at various temperatures. The results
obtained using Wanda Heat align closely with the reference results. In
these simulations, the pressure drop decreases with increasing temper-
ature due to the reduction in density, which in turn lowers the viscous
forces. For Wanda Liquid, we assumed a constant density corresponding
to 18.5 ◦C for all simulations. Since the density is independent of
temperature, the pressure drop remains constant.

It is important to note that while Wanda Heat accounts for tem-
perature in the head loss equation (Eq. (8)), it uses temperature-
independent parameters for calculating the Reynolds number (Eq. (9)).
The Reynolds number is then used to compute the friction factor
using the Colebrook-White equation (Eq. (12)). At 90 ◦C, the Reynolds
number is approximately three times higher than at room temperature
for the cases presented. This could affect the pressure drop. We do not
know to which extent the Reynolds dependency is accounted for in the
eference model.

4.4. Transient results

For the transient simulations, we close the valve in 18 ms as
described at the beginning of this chapter. The simulation time is 0.5
, such that we capture the first 10 pressure oscillations. We apply the
emperature dependent wave speed to the Wanda Liquid and Wanda
eat pipes. Thus even though we do not account for temperature in
anda Liquid, we can see how adjusting the wave speed affects the

ressure head in the system compared to the standard conditions at
oom temperature (18.5 ◦C in the reference problem).

First, we perform the same simulations as reference case 1 with 𝑄0
= 0.113 l/s for 18.5 ◦C for two different time steps. We compare the
esults with those performed with the Quasi-steady friction solver in
he reference problem. Fig. 13 shows the comparison.

For the time step of 2.527e−4 s, the adapted model wave speed is
equal to the specified wave speed of 1255 m/s. The Wanda Liquid sim-
ulation results for this time step correspond to those of the reference.



S.K. Star et al.

r

p
o
W
r
s
z

s
T

i
a

t
f
s

d
b

d

0
u
p
H
b
o

p

a
d
t
p

t

t
i
t

Applied Thermal Engineering 264 (2025) 125408 
Fig. 12. Temperature effect on the pressure difference over the copper pipe for two
initial discharges. Comparison between Wanda steady-state simulation results and the
eference.

Fig. 13. Case 1: Comparison between single-phase flow results of Saidani et al. [40]
using a quasi-steady friction model and the results from Wanda Liquid at 18.5 ◦C with
a specified wave speed 𝑐 of 1255 m/s for the pipe, evaluated for two different time
steps.

However, for the time step of 2.500e−4 s the adapted wave speed of
1242 m/s is smaller than the specified wave speed of 1255 m/s, which
results in an increasing delay over time compared to the reference.
Also, the wave amplitude is slightly less in the latter case, as this
directly relates to the wave speed. Overall, the Wanda simulation
results correspond well with the reference results for the Quasi steady
friction model.

For reference case 1 with 𝑄0 = 0.113 l/s, all simulations performed
by Saidaini et al. [40] for different temperatures resulted in single-
hase flow transients without cavitation. Fig. 14 shows the results of
ur simulations for a copper pipe performed with Wanda Liquid and
anda Heat for temperatures 4, 18.5, 53, and 95 ◦C. Similar to the

eference, the transients are single-phase flow transients. The quasi-
teady friction model correctly estimates the peak in the first pressure
one, as observed in the experiment by Soares et al. [58], but does

not accurately describe the attenuation of the pressure head. This is
also what Saidaini et al. [40] concluded about their implemented quasi-
teady friction model. The results for 𝑇 = 18.5 and 53 ◦C fully overlap.
his is expected as the adapted wave speed is exactly the same as

Table 4 shows. There is a notable shift in phase and attenuation,
ncreasing in time, due to the reflection of the wave on the closed valve
nd upstream boundary condition.
 s

12 
What is striking, compared to the results of Saidani et al. [40], is
hat our simulations with Wanda Heat at 95 ◦C resulted in a transient
low with pressure spikes due to the collapse of cavitation bubbles, as
hown in Fig. 14. Cavitation begins to occur at temperatures from 70

◦C. This is expected because higher temperatures lead to higher vapor
pressures, making it easier to reach the vapor pressure when pressure
rops during a transient event. At 95 ◦C, the vapor pressure is 0.85
ara, while at 18.5 ◦C, it is 0.020 bara [54]. The reference results also

show pressure drops to the vapor pressure, but since they only used a
single-phase flow solver without cavitation model for case 1, cavitation
id not occur in their case.

Next, we repeat the simulations for an initial discharge of 𝑄0 =
.156 l/s which resulted in transient flows with cavitation in the sim-
lations performed by Saidani et al. [40]. Fig. 15 shows the computed
ressure head at the valve over time with Wanda Liquid and Wanda
eat. The pressure peaks in the second and third pressure zones are
etween 40 and 70 m higher predicted with Wanda than with the model
f Saidani et al. [40]. A big difference in case 2 is the use of a quasi-

steady friction model in Wanda, compared to the unsteady friction
models used by Saidani et al. [40]. The quasi-steady friction model
causes the pressure to drop to the vapor pressure more frequently and
for longer durations. This results in cavitation and subsequent pressure
eaks due to cavitation implosion.

Even though the adapted wave speed is 1242 m/s for both 𝑇 = 18.5
nd 95 ◦C, the cavitation behavior differs at these temperatures due to
ifferences in vapor pressure. This also leads, at higher temperatures,
o more vigorous collapse of the cavitation bubbles, causing higher
ressure peaks.

5. Practical problem

As a practical example, we examine the study by Paananen and
Henttonen [33], which modeled a 1000 MW heat transport system for
district heating in Helsinki. The system includes a hot supply line and a
cold return line to transport heat produced at the Loviisa Nuclear Power
Plant (NPP) to the city. Both lines consist of a 77 km steel pipeline with
an inner diameter of 1200 mm and a 100 mm thick insulation layer.
The circuit includes four pumping stations: three with pumps on both
lines and one with a pump only on the cold return line, totaling seven
identical pumps operating at the same speed. Although their study does
not mention wave speeds, we derived a wave speed of 1600 m/s for
the steel pipes in both the hot supply line and the cold return line
from their plotted results. This value is slightly rounded up compared
to what is practically possible, as the speed of sound in water at typical
temperatures and pressures of heating networks is below this value.

Paananen and Henttonen [33] conducted three types of simulations
to analyze the system behavior: tripping of a single pump, tripping of
a pair of pumps in the same pumping station and the simultaneous
tripping of all pumps. Their results showed tripping a pair of pumps
caused worse pressure spikes than tripping a single pump. However,
simultaneous tripping of all pumps did not cause any high or low
pressure peaks.

In this study, we replicate their model using the Wanda Heat mod-
ule. Similar to their approach, we analyze the effects of a single pump
rip and the simultaneous tripping of a pair of pumps in one pumping

station, focusing on the pressure peaks in the system. Additionally, we
introduce temperature-dependent wave speeds for the pipes and the
effect of that on the system behavior.

5.1. Model setup

Fig. 16 depicts the setup of the Wanda Heat model. We constructed
he model using the available information from the article, but due to
ncomplete data, we made several assumptions. Specifically, we used
he default temperature-dependent fluid properties of Wanda as de-
cribed in Section 3.1 and estimated the pump and pipeline parameters
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Fig. 14. Case 1: Wanda transient simulation results for fluid temperatures of 4, 18.5, 53 and 95 ◦C in the copper pipe system.
Fig. 15. Case 2: Wanda transient simulation results for 4, 18.5, 53 and 95 ◦C for a copper pipe.
Fig. 16. Wanda Heat model for the practical problem. In red the hot supply line between the Nuclear Power Plant (NPP) and the city.
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to align our results with theirs. Additionally, we did not consider the
pipeline elevation profile, as the hydrostatic pressure was subtracted
from the pressure profiles of their main results.

We model the 77 km long supply and return pipelines with an inner
diameter of 1.2 m and assumed 𝐷/𝑒 ratio of 10. Based on the steady-
state results presented by Paananen and Henttonen [33], we assume a

all roughness of 0.15 mm for the pipes.
Since the pump characteristics are not included in the reference

publication, we estimated their characteristics and operating speeds by
sing the affinity rules for pumps to calibrate the model based on the

reported results. Fig. 17 shows the applied pump curves for all pumps
n the Wanda Heat model. The pumps have a rated speed of 1485
pm and an assumed polar moment of inertia of 300 kg m2. With an
nitial pump speed of 1356 rpm for all running pumps, we ensure the
ame discharges for the hot and cold lines as reported by Paananen and
enttonen [33]. These are 3.79 m3/s and 3.63 m3/s, respectively, for

he hot supply line of 120 ◦C and the cold return line of 54 ◦C.
The model also includes a heat accumulator at the side of the city

o store heat from the network. We model the accumulator as a surge
ower which is open to the atmosphere at the top with an area of 1000
2 and infinite height to accommodate for the 50,000 m2 as included
13 
in their model. Also, the area is sufficiently large that the variation in
the fluid level in the accumulator will be negligible for short transients.

Furthermore, the model includes heat exchanger (HX) components
on the points where the supply and return lines connect. These HX
components determine the supply (120 ◦C) and return (54 ◦C) temper-
tures in the direction of the flow to the respective lines. Downstream
f the HX at the city end, we set a pressure of 9.74 bar, while

upstream of the HX at the NPP end, we set a pressure of 17.55 bar.
We estimated these pressures based on the steady-state results plotted
by Paananen and Henttonen [33], ensuring that the systems’ pressure
s well-defined. Note that we do not account for pressure losses across
he heat exchangers.

Finally, we did not account for any heat losses in the Wanda Heat
model because the insulation properties and the temperature decrease
long the pipes are unknown. Additionally, we expect only small

temperature variations due to losses, as the pipes are insulated with
a 100 mm thick layer of insulation.
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Fig. 17. Pump curve for all pumps in the Wanda Heat model.

5.2. Simulation scenarios

Following the approach of Paananen and Henttonen [33], we ex-
mine two transient scenarios: a single pump trip and the tripping of a
air of pumps.

The first scenario involves a single pump trip in the supply line at
the second pumping station, viewed from the city. We use this scenario
to compare our Wanda Heat model results with their study. Initially, we
perform a steady-state simulation with all pumps running to compare
the pressure losses across the system. Next, we simulate the tripping
of the pump in the supply line. We perform this transient simulation
with a time step of 10 ms, as used by Paananen and Henttonen [33],
with the pump tripping at 0 s of simulation time. We then analyze
the first 8 s following the pump trip. This allows us to compare the
pressure changes obtained with the Wanda model to their results. For
this scenario, we apply a wave speed of 1600 m/s, as determined from
their study, to all pipes.

For the second scenario, we simulate the tripping of a pair of pumps
n the first pumping station, viewed from the city end, using the Wanda

Heat model. In the first simulation, we apply a wave speed of 1600 m/s
to both lines. We then compare these results with a second simulation
for which we apply temperature-dependent wave speeds. We assume
that the wave speed of 1600 m/s corresponds to 18.5 ◦C, where the
ormalized wave speed is 1.0 according to Fig. 6. For steel pipes with

a 𝐷/𝑒 ratio of 10, this translates to a wave speed of 1550 m/s for the hot
supply line and 1640 m/s for the cold return line. This approach allows
us to study the impact of wave speed variations due to temperature
differences on the system behavior. Also in this simulation, we use a
time step of 10 ms to capture detailed changes in pressure profiles
throughout the simulation.

5.3. Single pump trip results

Fig. 18 compares the pressure profiles for the steady-state simula-
ion with all pumps running obtained with the Wanda Heat model to
he results of Paananen and Henttonen [33]. The pressure results of the

Wanda model correspond well, with some small deviations in terms of
absolute pressure (less than 0.5 bar) and pressure gradients along the
system. This may be due to different modeling of the hydraulic losses in
the system. Additionally, the absence of detailed information about the
system and the assumptions made may contribute to this difference.
We should also note that because they subtracted the hydrostatic
pressure from their pressure profiles, resulting in non-straight lines,
it is challenging to extract exact data from their plots. Yet, we find
the Wanda Heat model results acceptable for studying the effect of
temperature-dependent wave speeds in the transient scenarios.
 p

14 
Next, we analyze the transient results for this scenario. Fig. 18
illustrates these results, showing the wave propagation in the supply
line after 2, 4, 6, and 8 s of simulation time for both the Wanda Heat
model and the results obtained by Paananen and Henttonen [33]. This
comparison reveals that the amplitude of the pressure waves from the

anda Heat model differs by up to 1 bar from the practical problem.
his discrepancy could be due to insufficient information about their
odel. Furthermore, the results from Paananen and Henttonen [33]

are coarse, with limited data points along a pipe, which could also
lead to an underestimation of their wave amplitudes. Additionally,
the pump component in the Paananen model might include bypasses
parallel to the pumping station, which limit the pressure drop when
the suction pressure exceeds the discharge pressure. However, we do
not expect that the difference between the models will influence the
overall behavior of the system.

5.4. Tripping of a pair of pumps results

For the second scenario, the two pumps at the first pumping station
rom the city end of the network trip at the beginning of the simulation.
ll other pumps keep running at their initial speed. In the first simula-

ion, the wave speed is set to 1600 m/s in both lines. Fig. 19 shows the
esults for this simulation after 200 s, along with the steady-state results

(0 s of simulation time, with all pumps running) for this scenario.
Similar to the findings of Paananen and Henttonen [33], the system

reaches a new steady-state solution 200 s after the tripping of the pump
air. Following the failure event, the pressure in the system reaches

extreme values. As the flow in the system decreases after the tripping
f the pumps, the pump heads increase and the pressure gradients along
he pipes decrease. Consequently, the pressure drops below the vapor
ressure in the return line. Both our results and those of Paananen and
enttonen [33] show a pressure drop to about -6 bar, which is not
hysically possible. Like their study, we did not account for cavitation

in this simulation. Although enabling the cavitation model in Wanda
would prevent pressures from dropping below the vapor pressure,
we chose not to. This allows us to analyze the water hammer phe-
omenon in detail without cavitation, including wave reflection, and

compare our results with theirs. Consequently, both models currently
underestimate this phenomenon, as cavitation bubble collapse could
lead to extreme pressure spikes, as observed in Section 4.3. Therefore,
accounting for cavitation in failure event simulations is essential for
improving reliability.

For the second simulation, we introduce temperature-dependent
wave speeds, as detailed in Fig. 6 in Section 2, and compare these
results with the first simulation where the wave speed is 1600 m/s for
both lines. This analysis focuses on the part of the network at the NPP
end.

Fig. 20 illustrates the pressure behavior in the pipes at 38.0, 39.0,
nd 40.0 s of simulation time for the scenario with temperature-
ependent wave speeds. It is evident that the wave in the return line
ropagates faster than the wave in the supply line. After 40.8 s of
imulation time, the wave caused by the pump trip in the supply line,
raveling at 1550 m/s, has not yet reached the end of the network.
eanwhile, the pressure wave caused by the pump trip in the return

ine, traveling at 1640 m/s, has already passed through the HX com-
onent at the NPP end and into the supply line. This wave interferes
ith the approaching wave from the supply line pump trip, causing the
ressure to drop locally by about 3 bars compared to when all pumps
ere still running. In contrast, the waves traveling at 1600 m/s in both

he supply and return lines have not interfered at all, as they have only
eached the NPP end 40.8 s after the tripping of the pumps.

Fig. 21 shows the time evolution of the pressure waves at a distance
of 77.57 km from the city end for both simulations. The same dip
in pressure observed in Fig. 20 is visible in the supply line with the
wave traveling at 1550 m/s, due to interference with the return line
ressure wave. When both wave speeds are the same, higher pressures
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Fig. 18. Pressure profiles (dashed lines) for single pump trip scenario after 2, 4, 6, and 8 s of simulation time. Steady state pressure in solid lines as reference.
Fig. 19. Pressure profiles along the Helsinki heating transport pipelines with the supply (in red) and return lines (in blue) for the Wanda heat model, 200 s after the tripping of
a pair of pumps. The steady state is included as a reference (in gray).
Fig. 20. Pressure throughout the simulation at the nuclear power plant end of the network for model with reference wave speed (dashed line) and temperature dependent wave
speed (solid line) for both supply (in red) and return (in blue) lines for different instants during the simulation. The vertical dashed line indicates the distance of 77.57 km from
the city end.
are obtained compared to the temperature-dependent wave speeds.
This is because the pressure wave in the supply line has more time
to develop fully to the end of the supply line without interference from
the wave in the return line. As it takes longer for the wave in the supply
line to reach the return line with temperature-dependent wave speeds,
the period of low pressure in the return line is extended compared to
when both wave speeds are 1600 m/s.

This practical case demonstrates the impact of different wave speeds
due to varying supply and return temperatures within the system,
which could have several implications for the overall stability and
safety of the system. If the system is equipped with control elements,
15 
near the NPP end, that continuously monitor the network’s pressure
levels, these elements might interpret the sudden pressure changes as
an additional failure. Consequently, they could trigger protective mea-
sures, such as shutting down certain components or activating bypass
valves, to prevent potential damage. While these actions are intended
to be protective, they could cause additional trips or shutdowns in
other interconnected components, potentially leading to cavitation.
Incidental or over time, this could lead to severe failures.
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Fig. 21. Pressure over time at location 77.57 km with reference wave speed (dashed line) and temperature dependent wave speed (solid line) for both supply (in red) and return
(in blue).
-

6. Conclusion and recommendations

Water hammer, a phenomenon characterized by sudden pressure
surges in pipelines, poses significant risks to district heating systems.
This study has highlighted the impact of temperature on water ham-
mer events, emphasizing the need for comprehensive analysis and
mitigation strategies during the design phase of DH transmission and
distribution systems.

Different modeling approaches, including pseudo-dynamic, dynamic
hydraulic, and fully dynamic thermal-hydraulic models, offer varying
levels of accuracy in simulating water hammer events. The choice of
model should align with the specific requirements of the DH system
being analyzed.

Our study demonstrates that water hammer is impacted by the
system temperature, which affects wave speed, pressure surges and cav-
itation. The physical and geometrical properties of pipeline materials,
such as steel, copper and HDPE, play a key role in determining the
severity of water hammer. The Young’s modulus, which decreases with
temperature, affects the wave speed and, consequently, the pressure
surges. The wave speed in steel and copper pipes increases up to 50
◦C before decreasing, whereas in HDPE (plastic) pipes, wave speed
generally decreases with rising temperature. Typically, higher wave
speeds lead to more severe water hammer effects.

To assess the impact, we modeled and simulated a reference prob-
lem involving rapid valve closure in a copper pipe system with different
initial discharges, considering both cavitating and non-cavitating flow
scenarios. The steady-state results show that the pressure head at
the downstream end of the pipe increases with temperature due to
decreasing density, independent of pipe material properties. On the
other hand, the transient results reveal that higher temperatures lead
to cavitation and more intense pressure peaks, which could be missed
without considering thermal-hydraulic phenomena.

The analysis highlights the system’s sensitivity to various factors,
particularly the inclusion of temperature in models. Temperature sig-
nificantly influences wave speed, pressure drop, and cavitation behav-
ior, leading to more accurate predictions of transient flow behaviors
and pressure oscillations. Additionally, the choice of friction models,
whether quasi-steady or unsteady, impacts simulation outcomes, espe-
cially during cavitation events. Unlike quasi-steady models, unsteady
friction models account for transient frictional losses, resulting in more
accurate pressure fluctuation predictions and reduced cavitation risks.
Therefore, incorporating an unsteady friction model in the Wanda
software is recommended. Prior to the implementation of unsteady
friction models it is import to understand the interaction between
temperature and unsteady friction. Furthermore, using a cavitation
model is essential at higher temperatures to capture early onset and
severe cavitation events, thereby improving simulation reliability and
16 
aiding in robust pipeline design. Additionally, ensuring the adapted
wave speed matches the specified wave speed is essential for accu-
rate simulations, though challenging in systems with pipes of varying
lengths and materials.

The analysis of a 1000 MW district heating system to Helsinki,
focusing on pump failures, revealed that using a single average wave
speed for both supply and return lines simplifies the model but underes-
timates pressure peaks due to partial cancellation of reflecting waves. In
contrast, applying temperature-dependent wave speeds provides more
precise predictions of pressure wave propagation, pressure drops, and
cavitation risks. The interaction between pressure waves in the supply
and return lines creates a amplifying effect, causing significant pressure
drops. Understanding these phenomena is crucial for system stability
and safety, as sudden pressure changes could trigger protective mea-
sures, potentially leading to cavitation and weakening the structural
integrity of the pipelines over time.

Our findings underscore thus the importance of incorporating
temperature-dependent properties in water hammer analysis. This ap-
proach ensures more accurate predictions and helps in designing robust
DH systems capable of withstanding transient events. Thus to ensure re-
liable heat supply, it is crucial to raise awareness about water hammer
risks among designers and operators of district heating systems—
especially now and in the near future as large-scale district heating
networks are being developed.

Future research should focus on refining simulation models to bet-
ter account for temperature effects and other dynamic factors. This
includes the development and validation of cavitation models at higher
temperatures to understand their impact on pipeline integrity and
performance. Furthermore, the impact of dissolved air and other im-
purities, along with temperature effects on wave speed, should be
investigated. Additionally, experimental studies are essential for val-
idating simulation results, particularly in high-temperature scenarios
and cavitation events. These studies provide data to improve exist-
ing models and enhance the reliability of water hammer predictions
in district heating systems. Finally, studying the long-term effects of
repeated transient events, including cavitation, on pipeline materials
and joints at different temperatures can provide valuable insights into
maintenance schedules and the lifespan of pipeline systems.
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