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Abstract

The design of wind turbines is an iterative process in which load calculations and system performance
analyses are done under various environmental conditions. Due to the complexity of wind turbine sys-
tems, fully coupled aero-hydro-servo-elastic codes are indispensable to represent the nonlinear be-
haviour of the system. However, nonlinear codes are known to be costly and time-consuming. In con-
sequence, fast methods of assessing the loads on the system are required to speed up the wind turbine
design process, especially in its early stages. This research comprehends a linearised version of the
BHawCmodel and provides fastmethods of evaluatingwind turbine loads under turbulent inflow con-
ditions. For wind turbines in isotropic conditions and low turbulence intensity, the model is studied
as a linear time-invariant (LTI) system through the Coleman transformation, which describes the ro-
tor degrees of freedom in the inertial frame. The dynamic response of the system is obtained through
a frequency-domain procedure based on computing the system’s transfer function and using the fast
Fourier transform (FFT) algorithm. In addition, model-order reduction (MOR) techniques are used to
lower the run times of the simulations.

The verification of the fast model is accomplished by comparing the response of the linear model with
that of the Siemens in-house aeroelastic simulation tool, BHawC. The comparison is made both in the
time domain and the frequency domain through the power spectra of the time series. Results of the
tower-top displacements and the tower-bottom loads are presented at three operating points. From
the time-domain responses, the maximum root-mean-square error of the tower-base loads related to
the fore-aft and the vertical motion of the turbine is around 10%. Besides, the tower-base lateral force
and moment present large discrepancies of around 20% with respect to BHawC. The fatigue side-side
moment is greatly overpredicted, whereas the differences for the other load channels are less than 20%.

For isotropic conditions and high turbulence intensity, the dependency on the variations in the con-
troller is considered by modelling the system as a linear parameter-varying (LPV) system. In this case,
a discrete-time approach is used together with model-order reduction techniques to reduce the com-
putational requirements in terms of memory and run time. The methodology requires knowledge of
the state at the steady-state equilibrium. Nevertheless, the linearised BHawCmodel describes the rota-
tional degrees of freedomdifferently to the linearisedmodel. Therefore, the implementedmethodology
is instead used in an analytical wind turbine model. There, the LPV system is able to capture the vari-
ability in the systemwhile greatly reducing the computational expense of the simulations.
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1
Introduction

The wind is an essential source of power that has been used throughout several millennia. Among the
first applications are using sails to propel ships and building wind-powered machines to grind grain
and pump water [23]. In the nineteenth century, windmills started to be used to extract energy from
the wind. However, they became of little interest with the arrival of the First Industrial Revolution and
the introduction of fossil fuels, which allowed for an efficient way to generate energy on a large scale.
This was until the early 1970s, when the oil crisis triggered the funding of research programmes and the
development of renewable energy sources [23].

Since then, the growing threats of global warming and climate change and the rising energy demand
have led to a transition away from fossil fuels and towards renewable forms of energy: wind, solar,
geothermal, and hydroelectric. Following the first developments in the 1980s, the evolution of wind
turbine technology has seen a rapid growth —the rated output power of modern wind turbines has in-
creased from roughly 50kW to today’s over 10MW [29]. As a result, wind turbines have proven to be a
mature technology for generating electricity from renewable sources. Nevertheless, there is an ongoing
effort tominimize their cost of energy, achieved through increasing the efficiency of the rotor, reducing
drive train losses, and developingmore intelligent controllers, among others.

The design of wind turbines is a multidisciplinary optimization process, meaning each possible com-
bination of design variables makes a potential design [26]. To evaluate the loads on the system, each
candidate design has to be simulated under a wide range of environmental conditions. These simula-
tions are usually performedusing time-domain numerical tools [20], which allow tomodel the physical
phenomena of wind turbines and also capture their nonlinear behaviour. While detailed aero-servo-
elastic simulation codes are available, their accuracy comes at the expense of high computational costs.
Therefore, methods to quickly evaluate the loads on wind turbines while maintaining a high enough
level of fidelity are of interest. The early stages of wind turbine design are those that can particularly
benefit from a reduction in the computational effort of these analyses. Subsequently, more refined and
advanced models must be used for a complete design load basis evaluation in the mature design and
certification stages.

This research is thus aimed at reducing the computational expense of load prediction, bringing down
the time required for the conceptual stage of wind turbine design. On that account, the primary goal
of this project is to develop and explore the performance of fast linear state-spacemodels for wind tur-
bines operating in isotropic environmental (wind) conditions. The performance of the models is de-
termined based on the accuracy with which loads are predicted with respect to those obtained from
BHawC, the full aero-servo-elastic load simulator from Siemens Gamesa Renewable Energy (SGRE).

1
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1.1. Structure of the report

The report is structured as follows:

First, Chapter 2 reviews the existing literature, specifically on methods of evaluating the wind tur-
bine loads using linear models. Also, the underlying theory used throughout this work is touched
upon, including theoretical background on state-space models, linear time-invariant (LTI) systems,
linear parameter-varying (LPV) systems, and linear time-periodic (LTP) systems. Besides, the research
questions and objectives are formulated. Second, Chapter 3 describes the wind turbine models used
throughout this project: the analytical wind turbine developed by Riva et al. [24] and BHawC, the non-
linear aero-servo-elastic wind turbine model from SGRE. Next, Chapter 4 explains the derivation of
the state-spacematrices of the developed linear model and depicts its state-space representation. The
model order reduction (MOR)methods used to reduce the complexity of the system are also described.
Then, Chapter 5 addresses the scenario in which the wind turbine is an isotropic system subject to a
low turbulence wind inflow. In such conditions, the system is modelled as a linear time-invariant (LTI)
system. It also presents the frequency-domain approach used to obtain the system’s response aswell as
some applications of themethod. Moreover, Chapter 6 explains the time-domain approach used to get
the response of the isotropicwind turbine subject to a high turbulencewind inflow,where the system is
modelled as a linear parameter-varying (LPV) system. For both study cases, the response of the linear
model is validated against thenonlinearBHawCmodel. Finally, the conclusions and recommendations
for future work are discussed in Chapter 7.



2
Theory, methods, and research

questions

This chapter focuses on reviewing the existing literature (Section 2.1) to understand themotive behind
the research questions and the objectives of this work, which are stated in Section 2.3. In addition,
Section 2.2 presents the theoretical background of the research project.

2.1. Literature review

Wind turbines are complex, nonlinear systems. In their design process, nonlinear time-domain analy-
sis tools are necessary to evaluate the loads on the system. The disadvantage of these load estimation
methods is that they require long computational times to perform the simulations. Therefore, develop-
ing fast models for load evaluation in the preliminary design stages is an ongoing research topic.

Shortening the necessary simulation times becomes central for offshore wind applications, where the
hydrodynamic loads must also be considered for various sea states. Specifically, if the wind turbine
under consideration is a floating wind turbine, the different floater designs must also be studied. In
that case, the hydrodynamic andmooring loadsmust be included in the analysis, leading tomore com-
putationally expensive time-domain simulations. As part of the WEIS toolset, NREL [2, 11] developed
RAFT, a frequency-domain tool that provides quick computations of floatingwind turbines. Themodel
accounts for aerodynamics on the blades and structure, hydrodynamic loads acting on the platform,
quasi-static loads on the mooring system, and includes a linearised controller. On the other hand, to
improve the early design stages, Pegalajar-Jurado et al. [20] introduced QuLAF, a tool to quickly eval-
uate the loads on floating wind turbines and hence, establish the conceptual floater design. It uses a
linear, frequency-domain model with four planar degrees of freedom and gets the aerodynamic, hy-
drodynamic, and mooring loads from state-of-the-art tools [16]. Despite being a simplified model, it
predicts the loads and response of floating offshore wind turbines with reasonable accuracy.

Tibaldi et al. [26] presented a fast method of evaluating the fatigue loads on wind turbines, which uses
a high-order linear aero-servo-elasticmodel to compute the frequency-domain response of awind tur-
bine system in turbulent wind. Then, it uses a spectral method from the power spectral density of the
responses of several load sensors to predict the fatigue loads and damage [26]. The analysis assumes
isotropic conditions in which gravity, wind shear and tower shadow are not considered. However, grav-
ity effects can be modelled as deterministic contributions when evaluating the blade edgewise loads
[26]. Also, to include the controller dependency, the open-loop matrices are exported, the controller
modelled, and the closed-loop transfer function computed. This leads to good results for operating
conditions with low turbulence intensity. However, if the turbulence is high, the variability of the con-

3
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troller is not fully addressed, and the predicted loads lose continuity around the rated wind speed.

Furthermore, the motion of the tower-nacelle subsystem in a wind turbine is coupled to the motion of
the rotor subsystem. While the dynamics of wind turbine blades are commonly expressed in the blade-
fixed (or rotating) reference frame, the tower’smotion is represented in the ground-fixed (non-rotating)
coordinate system. Therefore, describing the rotor degrees of freedom in the ground-fixed frame is of-
ten interesting. This can be achieved through the Coleman transformation (also called themulti-blade
coordinate transformation, MBC), which was first presented in the helicopter field by Coleman [51].
Then, due to its benefits, it started to receive the attention of the wind energy field, where Bir [37, 33]
went on to develop theMBC3, aMATLAB®-based script to perform the Coleman transformation of the
systemmatrices for three-bladedWTs. It has since been studied in detail by, amongst others, Skjoldan
[32] during his thesis project, which introduces amodal analysis tool based on the BHawC aero-servo-
elastic load simulation code. The results from the latter’s work showed that any isotropic wind turbine
system can be transformed into a time-invariant system through the Coleman transformation as the
periodic coefficients are eliminated in the equations of motion, leading to a set of equations of motion
with constant coefficients.

Anisotropic conditions can be caused either by (a) rotor anisotropy due to blade-to-blade manufac-
turing variations, pitchmisalignment, andmaterial accumulation on the blades, or (b) anisotropic en-
vironmental conditions, which arise from gravitational forces or wind flow asymmetry. Under such
conditions, wind turbines must be modelled as linear time-periodic (LTP) systems. The work of Allen
et al. [30] presents a system identification methodology for linear time-periodic systems where the
input forces are unmeasured and random. It extends the operational modal analysis to LTP systems
and accordingly, applies the harmonic transfer function to create an output-only system identification
method. Wereley and Hall [45, 46] introduce the concept of the harmonic transfer function (HTF) as
an extension of the frequency transfer function for LTP systems. Hence, the HTF describes the input-
output relationship of linear time-periodic systems. Bringing together themany contributions regard-
ing LTP systems done over the years, Bittanti and Colaneri [36] provide the theoretical framework for
analysing, modelling, filtering and controlling periodically-varying systems. Furthermore, Skjoldan
[32] uses the implicit Floquet analysis approach to provide themodal decomposition of a wind turbine
in anisotropic conditions.

The present study builds on the linearised version of the BHawCmodel developed by Skjoldan [32] to
provide the loads on a wind turbine given a turbulent wind input. The solution space between the fast
linear model and the nonlinear aero-servo-elastic model is explored. The work is in line with the work
of Tibaldi et al. [26] but expands it to study wind turbines in isotropic environmental conditions with
both low and high turbulence. For wind turbines in isotropic conditions and low turbulence intensity,
the system is treatedasa linear time-invariant (LTI) systemthrough theColeman transformation,which
allows for frequency-domain analysis of the system. For isotropic conditions and high turbulence in-
tensity, the dependency on the variations in the controller is accounted for by exporting the matrices
for several wind speeds and creating a linear parameter-varying (LPV) system. The dynamical response
of the wind turbine system is studied in the discrete-time domain.

2.2. Theoretical background

This sectioncontains the theoretical backgroundof the researchproject. Particularly, anoverviewof the
different types of state-spacemodels is given based on their time-dependency. First, Section 2.2.1 gives
a general introduction to the state-space representation of linear models, while Section 2.2.2 presents
the theory behind linear time-invariant (LTI) systems. Then, Sections 2.2.3 to 2.2.4 give insight into lin-
ear parameter-varying (LPV) systems and their conversion from the continuous-time domain to their
discrete-time formulations. Last, Section 2.2.5 introduce the concept of linear time-periodic (LTP) sys-
tems.



2.2. Theoretical background 5

2.2.1. State-spacemodels
Expressing complex physical systems through differential equations can become cumbersome, espe-
cially if the system is a multiple-input multiple-output (MIMO) system. Therefore, state-spacemodels
are often used, as they replace the 𝑛th-order differential equations with first-order differential equa-
tions [31] to describe the system’s dynamics.

First, the general structure of an 𝑛th-order state-spacemodel is expressed through two equations as:

¤𝝃 (𝑡 ) = 𝒇 (𝝃 (𝑡 ),𝝂 (𝑡 ), 𝑡 ) (state evolution equation) (2.1a)

𝜸 (𝑡 ) = 𝒈 (𝝃 (𝑡 ),𝝂 (𝑡 ), 𝑡 ) (instantaneous output equation) (2.1b)

where the 𝑛𝑖 system inputs, 𝑛𝑜 outputs, and 𝑛 states are defined, respectively, as

𝝂 (𝑡 ) =

𝜈1 (𝑡 )
...

𝜈𝑛𝑖 (𝑡 )

 , 𝜸 (𝑡 ) =

𝛾1 (𝑡 )
...

𝛾𝑛𝑜 (𝑡 )

 , 𝝃 (𝑡 ) =

𝜉1 (𝑡 )
...

𝜉𝑛 (𝑡 )

 (2.2)

while for continuous-time (CT) systems, we interpret

¤𝝃 (𝑡 ) = 𝑑𝝃 (𝑡 )
𝑑𝑡

, 𝑡 ∈ ℝ orℝ+ (2.3)

for discrete-time (DT) systems, the state update vector is

¤𝝃 (𝑡 ) = ¤𝝃 (𝑡 + 1) , 𝑡 ∈ ℤ orℤ+ . (2.4)

Consequently, if the current state and input vector at a time 𝑡 are known, the current output can be
computed through Eq. (2.1b), and the following state (DT case) or the derivative of the state (CT case)
can be obtained through Eq. (2.1a).

Linearisation

Much attention has been focused on linear models. In the study of dynamical systems, linear models
arise as descriptions of small perturbations away from a nominal solution of the system (perturbation
theory). Considering the general structure of a state-space model in Eq. (2.1), the equilibrium trajec-
tory of the system (denoted as 𝑜) consists of 𝝃 (𝑡 ), 𝜸 (𝑡 ), and 𝝂 (𝑡 ), which jointly satisfy the state-space
equations [31].

Then, assume the input signal and the initial conditions are perturbed away from their nominal values
by u(𝑡 ) = 𝝂 (𝑡 ) − 𝝂 (𝑡 ) and q(0) = 𝝃 (0) − 𝝃 (0), respectively. In the same line, the state trajectory is
perturbed by q(𝑡 ) = 𝝃 (𝑡 ) − 𝝃 (𝑡 ), and similarly for the outputs y(𝑡 ) = 𝜸 (𝑡 ) −𝜸 (𝑡 ). Substituting these new
values and performing amultivariable Taylor series expansion to first-order terms [31], the state-space
equations read:

¤q(𝑡 ) ≈
[
𝜕𝒇

𝜕𝝃

]
𝑜

q(𝑡 ) +
[
𝜕𝒇

𝜕𝝂

]
𝑜

u(𝑡 ) (2.5a)

y(𝑡 ) ≈
[
𝜕𝒈

𝜕𝝃

]
𝑜

q(𝑡 ) +
[
𝜕𝒈

𝜕𝝂

]
𝑜

u(𝑡 ) (2.5b)

where
[
𝜕𝒇 /𝜕𝝃

]
𝑜
is the𝑛×𝑛 Jacobianmatrix of 𝒇 with respect to 𝝃 evaluated along thenominal solution,

and similarly for the other Jacobianmatrices defined in Eq. (2.5). Therefore, the state-space description
of the linearisedmodel can be rewritten inmatrix form as:

¤q(𝑡 ) = A(𝑡 )q(𝑡 ) + B(𝑡 )u(𝑡 ) (2.6a)

y(𝑡 ) = C(𝑡 )q(𝑡 ) +D(𝑡 )u(𝑡 ) (2.6b)
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where the first equation, Eq. (2.6a), is known as the state equation, and the second equation, Eq. (2.6b),
is called the output equation, and the tensors of rank 2 of the state-spacemodel are defined as:

• A is the 𝑛 × 𝑛 state (or system)matrix,

• B is the 𝑛 × 𝑛𝑖 input matrix,

• C is the 𝑛𝑜 × 𝑛 output matrix, and

• D is the 𝑛𝑜 × 𝑛𝑖 feedforward (or feedthrough) matrix.

Physical dynamic systems

Generally, linear physical systems are modelled as second-order differential equations. In the case of
structural dynamics, these describe the system’s dynamics about the equilibrium configuration as:

M(𝑡 ) ¥q(𝑡 ) + C(𝑡 ) ¤q(𝑡 ) + K(𝑡 )q(𝑡 ) = F(𝑡 )u(𝑡 ) (2.7)

whereM, C and K are the mass, damping, and stiffness matrices, respectively, q is the vector of gener-
alised displacements. The forcingmatrix F is in charge of distributing the input u to the correct degrees
of freedom.

Moreover, themeasured output y is related to the displacements q by

y(𝑡 ) = H(𝑡 )q(𝑡 ) . (2.8)

The standard second-order form of the equations of motion in Eq. (2.7) can be described in the state-
space formulation by rearranging the equations to form the 𝑛 × 1 state vector x:

x =
[
q> ¤q>

]>
, ¤x =

[
¤q> ¥q>

]> (2.9)

which leads to the following state-space representation:

¤x(𝑡 ) = A(𝑡 )x(𝑡 ) + B(𝑡 )u(𝑡 ) (2.10a)

y(𝑡 ) = C(𝑡 )x(𝑡 ) +D(𝑡 )u(𝑡 ) (2.10b)

where the state, input, output, and feedbackmatrices are:

A =

[
0 I

−M−1K −M−1C

]
, B =

[
0

M−1F

]
(2.11a)

C =
[
H 0

]
, D = 0 . (2.11b)

and

• x is the 𝑛 × 1 state vector,
• u is the 𝑛𝑖 × 1 input vector, and
• y is the 𝑛𝑜 × 1 output vector.

Time dependency

If the original nonlinear model is time-invariant and the nominal solution is constant, the linearised
model will also result in a time-invariant system [31]. Hence, the state-spacemodel can be represented
as a linear time-invariant (LTI) system, and its description is simplified to:

¤x(𝑡 ) = Ax(𝑡 ) + Bu(𝑡 ) (2.12a)
y(𝑡 ) = Cx(𝑡 ) +Du(𝑡 ) (2.12b)

where A, B, C, andD are constant matrices.
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Furthermore, the linearised model may be a linear time-varying (LTV) model if the nominal solution
is time-varying, or a linear time-periodic (LTP) model if the nominal solution is periodic, which corre-
sponds to a system operating in a cyclic or periodic steady-state. For LTPmodels, thematrices describ-
ing the state-space system have periodically varying coefficients as A(𝑡 ) = A(𝑡 + 𝑇 ), B(𝑡 ) = B(𝑡 + 𝑇 ),
C(𝑡 ) = C(𝑡 +𝑇 ),D(𝑡 ) = D(𝑡 +𝑇 ), where𝑇 denotes the system’s period. This is the case for wind turbine
systems, where the set of equations of motion have periodic coefficients caused by the rotation of the
rotor [32].

2.2.2. Linear time-invariant (LTI) models
As described above, linear time-invariant (LTI) systems can be described by linear differential equa-
tions with constant coefficients. Particularly, if the model is represented in the state-space form, the
state and output equations are characterised by having constant matrices A, B, C andD, as seen above
in Eq. (2.12b). For wind turbines, the steady-state is time-periodic due to the rotation of the rotor. To
deal with such periodicity, wind turbine systems can be converted into time-invariant systems through
a coordinate transformation, the a priori known Coleman or multi-blade coordinate (MBC) transfor-
mation.

Transfer function

The idea behind the transfer function comes from looking at the frequency response of a system [50].
For a linear system, the transfer function describes how an incoming signal is modified when going
through a system. In other words, it depicts the input-output relation of the system. Hence, it is widely
used to characterise the stability and performance of linear systems.

Taking the Laplace transform of the general state-space model under the assumption that all initial
values are zero reads,

𝑠X(𝑠 ) = AX(𝑠 ) + BU(𝑠 ) (2.13a)
Y(𝑠 ) = CX(𝑠 ) +DU(𝑠 ) (2.13b)

where theLaplace transformvariable 𝑠 is thoughtof as a complex frequency. When the transfer function
is evaluated at 𝑠 = 𝑗𝜔 with 𝑗 :=

√
−1 being the imaginary unit, it is also known as the frequency response

function of the system.

As the general form of the transfer function is the ratio of the output to the input, the above equations
can be rewritten as:

X(𝑠 ) = (𝑠I − A)−1BU(𝑠 ) (2.14)

which, substituting into the output equation, gives:

G(𝑠 ) = C(𝑠I − A)−1B +D . (2.15)

The roots of the numerator and the denominator are the so-called zeros and poles of the system, re-
spectively. The transfer function poles correspond to the eigenvalues of the systemmatrix A, meaning
they only depend on the intrinsic dynamics of the system [50]. On the other hand, the zeros depend on
how the inputs and outputs are coupled to the states and hence, they depend onmatrices A, B, C and
D of the state-space formulation.

Finally, the response or output of the model yields from joining the transfer function G(𝑠 ) with the
Laplace-transformed inputU(𝑠 ) as:

Y(𝑠 ) = G(𝑠 )U(𝑠 ) . (2.16)

Coleman transformation

The use of multi-blade coordinates (MBC) is a method of describing the motion of the rotor in the in-
ertial frame of reference [24, 32]. For three-bladed isotropic wind turbines in isotropic external condi-
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tions, this approach can be used to transform a time-periodic and, therefore, time-varying system into
a time-invariant one. The transformation of the blade coordinates into the ground-fixed frame is done
via themulti-blade coordinate transformation as:

𝑎0 =
1
3

3∑
𝑗=1

𝜉 𝑗 , 𝑎1 =
2
3

3∑
𝑗=1

cos
(
𝜓𝑗

)
𝜉 𝑗 , 𝑏1 =

2
3

3∑
𝑗=1

sin
(
𝜓𝑗

)
𝜉 𝑗 (2.17)

where𝜓𝑗 = 𝜓1 +2𝜋 (𝑗 −1)/3 is the azimuth angle for blade number 𝑗 and 𝜉 𝑗 are a set of blade coordinate,
and𝜓1 = Ω𝑡 withΩ being the rotational speed of the wind turbine rotor.

Thenewmulti-blade coordinates𝑎0,𝑎1 and𝑏1, designate the collective, the cosine-cyclicmode, and the
sine-cyclic modes, respectively. Together, these threemodes couple the rotor to the rest of the turbine.
For the flapwise degrees of freedom, 𝑎0 is the rotor coning, and 𝑎1 and 𝑏1 are the rotor tilt and yaw,
respectively. Whereas for the edgewise DOFs, 𝑎0 represents the collective (or symmetric) deflections,
and 𝑎1 and 𝑏1 are the horizontal and vertical motions, respectively.

The vector of new state variables (xB) represented in the non-rotating frame is:

x = BxxB (2.18)

whereby the transformation assembled in matrix form is known as the Coleman [51] transformation,
and reads [43]:

Bx (𝑡 ) =

1 cos (𝜓1 (𝑡 )) sin (𝜓1 (𝑡 ))
1 cos (𝜓2 (𝑡 )) sin (𝜓2 (𝑡 ))
1 cos (𝜓3 (𝑡 )) sin (𝜓3 (𝑡 ))

 . (2.19)

Under the assumption of isotropic rotors in isotropic conditions, transforming the blade coordinates
intoMBCs eliminates the periodic terms in the governing equations [43]. Consequently, a wind turbine
system in isotropic conditions can bemodelled as a linear time-invariant (LTI) system.

2.2.3. Linear parameter-varying (LPV)models
Linear parameter-varying (LPV) systems are linear state-spacemodels whose dynamics vary as a func-
tion of certain time-varying signals p [14]. Accordingly, the LPV representation allows to describe the
nonstationary behaviour of nonlinear systems [8]. In general, the state-space representation of LPV
models in the scheduling space reads:

¤x(𝑡 ) = A(p)x(𝑡 ) + B(p)u(𝑡 ) (2.20a)
y(𝑡 ) = C(p)x(𝑡 ) +D(p)u(𝑡 ) (2.20b)

where ¤x(𝑡 ) are the states, u(𝑡 ) are the inputs, y(𝑡 ) are the outputs, and the state-space matrices are
parametrised by the scheduling parameters p = p(𝑡 ). Note that for discrete-time systems, the state
update vector becomes x(𝑡 +𝑇d), where𝑇d is the sample time.

Grid-based representation

A typical representation of LPV systems is the so-called grid-based representation, which consists of a
collection of system linearisations on a gridded domain of parameter values p [28]. First, a series of
linear time-invariant (LTI) models are generated by evaluating the LPV model for several values of the
scheduling parameter(s). Then, the system is stored as a finite state-space array defined on a gridded
domain, in which each grid point corresponds to a local LTImodel [14]. For example, Fig. 2.1 illustrates
a grid-based LPV system thatmodels awind turbine system,where the time-varying parameters are the
free wind speed and the rotor azimuthal position at a collection of operating points (OPs).

An extension of the LPV representation to account for offsets in the state vector, its derivate, and in
the input and output vectors [14], is the affine form of the LPV model. These offsets correspond to the
values at the operating points at which the model is linearised. On that account, the state-space set of
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Figure 2.1:Wind turbine LPVmodel defined on a rectangular grid

equations is expressed in the continuous-time domain as:

¤x(𝑡 ) = A(p)x(𝑡 ) + B(p)u(𝑡 ) − (A(p)x̃(p) + B(p)ũ(p)) (2.21a)
y(𝑡 ) = C(p)x(𝑡 ) +D(p)u(𝑡 ) − (C(p)x̃(p) +D(p)ũ(p)) + ỹ(p) (2.21b)

and the linear model in the scheduling space in a compact formulation reads:

¤̂x(𝑡 ;p) = A(p)x̂(𝑡 ;p) + B(p)û(𝑡 ;p) (2.22a)
ŷ(𝑡 ;p) = C(p)x̂(𝑡 ;p) +D(p)û(𝑡 ;p) (2.22b)

where the state variables of the linear model are related to the states of the overall LPV model as
x̂(𝑡 ;p) = x(𝑡 ) − x̃(p), and similarly for the state derivatives, inputs and outputs.

2.2.4. Discretisation of LPVmodels
Transforming the representation of a state-space system in continuous-time (CT) to the discrete-time
(DT) domain is motivated by the simplification of its mathematical description. For discrete-time sys-
tems, the integrals of the continuous-time signals are replaced by summations, leading to faster algo-
rithms with a lower computational expense. The state-space matrices must be discretised to convert
the equations of a continuous-time system to their discrete-time formulation. In short, matrices (A, B,
C,D) are converted to (Ad, Bd, Cd,Dd).

First, consider thegeneral continuous-timestate-space formulationofanLPVmodelwith static schedul-
ing dependence as:

¤x(𝑡 ;p) = A(p)x(𝑡 ;p) + B(p)u(𝑡 ;p) (2.23a)
y(𝑡 ;p) = C(p)x(𝑡 ;p) +D(p)u(𝑡 ;p) (2.23b)

Using a zero-order hold (ZOH) setting, theDT signals can be obtained from theCT signals by assuming
the latter remain constant inside each sampling interval [36], such that

u(𝑡 ) = ud (𝑘 ) , ∀𝑡 ∈ [𝑘𝑇d, (𝑘 + 1)𝑇d)
p(𝑡 ) = pd (𝑘 ) , ∀𝑡 ∈ [𝑘𝑇d, (𝑘 + 1)𝑇d)
yd (𝑘 ) = y(𝑘𝑇d) .

(2.24)

Then, the LPV state-space model can be described in discrete-time as the representation of an under-
lying sampled continuous-time LPV system [35]:

x(𝑘 + 1) = Ad (pd) xd (𝑘 ) + Bd (pd) ud (𝑘 ) (2.25a)
y(𝑘 ) = Cd (pd) xd (𝑘 ) +Dd (pd) ud (𝑘 ) (2.25b)

where the subscript “d” denotes the discrete-time (DT) domain, and the signals ud and pd are sampled
signals of the input signal u and the scheduling signal p, respectively, with a sampling period𝑇d > 0.
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Complete form

The complete signal evolution approach for the discretisation of LTI systems can be extended to LPV
systems, where the state-space representation of the system becomes

¤x(𝑡 ;p) = A(p(𝑘𝑇d)) x(𝑡 ) + B(p(𝑘𝑇d)) u(𝑘𝑇d) (2.26a)

y(𝑡 ;p) = C(p(𝑘𝑇d)) x(𝑡 ) +D(p(𝑘𝑇d)) u(𝑘𝑇d) . (2.26b)

Given that the state evolution equation in Eq. (2.26a) is an Ordinary Differential Equation (ODE) and
assuming the state matrix A is invertible, the solution is composed of a homogeneous solution and a
forcing term. The DT state-spacematrices of the complete method discretisation become [35]:

Ad (pd (𝑘 )) = 𝑒A(p(𝑘𝑇d))𝑇d (2.27a)

Bd (pd (𝑘 )) = A−1 (p(𝑘𝑇d))
(
𝑒A(p(𝑘𝑇d))𝑇d − I

)
B(p(𝑘𝑇d)) (2.27b)

Cd (pd (𝑘 )) = C(p(𝑘𝑇d)) (2.27c)
Dd (pd (𝑘 )) = D(p(𝑘𝑇d)) . (2.27d)

As described by Tóth [35], the complete discretisation method contains a heavy nonlinear depen-
dence on the scheduling parameterpd. To deal with the nonlinearities whilst still representing the orig-
inal behaviour of the system, approximative discretisation methods have been developed, containing
a lower complexity of coefficient dependence. These methods approximate the integral that describes
the state-evolution inside the sample interval by assuming a linear, polynomial, or rational dependence
onpd. Next, an overviewof three approximate discretisationmethods (the rectangular, polynomial and
trapezoidal methods), is given.

Rectangularmethod

The rectangular (or Euler’s forward)method applies a first-order approximation to thematrix exponen-
tial term, which becomes:

𝑒𝑇dA(p(𝑘𝑇d)) ≈ I +𝑇dA(p(𝑘𝑇d)) .

Substituting the conversion rule above into Eq. (2.27), the discrete-time systemmatrices of the rectan-
gular discretisation approach are:

Ad (pd (𝑘 )) = I +𝑇dA(p(𝑘𝑇d)) (2.28a)
Bd (pd (𝑘 )) = 𝑇dB(p(𝑘𝑇d)) (2.28b)
Cd (pd (𝑘 )) = C(p(𝑘𝑇d)) (2.28c)
Dd (pd (𝑘 )) = D(p(𝑘𝑇d)) . (2.28d)

Polynomial method

The polynomial (or Hanselmann) discretisation method approximates the matrix exponential term
through a higher-order Taylor expansion. Hence,

𝑒A(p(𝑘𝑇d))𝑇d ≈ I +
𝑛∑
𝑙=1

𝑇 𝑙
d
𝑙 !
A𝑙 (p(𝑘𝑇d)) . (2.29)

While it better approximates the complete method, it also introduces a higher complexity [35]. Then,
substituting this approximation into Eq. (2.27), theDT systemmatrices of the polynomial discretisation
method read:

Ad (pd (𝑘 )) = I +
𝑛∑
𝑙=1

𝑇 𝑙
d
𝑙 !
A𝑙 (p(𝑘𝑇d)) (2.30a)
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Bd (pd (𝑘 )) = 𝑇d

(
I +

𝑛−1∑
𝑙=1

𝑇 𝑙
d

𝑙 + 1!A
𝑙 (p(𝑘𝑇d))

)
B(p(𝑘𝑇d)) (2.30b)

Cd (pd (𝑘 )) = C(p(𝑘𝑇d)) (2.30c)
Dd (pd (𝑘 )) = D(p(𝑘𝑇d)) . (2.30d)

Trapezoidal method

The trapezoidal (or Tustin) method uses a trapezoidal evaluation of the state-evolution integral, pro-
viding a better approximation than the rectangular method [35]. The discretised matrices of the state-
space formulation using the trapezoidal discretisationmethod are:

Ad (pd (𝑘 )) =
(
I + 𝑇d

2
A(p(𝑘𝑇d))

)
E−1 (2.31a)

Bd (pd (𝑘 )) =
√
𝑇dE−1B(p(𝑘𝑇d)) (2.31b)

Cd (pd (𝑘 )) =
√
𝑇dC(p(𝑘𝑇d))E−1 (2.31c)

Dd (pd (𝑘 )) =
𝑇d
2
C(p(𝑘𝑇d))E−1B(p(𝑘𝑇d)) +D(p(𝑘𝑇d)) (2.31d)

where, for simplicity, E = I − 𝑇d
2 A(p(𝑘𝑇d)).

Furthermore, the grid-based representation of LPV systems in affine form can be combined with a dis-
cretiseddescriptionof the systemtoaccount for theoffsets in the inputs andstate variables. In that case,
the model can be evaluated in the discrete-time domain, where the state update vector and response
of the system at each time are calculated as:

x(𝑘 + 1) = Ad (pd) (x(𝑘 ) − x̃(pd)) + Bd (pd) (u(𝑘 ) − ũ(pd)) + x̃(pd) (2.32a)
y(𝑘 ) = Cd (pd) (x(𝑘 ) − x̃(pd)) +Dd (pd) (u(𝑘 ) − ũ(pd)) + ỹ(pd) . (2.32b)

2.2.5. Linear time-periodic (LTP)models
To include the periodicity introduced in the wind turbine due to anisotropic conditions such as gravity
forcing orwind shear and yaw, the systemcanbemodelled as a linear time-periodic (LTP) system. First,
recall that a linear time-periodic dynamical system can be described in the state-space form as [13]:

¤x = A(𝑡 )x(𝑡 ) + B(𝑡 )u(𝑡 ) (2.33a)
y = C(𝑡 )x(𝑡 ) +D(𝑡 )u(𝑡 ) (2.33b)

where the periodicity of the systemmanifests itself in the periodicity of thematrices of the state-space
model A(𝑡 +𝑇 ) = A(𝑡 ), B(𝑡 +𝑇 ) = B(𝑡 ), C(𝑡 +𝑇 ) = C(𝑡 ), andD(𝑡 +𝑇 ) = D(𝑡 ), being𝑇 the period of the
system.

On theother hand, a generalisationof the class of𝑇 -periodic signals is the so-called exponentiallymod-
ulated periodic (EMP) signal. Following the descriptions presented by both Bittanti and Colaneri [36]
and Riva [36], “an LTP system of period𝑇 subject to an EMP input with period𝑇 admits an EMP regime
with the same period”. In such a regime, the state vectors can be expanded as EMP signals:

x(𝑡 ) =
+∞∑

𝑛=−∞
x𝑛𝑒 𝑠𝑛𝑡 , ¤x(𝑡 ) =

+∞∑
𝑛=−∞

𝑠𝑛x𝑛𝑒 𝑠𝑛𝑡 , y(𝑡 ) =
+∞∑

𝑛=−∞
y𝑛𝑒 𝑠𝑛𝑡 (2.34)

where 𝑠𝑛 = 𝑠 + 𝑗𝑛Ω𝑡 , being 𝑠 a complex number.
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Moreover, the state-spacematrices of periodic coefficients can be expanded in Fourier series as:

A(𝑡 ) =
+∞∑

𝑛=−∞
A𝑛𝑒 𝑗𝑛Ω𝑡 , and similarly for B(𝑡 ), C(𝑡 ) andD(𝑡 ) . (2.35)

Subsequently, the harmonics of the vectors and the matrices can be assembled as doubly infinite vec-
tors, and doubly infinite Toeplitz matrices [36] in the following fashion:

𝒙 =
(
. . . , xT−1, x

T
0 , x

T
+1, . . .

)T
, and similarly with𝒖 and 𝒚

A =



. . .
...

...
... . .

.

· · · A0 A−1 A−2 · · ·
· · · A1 A0 A−1 · · ·
· · · A2 A1 A0 · · ·
. .
. ...

...
...

. . .


, and similarly with B, C andD.

(2.36)

By substituting Eq. (2.36) into the state-space equations in Eq. (2.33), the system yields an infinite-
dimensional system:

𝑠𝒙 = (A − N)𝒙 + B𝒖 (2.37a)
𝒚 = C𝒙 + D𝒖 (2.37b)

whereN = blkdiag(𝑗𝑛ΩI, 𝑛 ∈ ℤ) is a block diagonal matrix.

Harmonic transfer function

Similarly as for LTI models, the transfer function for linear time-periodic systems establishes the rela-
tionship between the inputs and outputs of a system. Accordingly, the harmonic transfer functionG(𝑠 )
yields from equating the state and output equations of the state-space formulation as [24]:

G(𝑠 ) = C(𝑠I − (A − N))−1B + D. (2.38)

For periodic systems, G(𝑠 ) corresponds to an infinite-dimensional operator. The infinite-dimensional
systemcanbe replacedwith a finite-dimensional approximation obtained by truncation of the Toeplitz
matricesA, B, C andD [36], which helps reduce the computational time and the required resources.

2.3. Research questions

This section consists of two parts: formulating themain research question and the corresponding sub-
questions into which it is split and presenting the research objective.

2.3.1. Research questions
From the preliminary literature review, the followingmain research question has been formulated:

How does evaluating the design loads of a wind turbine in turbulent wind and isotropic
conditions by using a linearised state-space responsemodel affect the accuracy and com-
putational expenseof the simulations incomparison to theBHawCaero-servo-elastic load
simulator?

The research question is decomposed into the sub-questions below, which answer the above high-level
question.

Q1 How does modelling a wind turbine in isotropic environmental conditions with low turbulence
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intensity as a frequency-domain linear time-invariant system perform compared to the BHawC
simulations?

Q2 Canmodelling a wind turbine in isotropic environmental conditions with high turbulence inten-
sity as a linear parameter-varying system address the variability in the wind turbine operating
region?

2.3.2. Research objective
On the other hand, the followingmain research objective of this thesis has been established:

The purpose of this MSc. thesis project is to contribute to the reduction of the compu-
tational expense of the conceptual design phase of wind turbines by implementing a fast
linear state-space responsemodel based on the nonlinear aero-servo-elastic BHawC code
to estimate the design loads of wind turbines in isotropic environmental conditions.

Similarly, the main research objective is divided into the two sub-goals below, each related to a task
block (work package).

The equations of motion of a wind turbine in operating conditions are characterised as being time-
periodic systems due to the rotation of the rotor [24]. Nevertheless, if the system is isotropic (isotropic
rotor and isotropic environment conditions), the Coleman transformation can be used to remove the
periodic content of the equations ofmotion. Hence, the system can be studied as an LTI system, which
brings about the first research sub-goal:

• Estimate thedesign loads of awind turbine in isotropic environmental conditionswith low turbu-
lence intensity bymodelling the system as a linear time-invariant system based on the nonlinear
BHawC code.

If, however, thewind turbine in isotropic conditionshasawind inputwithhigh turbulence intensity, the
time-varying stochastic component of the windwill cause the controller to quickly shift between oper-
ating regions, mainly for wind speeds around rated. This time-varying behaviour cannot be modelled
by using an LTI system; thus, to capture the variability of the control law, the system can be modelled
as a linear parameter-varying system, which leads to the second sub-goal:

• Estimate the design loads of a wind turbine in isotropic environmental conditions with high tur-
bulence intensitybymodelling the systemasa linearparameter-varying systembasedon thenon-
linear BHawC code.



3
Wind turbinemodels

This chapter presents thewind turbinemodels used in this thesis. First, Section 3.1 explains the analyt-
ical wind turbine model used as a testbed for the implemented methods. Besides, Section 3.2 explains
the fundamentals of the BHawC aeroelastic wind turbine simulation tool and describes its structural
and aerodynamicmodels. Finally, Section 3.3 introduces the wind turbinemodel used for this work.

3.1. Analytical wind turbinemodel

The work in this thesis has been first verified with the simplified analytical model from Riva et al. [24],
developed to study the periodic stability of wind turbines operating in turbulent wind conditions. This
simple model helps test different solution methods with minimum implementation efforts and low
computational time. The model represents an upwind, horizontal-axis wind turbine. By considering
the coupledmotion of the tower and blades subjected to aerodynamic forces, it accounts for the essen-
tial dynamics of awind turbine. Themotion of the tower and the blades is described by eight degrees of
freedom (DOFs). Fig. 3.1 [24] displays a schema of the structural model of the analytical wind turbine
model.

Figure 3.1: Sketch of the wind turbine analytical model with eight DOFs: tower-top fore-aft and side-side displacements, 𝑧𝐻 and
𝑦𝐻 , flapwise blade deflections 𝛽1, 𝛽2, and 𝛽3, and edgewise blade deflections 𝜁1,𝜁2, and 𝜁3. From Riva et al. [24]

14
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As seen, thehubcan translate in the twohorizontal directions, the fore-aft and side-sidedisplacements.
In addition, themotion of the blades is described by the in-plane and out-of-plane angles of the equiv-
alent hinge [24].

The structural model represents the tower-top fore-aft and side-side flexibility using “two equivalent
linear springs and dampers” [24]. The model assumes an isotropic rotor, in which each blade is de-
scribed as two rigid bodies connected through two hinges to allow for the blade flapwise and edgewise
motions [24]. Each joint is related to a rotational spring anddamper. Finally, the inner part of the blades
is rigidly connected to the hub [24].

3.1.1. Nonlinear equations of motion
As presented by Riva et al. [24], the Lagrangian equations of motion are derived from the Lagrangian
𝐿 = 𝑇 −𝑉 , where𝑇 and𝑉 are the kinetic and potential energies of the system, respectively. First, the
system’s kinetic energy is composed of the kinetic energy of the hub and that of the blade. Hence, the
energy of the blade’s fixed and movable parts is considered. In addition, the potential energy of the
system is contributed by the springs and gravity. Appendix A presents the nonlinear EoM derived in
Riva et al. [24].

On the other hand, the aerodynamic forces andmoments on the blade joints are calculated based on a
linearised BEM approach developed by Eggleston and Stoddard [47], which assumes constant aerody-
namicproperties along theblades [24]. Furthermore, themodel is extended to include theaerodynamic
loads due to the tower motion. The aerodynamic forces and moments are: the hub shear force in the
fore-aft direction, the hinge out-of-plane moment, the hub shear force in the direction parallel to the
chord of the blade and pointing towards the leading edge, and the hinge moment in the edgewise di-
rection.

TheLagrangianequationsof theanalyticalwind turbinemodel are included inAppendixA.The second-
order nonlinearmodel is obtained by reassembling the Lagrangian equations ofmotion and expressing
them as a system linear in ¥𝝃 :

MNL ( ¤𝝃 , 𝝃 , 𝑡 ) ¥𝝃 + 𝒇NL (𝝃 , ¤𝝃 ,𝝂 , 𝑡 ) = 0 (3.1)

whereMNL is the nonlinearmassmatrix, 𝒇NL is the nonlinear forcing vector,𝝂 are the system inputs, i.e,
thehub-height axialwind speed, and theblade and tower coordinates are collected in thedisplacement
vector 𝝃 .

Isotropic steady-state configuration

The equilibrium configuration of the system 𝝃 is found by computing the steady-state response of the
nonlinear model. Correspondingly, isotropic conditions are assumed, and the expression in Eq. (3.1)
is left-multiplied by the Coleman transformation, which allows to describe the rotating DOFs in the
fixed frame of reference. By doing so, the system yields a time-invariant system. In a steady-state, the
derivatives of the state variables with respect to time are zero ( ¥̃𝝃 , ¤̃𝝃 = 0). Thus, the system reduces to a
nonlinear system of algebraic equations that can be solved for 𝝃 . Hence,

𝒇NL (𝝃 , 0,𝝂) = 0 . (3.2)

In an isotropic steady-state, the sine and cosine cyclicDOFs are zero. The remainingdegrees of freedom
are tower fore-aft, side-side, and flapwise and edgewise collective.

3.1.2. Linearised equations of motion
The linearised time-periodic equations of motion are derived by performing a first-order Taylor series
expansion of the nonlinear system about the periodic equilibrium trajectory 𝝃 (𝑡 ) with inputs𝝂 (𝑡 ). The
second-order linear model reads:

M(𝑡 ) ¥q(𝑡 ) + C(𝑡 ) ¤q(𝑡 ) + K(𝑡 )q(𝑡 ) + F(𝑡 )u(𝑡 ) = 0 (3.3)
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where the perturbations to the inputs and the states about the equilibrium solution are expressed as
u(𝑡 ) = 𝝂 (𝑡 ) − 𝝂 (𝑡 ) and q(𝑡 ) = 𝝃 (𝑡 ) − 𝝃 (𝑡 ), respectively. Also,M, C, K and F are the time-periodic linear
mass, damping/gyroscopic, stiffness matrices and force vector, respectively.

Multi-blade coordinate transformation

To remove the periodic terms in the equations ofmotion, the simple wind turbinemodel is assumed to
have an isotropic rotor with identically pitched blades (𝜃𝑝,𝑗 = 𝜃𝑝 ) symmetrically mounted on the hub
[43]. Also, the external (wind) conditions are assumed to be isotropic. Hence, the gravity force, cross-
wind, andverticalwindshear termsareneglected. AsdescribedbyHansen [43], the linear time-periodic
system in Eq. (3.3) can be then transformed intomulti-blade coordinates (MBCs) through the Coleman
transformation matrix Bq. The equations of the linear system expressed in the ground-fixed reference
frame are:

MB ¥qB (𝑡 ) + CB ¤qB (𝑡 ) + KBqB (𝑡 ) + FBuB (𝑡 ) = 0 (3.4)

where the vector of state variables is transformed as q = BqqB, and the Coleman-transformed mass,
damping/gyroscopic, and stiffness matrices, and force vector of the system read [43]:

MB = B−1
q MBq (3.5a)

CB = B−1
q (2MBqR + CBq) (3.5b)

KB = B−1
q (MBqR2 + CBqR + KBq) (3.5c)

FB = B−1
q F (3.5d)

where R = B−1
q ¤Bq, and B−1

q is the inverse Coleman transformationmatrix of the system.

Appendix A contains the Coleman-transformed mass, damping/gyroscopic, and stiffness matrices, as
well as the force vector of the linear analytical wind turbinemodel derived by Riva et al. [24].

3.2. Aeroelastic BHawCmodel

The Bonus Horizontal Axis Wind turbine simulation Code (BHawC) tool is a nonlinear aero-hydro-
servo-elastic code used to model and simulate wind turbines, first developed at Bonus Energy and
then at SiemensWindPower, bothpredecessors of SiemensGamesaRenewable Energy (SGRE). BHawC
serves as a design and certification tool for modern wind turbines [19] as it can calculate the dynamic
response and the loads on three-bladed wind turbines. Themodelling of the structure is done through
a geometrically-nonlinear finite element model, which ensures a detailed representation of geometri-
cal nonlinearities [32] and allows to resolve the large structural deflections of themodel accurately. The
aerodynamic loads on the turbine are calculated using amethod based on the blade element momen-
tum (BEM) theory [40]. Furthermore, the code is coupled to controllers to monitor the wind turbine
conditions during its operation.

3.2.1. Structural model
The structural part of the BHawC aeroelastic code is based on a structural finite element model (FEM)
using a co-rotational formulation. As shown in Fig. 3.2, the model is subdivided into various wind tur-
bine substructures: foundation, tower, nacelle, drivetrain, shaft, hub, and blades [32], all connected
through a predefined, direct kinematic coupling.

The substructures are modelled through two-node equilibrium formulation beam elements [19, 22]
with 12 degrees of freedom, where the displacement vector at each node is defined by six degrees of
freedom (DOFs), three translations and three rotations [32]. The structural degrees of freedom are de-
scribedwith respect to a turbine-base fixed frame of reference. The configuration of the system is given
by the nodal positions 𝝆 and the nodal orientations 𝜽 . The latter are expressed as quaternions [34],
four-parameter representations of the rotation (or orientation) matrices. The nodal velocities and ac-
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Figure 3.2: Substructures and components of the BHawCmodel. From Skjoldan [32]

celerations are collected in vectors ¤𝝃 and ¥𝝃 , respectively.

As described by Skjoldan [32], the equilibrium equation in the global coordinate system is

finer (𝝆, 𝜽 , ¤𝝃 , ¥𝝃) + fdamp (𝜽 , ¤𝝃) + fint (𝝆, 𝜽 ) = fext (𝝆, 𝜽 , ¤𝝃 , ¥𝝃) (3.6)

where finer is the inertial force vector, fdamp is the structural viscous damping force vector, fint is the
internal force vector corresponding to elastic deformation, and fext is the external force vector.

To find the equilibrium that satisfies Eq. (3.6) for a certain configuration and external force, the incre-
ments of the positions and orientations, q velocities ¤q and accelerations ¥q are found by means of the
tangent relation [32]:

M(𝜽 ) ¥q + C(𝜽 , ¤𝝃) ¤q + K(𝝆, 𝜽 , ¤𝝃 , ¥𝝃)q = r (3.7)

where M, C, and K are the tangent mass, damping/gyroscopic forces, and stiffness matrices, respec-
tively; the previous are periodic matrices with the rotor period 𝑇 = 2𝜋/Ω, being Ω the rotor speed.
Besides, the residual of the equations is expressed as r = fext − finer − fdamp − fint. As reported by Skjoldan
[32], to get the increments in velocities and accelerations, a Newton-Raphson iterationmethod is used
together with a suitable solution procedure until equilibrium is sufficiently satisfied (r ≈ 0).

3.2.2. Aerodynamicmodel
The aerodynamic part of the BHawC code is based on the principles of the blade element momentum
(BEM) theory developed by Glauert [52], a widely-used method for simulating the aerodynamic rotor
characteristics and computing the performance of wind turbines. Moreover, the model is extended to
account for corrections for a finite number of blades (Prantl’s tip correction), thrust at high induction
values (Glauert’s correction), skewed or unsteady inflow, tower shadow, dynamic stall, and swirl condi-
tions [32]. The model also computes the aerodynamic forces on the nacelle and tower [44]. Next, the
theoretical basis of the BEM theory is described.

Blade elementmomentum (BEM) theory

The blade elementmomentum (BEM) theory is the result of combining two independentmethods: the
momentumtheory—basedon the conservationof the linear and the angularmomenta— and theblade
element theory, which analyses the forces at a section of the blade as a function of the blade’s geometry.
The BEM theory uses the assumptions of (1) radial independence of the conditions in different stream
tubes and (2) a purely two-dimensional axial and tangential flow, meaning that the two-dimensional
airfoil properties determine the loading on the blades [44]. Next, the principles of the BEMmethod are
described.
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Momentum theory The one-dimensional momentum theory considers an axial free stream flow of
speed𝑈0 past an actuator disc of area 𝐴 with constant axial loading𝑇 [25]. The model uses the control
volume shown in Fig. 3.3, where the stream tube encloses the rotor (actuator) disc. Also, it assumes that
the pressure in the ultimate wake (far downstream) is equal to the undisturbed (upstream) pressure.

Figure 3.3: Control volume for one-dimensional actuator disc. From [25]

Applying the conservation of mass, particularly the continuity equation, yields

¤𝑚 =
∫

𝜌𝑢 d𝐴 = 𝜌𝑈0𝐴0 = 𝜌𝑢𝑅𝐴 = 𝜌𝑢1𝐴1 (3.8)

where 𝜌 is the air density, 𝑢𝑅 is the axial velocity at the rotor, 𝑢1 is the axial velocity in the ultimate
wake, and 𝐴0 and 𝐴1 are the cross-sectional areas far upstream and far downstream of the actuator,
respectively.

Furthermore, fromtheconservationof linearmomentum, the thrustor loadingon the rotor is expressed
as:

𝑇 = ¤𝑚 (𝑈0 − 𝑢1) = 𝜌𝑢𝑅𝐴 (𝑈0 − 𝑢1) . (3.9)

Through Bernoulli’s equation, the pressure drop in front of and behind the rotor leads to the definition
of the axial induction factor:

𝑎 = (𝑈0 − 𝑢𝑅 ) /𝑈0 . (3.10)

Introducing Eq. (3.10) into the axialmomentumbalance in Eq. (3.9) results in the following expressions
for the thrust and the extracted power:

𝑇 = 2𝜌𝐴𝑈 2
0 𝑎 (1 − 𝑎) , 𝑃 = 𝑢𝑅𝑇 = 2𝜌𝐴𝑈 3

0 𝑎 (1 − 𝑎)2 . (3.11)

In turn, the non-dimensional thrust and power coefficient are 𝐶𝑇 = 4𝑎 (1 − 𝑎) and 𝐶𝑃 = 4𝑎 (1 − 𝑎)2,
respectively.

Bladeelement theory Theblade-element theorydiscretises eachblade into𝑁 elements,whichallows
expressing the forces on the blades as a function of the two-dimensional aerodynamic coefficients (𝐶𝑙
and 𝐶𝑑 ) and the angle of attack 𝛼 [25]. As seen in Fig. 3.4, the relative inflow velocity consists of the
vector sum of the free wind speed V0 = (0,𝑈0), the velocity due the to rotation of the blade Vr = (Ω𝑟 , 0),
and the induced velocity Vind = (𝑎 ′Ω𝑟 ,−𝑎𝑈0). Hence, the inflow angle reads

tanΦ =
𝑈0 (1 − 𝑎)
Ω𝑟 (1 + 𝑎 ′) =

1 − 𝑎
(1 + 𝑎 ′) 𝜆𝑟

(3.12)
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whereΩ is the rotor speed,𝜆𝑟 = Ω𝑟 /𝑈0 is the local tip speed ratio, and 𝑎 and 𝑎 ′ are the axial and tangen-
tial induction factors, respectively.

Figure 3.4: Velocity and force triangles for a blade section of a rotating wind turbine blade

Besides, the angle of attack 𝛼 can be computed from the angle of the relative wind Φ and the section
pitch angle 𝜃𝑝 , defined as the angle between the chord line and the plane of rotation as [27]:

𝛼 = Φ − 𝜃𝑝 (3.13)

where the section pitch 𝜃𝑝 is defined as the sum of the blade twist angle 𝜃𝑇 and the pitch at the blade
tip 𝜃𝑝,0.

Then, thedifferential thrustd𝑇 inacontrol volumeof radius𝑟 and thicknessd𝑟 is derivedbyconsidering
a finite number of blades 𝐵 [25]. Similarly, for the differential torque d𝑄 due to the tangential force
operating at a radial distance 𝑟 . Hence,

d𝑇 = 𝐵𝑝𝑛 = 𝐵
1
2
𝜌𝑊 2

𝐴 𝐶𝑛𝑐d𝑟 (3.14a)

d𝑄 = 𝐵𝑟𝑝𝑡 = 𝐵
1
2
𝜌𝑊 2

𝐴 𝐶𝑡 𝑐𝑟d𝑟 (3.14b)

where 𝑐 is the blade chord,𝑝𝑛 and𝑝𝑡 denote the force normal to the plane of rotation and tangential to
the circle swept by the rotor, respectively, and𝐶𝑛 and𝐶𝑡 are the corresponding two-dimensional force
coefficients, defined as:

𝐶𝑛 = 𝐶𝑙 cosΦ +𝐶𝑑 sinΦ (3.15a)

𝐶𝑡 = 𝐶𝑙 sinΦ −𝐶𝑑 cosΦ (3.15b)

where lift and drag aerodynamic coefficients at a given local angle of attack,𝐶𝑙 = 𝐶𝑙 (𝛼) and𝐶𝑑 = 𝐶𝑑 (𝛼),
respectively, are obtained from tabulated airfoil data.

By now introducing the local solidity 𝜎 = 𝐵𝑐 (𝑟 )/2𝜋𝑟 , described as the “fraction of the annular area in
the control volume which is covered by blades”[27], Eqs. (3.14a) and (3.14b) can be rewritten as:

d𝑇 = 𝜎𝜋𝜌
𝑈 2
0 (1 − 𝑎)2

sin2Φ
𝐶𝑛𝑟d𝑟 (3.16a)

d𝑄 = 𝜎𝜋𝜌
𝑈 2
0 (1 − 𝑎)2

sin2Φ
𝐶𝑡 𝑟

2d𝑟 . (3.16b)
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Blade element momentum (BEM) theory Furthermore, the thrust on an annular element d𝑇 and
the differential torque imparted to the blades d𝑄 are a result of applying the conservation of axial and
angular momenta, respectively. Hence,

d𝑇 = 4𝑎 (1 − 𝑎)𝜌𝑈 2
0 𝜋𝑟d𝑟 (3.17a)

d𝑄 = 4𝑎 ′(1 − 𝑎)𝜌𝑈0𝜋𝑟
3Ωd𝑟 . (3.17b)

Note that 𝑢𝑅 = 𝑈0 (1 − 𝑎) is the axial velocity at the rotor, 𝑢1 = 𝑈0 (1 − 2𝑎) is the axial velocity in the
ultimate wake, and𝑢𝜃 = 2Ω𝑟𝑎 ′ is the induced tangential velocity downstream of the rotor.

Therefore, the torqueobtained inEqs. (3.16b) and (3.17b) and thenormal force inEq. (3.17a) and (3.16a)
can be equated. By also adding some algebraic relationships, the following expressions of the axial and
tangential induction factors are obtained [25]:

𝑎 =
1

4 sin2Φ
𝜎𝐶𝑛

+ 1
(3.18a)

𝑎 ′ =
1

4 sinΦ cosΦ
𝜎𝐶𝑡

− 1
. (3.18b)

Once the induction factors are known, the total thrust and power can be computed as

𝑇 = 𝐵
∫ 𝑅

0
𝑝𝑛 d𝑟 , 𝑃 = 𝐵Ω

∫ 𝑅

0
𝑟𝑝𝑡 d𝑟 . (3.19)

Among the drawbacks of the BEM theory are that it does not account for wake expansion, tip losses,
and yaw. Consequently, to get acceptable results, the BEMmodelmust include two corrections: the tip
correction and the correction for heavily loaded rotors.

• Prandtl’s tip loss factor:

According to Hansen [27], the first correction addresses the assumption of an infinite number
of blades, and it applies the following correction factor 𝐹 to the forces derived frommomentum
theory:

𝐹 =
2
𝜋
arccos

(
𝑒−𝑓

)
, 𝑓 =

𝐵

2
𝑅 − 𝑟
𝑟 sinΦ

. (3.20)

The result of modifying Eqs. (3.17a) and (3.17b) with the correction factor 𝐹 is:

d𝑇 = 4𝜋𝐹𝑟 𝜌𝑈 2𝑎 (1 − 𝑎)d𝑟 , d𝑄 = 4𝜋𝐹𝑟 3𝜌𝑈Ω𝑎 ′(1 − 𝑎)d𝑟 . (3.21)

While the induction factors in Eqs. (3.18a) and (3.18b) are also altered to:

𝑎 =
1

4𝐹 sin2Φ
𝜎𝐶𝑛

+ 1
, 𝑎 ′ =

1
4𝐹 sinΦ cosΦ

𝜎𝐶𝑡
− 1

. (3.22)

• Glauert’s correction for high values of 𝑎 :

The second correction relates the thrust coefficient 𝐶𝑇 and the axial induction factor for heav-
ily loaded rotors. As mentioned by Hansen [27], for high values of induction factor, 𝑎 > 0.4 or
𝐶𝑇 > 0.96, the one-dimensional momentum theory is no longer applicable due to the turbulent
wake state that occurs in highwinds. Consequently, Glauert [52] developed an empirical relation-
ship between the axial induction factor and the thrust coefficient, including tip losses:

𝑎 =
1
𝐹

[
0.143 +

√
0.0203 − 0.6427 (0.889 −𝐶𝑇 )

]
. (3.23)

By introducing this relationship into the normal force derived from the blade element theory, the
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local thrust coefficient for each annular rotor section can be expressed as:

𝐶𝑇𝑟 =
d𝐹𝑁

1
2 𝜌𝑈

22𝜋𝑟d𝑟
= 𝜎 (1 − 𝑎)2 (𝐶𝑙 cosΦ +𝐶𝑑 sinΦ) /sin2Φ . (3.24)

Nowadays, most aeroelasticmodels usemethods based on the BEMmodel to predict the aerodynamic
loadingonwind turbineblades. The computationsusually use auniform, constant inflowover the rotor
disk in the rotor’sdesignstages. However, detailedaeroelastic simulationsareneeded toassess the loads
under various environmental and operating conditions, which are the requirements in the certification
process. These include extreme inflowconditions such as strong shear and gusts and faultmodes of the
turbines, i.e., a large yaw error [16]. On that account, the BEMmodel is often extendedwith submodels
for yawed conditions, dynamic inflow, anddynamic stall, as is the case of theBHawCaeroelasticmodel.

3.3. Reference wind turbine

The wind turbine model used for the preliminary comparison of the linear state-space model with
the BHawC simulation tool is a direct-drive, multi-megawatt, three-bladed wind turbine developed
at Siemens Gamesa Renewable Energy (SGRE). As explained in Section 3.2, the model is subdivided
into substructures to represent thewind turbine’s foundation, tower, nacelle, drivetrain, shaft, hub, and
blades. The finite elementmodel consists of 84 elements corresponding to 475 degrees of freedom. The
degrees of freedom of the first tower node, located at the tower base or foundation, are constrained to
avoid translations or rotations. Meanwhile, the aerodynamic loads are computed at the aerodynamic
calculation points along the blades. Each blade has 60 aerodynamic sections, which yields a total of 180
aerodynamic state variables. The polars of the aerodynamic coefficients are also provided for angles of
attack from −180◦ to 180◦.



4
State-space formulation

Wind turbines (WTs) are complex, dynamic systems, as they covermultiple physical domains and have
system states that evolve over time as a function of other independent variables. Therefore, a conve-
nientway to representWTs is through linear state-spacemodels since theyprovide the system response
to a given inputwhile accounting for its dynamicbehaviour. In this study, a state-spacemodel is used to
assess the loads acting on a wind turbine subject to a (turbulent) wind inflow. The linear model builds
on themodel developed by Skjoldan [32] to performmodal analysis, which corresponds to a linearised
representation of the nonlinear BHawCmodel around a steady-state equilibrium. First, Section 4.1 dis-
cusses the linearisation of the BHawC aeroelastic code. Second, presents the derivation of thematrices
of the linear system in the state-space formulation. Last, Sections 4.2 and 4.3 explain the model order
reduction techniques used to lower the complexity of the large dynamic system.

4.1. Model linearisation

The linearisation process consists of two steps: (1) computing a periodic steady-state operating point
for the states and (2) linearising the equations of motion about the steady-state to form the time-
periodic state matrices. The approach in Skjoldan [32] is used to get the nominal state of the system,
where a standard time simulation is performed until a sufficient approximation to the steady-state is
reached. The operating point for a wind turbine system is periodic with the rotor azimuth position.
Hence, the set of equations of motion also becomes periodic. Once the steady-state is found, the non-
linear aeroelastic model is linearised about the equilibrium configuration. To do so, the nonlinear
model to describe the dynamics of thewind turbine is first expressed as a second-order system through
a nonlinear function [24]:

¥𝝃 = 𝒇 (𝝃 , ¤𝝃 ,𝝂 , 𝑡 ) (4.1)

where 𝝃 are the translational and rotational degrees of freedom,𝝂 are the inputs, and 𝑡 refers to time.

The aeroelastic BHawC model can be described by linearised second-order equations of motion by
making a first-order Taylor series expansion of 𝒇 about the steady-state configuration. Introducing the
perturbations to the states and inputs, q and u, the equations of motion in terms of the new variables
are given by:

M(𝑡 ) ¥q + C(𝑡 ) ¤q + K(𝑡 )q = F(𝑡 )u (4.2)

where the actual displacements 𝝃 (𝑡 ) are defined as the sumof the steady-state solution 𝝃 and the small
perturbations about the steady-state q, and similarly for the inputs𝝂 (𝑡 ) [31]:

q(𝑡 ) = 𝝃 (𝑡 ) − 𝝃 (𝑡 ) , u(𝑡 ) = 𝝂 (𝑡 ) −𝝂 (𝑡 ) (4.3)

22
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and the periodic massM, damping C, stiffnessK, and input Fmatrices are defined as

M(𝑡 ) = 𝜕𝒇

𝜕 ¥𝝃

����
𝑜

, C(𝑡 ) = 𝜕𝒇

𝜕 ¤𝝃

����
𝑜

,

K(𝑡 ) = 𝜕𝒇

𝜕𝝃

����
𝑜

, F(𝑡 ) = 𝜕𝒇

𝜕𝝂

����
𝑜

.

(4.4)

where 𝑜 refers to the equilibrium configuration (𝝃 , ¤̃𝝃 , ¥̃𝝃 ,𝝂).

On the other hand, the output of the nonlinear wind turbine system 𝜸 satisfies a nonlinear algebraic
equation as:

𝜸 = 𝒈 (𝝃 , ¤𝝃 , ¥𝝃 ,𝝂 , 𝑡 ) . (4.5)

For this study, the outputs of interest correspond to the internal loads on the structural nodes in the
global frame of reference. On that account, the loads on the wind turbine are determined through the
force-displacement relationship. Consequently, it is assumed that the output only depends on the sys-
tem’s degrees of freedom and is therefore independent of the nodal velocities, the nodal accelerations,
and the wind input. Hence,𝜸 = f𝐺E,int = 𝒈 (𝝃 , 𝑡 ). Under the previous assumption, the linearised output
equation is obtained by expanding its right-hand side into a first-order Taylor series about the nominal
solution as:

y =
𝜕𝒈

𝜕𝝃

����
𝑜

q = H(𝑡 )q (4.6)

where y = 𝜸 (𝑡 ) −𝜸 (𝑡 ) are the perturbations to the output andH is amatrix relating the systemdisplace-
ment and the internal loads.

In summary, Eqs. (4.3) and (4.6) are the linearised equations of motion around the equilibrium point
that describe the dynamics of the nonlinear system “near” the steady-state.

4.2. State-space representation

Wind turbines are complex systems. In consequence, rather than describing the system using the
second-order differential equation in Eq. (4.3), the system can be represented in state-space form
through a set of first-order differential equations. The aeroelastic state-space formulation is obtained
by considering a rearrangement of two systems of equations [9]. Although an obvious statement, the
first equation reads ¤q = ¤q. On the other hand, the second system of equations is obtained by isolat-
ing the second derivative of the states in Eq. (4.2). The resulting state-space system of equations is
expressed as:

¤x(𝑡 ) = A(𝑡 )x(𝑡 ) + B(𝑡 )u(𝑡 ) (4.7a)
y(𝑡 ) = C(𝑡 )x(𝑡 ) +D(𝑡 )u(𝑡 ) (4.7b)

In the first-order representation of the system, the perturbations to the nodal displacements, veloci-
ties, and accelerations are replaced with the first-order 𝑛 × 1 state and state derivative vectors, x and ¤x,
respectively:

x =

[
q
¤q

]
, ¤x =

[
¤q
¥q

]
(4.8)

while u denotes the 𝑛𝑖 × 1 input vector, y the 𝑛𝑜 × 1 output vector, A the 𝑛 × 𝑛 state (system) matrix, B
the 𝑛 ×𝑛𝑖 inputmatrix,C the 𝑛𝑜 ×𝑛 outputmatrix, andD the 𝑛𝑖 ×𝑛𝑜 feedforwardmatrix (usually zero).
In this form, the first-order systemmatrices are related to their second-order counterparts as follows:

A =
𝜕𝒇

𝜕x

����
𝑜

=

[
0 I

−M−1K −M−1C

]
(4.9a)
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B =
𝜕𝒇

𝜕u

����
𝑜

=

[
0

M−1F

]
(4.9b)

C =
𝜕𝒈

𝜕x

����
𝑜

=
[
H 0

]
(4.9c)

D =
𝜕𝒈

𝜕u

����
𝑜

= 0 . (4.9d)

Next, the derivation of the matrices in the state-space formulation of the linear model is explained in
detail. For this work, the tangentmatrices of the linearisedmodel are extracted fromBHawC. Then, the
state-space form of the linear model is developed inMATLAB®.

4.2.1. Systemmatrix
The system matrix A of the linear model corresponds to the matrix developed by Skjoldan [32] to per-
form modal analysis in BHawC. The linearised equations of motion contain both a structural and an
aerodynamic part. The linear structural model is extracted directly fromBHawC using the tangent sys-
temmatrices in Eq. (3.7) when the turbine is in a steady-state [32]. In contrast, the linear aerodynamic
model is obtained through thenumerical linearisationof the aerodynamic force. In this study, however,
the unsteady aerodynamic equations are not included since they introduce a complex dependence be-
tween the aerodynamic force and the state variables. The effects of dynamic inflow and pitch or speed
control are currently also excluded fromtheanalysis [32]. Combining the linearised structural andaero-
dynamic matrices and assembling them into state-space form leads to the system matrix described
above in Eq. (4.9a).

4.2.2. Inputmatrix
The input matrix of the state-space model is defined from the linearised equations of motion as seen
in Eq. (4.9b). For the wind turbine system, the input signal𝝂 corresponds to the free wind speed in the
global frame of reference V𝐺0 . The external force vector is the vector of aerodynamic loads represented
in global coordinates f𝐺E,aero. Thereby, the inputmatrix in Eq. (4.9b) relating the system inputs to its state
variables can be rewritten as:

B =

[
0

M−1F

]
, F =

𝜕𝒇

𝜕𝝂

����
𝑜

=
𝜕f𝐺E,aero
𝜕V𝐺0

�����
𝑜

(4.10)

where 𝑜 denotes the steady-state solution, and the subscript𝐺 denotes the global frame of reference of
the system.

As mentioned above in Section 3.2.2, the aerodynamic loads in the BHawC code are calculated using
a method based on the blade element momentum (BEM) theory. The code also uses corrections for
dynamic inflow effects, inclined (yawed or tilted) flow to the rotor disc, and unsteady blade aerody-
namics [40]. Nevertheless, for this research, only the aerodynamic forces acting on the rotor blades are
examined, while those acting on the other substructures (tower and nacelle) are neglected. Also, the
linearisation does not consider neither dynamic stall nor dynamic inflowmodels.

The forcing vector of the state-space model is linearised analytically, which allows getting an exact so-
lution and so avoiding the approximation error of numerical approaches. As a consequence, the par-
tial derivative of the aerodynamic forces applied on the structural nodes (external forces) with respect
to the free wind at the aerodynamic calculation points (inputs) in Eq. (4.10) is obtained by analytical
equations. The results are cross-checked with the symbolic differentiation tool inMATLAB®.

For simplicity, rather than computing the partial derivatives on the whole system, they are separated
into the three elementary blocks in Eq. (4.11). First, block ‘B1’ relates the free wind speed in the global
frameV𝐺0 to the relativewind speed in the aerodynamic frameW𝐴

A . Recall that the aerodynamic loads in
BHawCare calculated at several aerodynamic calculation points along thewind turbine andpositioned
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independently of the structural nodes [32]. On that account, block ‘B2’ derives the aerodynamic loads
(forces andmoments) at the aerodynamic calculation points in the local coordinate aerodynamic sys-
tem f𝐴A,aero with respect to the relative wind speedW

𝐴
A . Last, block ‘B3’ relates the global aerodynamic

loadson thewind turbine structure f𝐺E,aero to those in the local aerodynamic frame. Thepartial derivative
in Eq. (4.10) is assembled via the chain rule as:

𝜕f𝐺E,aero
𝜕V𝐺0

=
𝜕W𝐴

A

𝜕V𝐺0︸︷︷︸
B1

𝜕f𝐴A,aero
𝜕W𝐴

A︸   ︷︷   ︸
B2

𝜕f𝐺E,aero
𝜕f𝐴A,aero︸   ︷︷   ︸

B3

(4.11)

where 𝐴 denotes the local aerodynamic coordinate system, 𝐸 is the structural element system, and𝐺
refers to the global frame.

Next, the analytical derivation of the elementary blocks in Eq. (4.11) is examined in detail:

B1 For an operating wind turbine, the inflowwind speed in the global coordinate systemW𝐺
A is com-

posed as the sum of the free wind V𝐺0 , the induced velocities V
𝐺
ind, and the blade motion (transla-

tional and rotational velocities of the blade nodes) ¤V𝐺 [44]:

W𝐺
A = V𝐺0 + V𝐺ind + ¤V𝐺 . (4.12)

The induced velocities are assumed tobe constant since their variationwould require using anew
state variable and integrating dynamic wake models in the linearised BHawC model. Besides,
the local relative wind speed at the aerodynamic calculation pointsW𝐴

A is related toW
𝐺
A through

the three-by-threematrix rotationmatrices of the aerodynamic sections TA defining their spatial
orientation as:

W𝐴
A = TAW𝐺

A . (4.13)

The aerodynamic orientation matrices are independent of the free wind speed. Consequently,
applying the chain rule, the partial derivative of block ‘B1’ in Eq. (4.11) reads

𝜕W𝐴
A

𝜕V𝐺0
=
𝜕TA
𝜕V𝐺0︸︷︷︸
= 0

W𝐺
A + TA

𝜕W𝐺
A

𝜕V𝐺0
= TA . (4.14)

Thus, block ‘B1’ simplifies to the orientationmatrices of the aerodynamic calculation points, po-
sitioned along the blades.

B2 As mentioned above, BHawC uses methods based on the BEM theory to compute the aerody-
namic loads on the wind turbine blades. These methods determine the tangential and axial in-
duced velocities at the aerodynamic calculation points [44], and include various corrections such
as the Prandtl tip loss factor and a correction for the thrust at high induction values.

Mainly, the aerodynamic loads are due to the inflow wind speed described in the local aerody-
namic frameW𝐴

A at a given incidence angle 𝛼. Besides, for wind turbines, the spanwise velocity
component is much lower than the streamwise component. Therefore, the flow at a given point
can be considered two-dimensional. According to the 2-D aerodynamics assumption, the force
in the 𝑧A-axis (perpendicular to the aerodynamic section) and the moments about the 𝑥A and 𝑦A
directions (in the plane of the profile) are neglected. That being the case, f𝐴A consists of the lift and
drag forces and the pitching moment, which are calculated at each aerodynamic point along the
wind turbine blades. Fig. 4.1 illustrates the relative velocity triangle and the aerodynamic forces
acting on a blade section. As seen, the aerodynamic coordinate system has the positive 𝑥A-axis
from the airfoil trailing edge to the leading edge, and the 𝑦A-axis is defined as positive from the
pressure side to the suction side.

In line with the BEM theory explained in Section 3.2.2 and using the velocity triangle at a blade
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Figure 4.1: Velocity triangle and aerodynamic loads acting on an aerodynamic calculation point in the BHawCmodel

section (see Fig. 4.1), the angle of incidence is defined as the angle between the airfoil chordline
and the relative inflowdirection. In addition, note that the relativewind speedW𝐴

A is the disturbed
wind velocity, meaning it accounts for the free wind speed, the rotor speed, and the velocity in-
duced by the rotor. Thus, the angle of attack can be written in terms of the components of the
relative wind speed as:

𝛼 = atan2
(
𝑊A,𝑦

−𝑊A,𝑥

)
, 𝑊A = |W𝐴

A | =
√
𝑊 2
A,𝑥 +𝑊

2
A,𝑦 . (4.15)

According to the two-dimensional aerodynamic theory, the lift force 𝑙 is, by definition, perpendic-
ular to the relative wind speed seen by the airfoil, while the drag force 𝑑 is parallel to said velocity.
On that account, the aerodynamic forces aremodelled as:

𝑙 =
1
2
𝜌𝑊 2

A 𝑐𝐶𝑙 (𝛼) (4.16a)

𝑑 =
1
2
𝜌𝑊 2

A 𝑐𝐶𝑑 (𝛼) (4.16b)

and theaerodynamicpitchingmomentabout theaerodynamiccentre, locatedat theairfoil quarter-
chord point, reads

𝑚𝑐/4 =
1
2
𝜌𝑊 2

A 𝑐
2𝐶𝑚 (𝛼) (4.16c)

where 𝜌 is the density, 𝑐 is the chord length at the blade section, and𝐶𝑙 ,𝐶𝑑 , and𝐶𝑚 are the airfoil
lift, drag, and pitchingmoment coefficients, respectively.

The aerodynamic profile coefficients are determined at a given angle of attack from the airfoil po-
lars. While 3-D corrections are considered, the dynamic stall effects are neglected [32]. The spac-
ing between the fixed angles of attack is 1◦ between −180◦ and 180◦. A shape-preserving spline is
used to interpolate between the values at fixed angles of attack while getting a faithful represen-
tation of the slopes. Specifically, the monotone piecewise cubic interpolation (PCHIP) described
by Fritsch and Carlson [48] is used. This way, the flat regions can be connected accurately, and
overshoots avoided [6].

Given that the local aerodynamic frame of reference has its 𝑥A-axis alignedwith the airfoil’s chord
line, the lift anddrag forces canbe re-expressed in the local 𝑥A and 𝑦A directions as the normal and
tangential forces (see Fig. 4.1):

𝑝𝑛 = 𝑙 cos𝛼 + 𝑑 sin𝛼 (4.17a)
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𝑝𝑡 = 𝑙 sin𝛼 − 𝑑 cos𝛼 (4.17b)

Similarly, themoment about the reference point 𝑜 reads

𝑚𝑜 = 𝑚𝑐/4 − 𝑥𝑎𝑐 𝑝𝑛 − 𝑦𝑎𝑐 𝑝𝑡 (4.17c)

where 𝑥𝑎𝑐 and 𝑦𝑎𝑐 are the distance from the aerodynamic center to the reference point along the
𝑥A and 𝑦A directions, respectively.

Assembling the forces andmoment derived above, the 3D aerodynamic loads at the aerodynamic
calculation points are

f𝐴A,aero =
[
𝑝𝑡 𝑝𝑛 0 0 0 𝑚𝑜

]>
. (4.18)

As mentioned above, the aerodynamic loads f𝐴A,aero are a function of two variables: the relative
wind speed W𝐴

A and the incidence angle 𝛼. Consequently, the partial derivative of block ‘B2’ in
Eq. (4.11) is obtained by applying the chain rule for multivariable functions as:

𝜕f𝐴A,aero
𝜕W𝐴

A
=
𝜕f𝐴A,aero
𝜕𝑊A

𝜕𝑊A

𝜕W𝐴
A
+
𝜕f𝐴A,aero
𝜕𝛼

𝜕𝛼

𝜕W𝐴
A
. (4.19)

In short, the partial derivative in Eq. (4.19) yields from deriving the aerodynamic force vector in
Eq. (4.18) with respect to the angle of attack and relative wind speed vector at the aerodynamic
sections. Following, the analytical expressions of the obtained partial derivatives are displayed in
Eqs. (4.20a) to (4.20d):

𝜕f𝐴A,aero
𝜕𝑊A

=
1
2
𝜌𝑊A𝑐



𝐶𝑙 sin𝛼 −𝐶𝑑 cos𝛼
𝐶𝑙 cos𝛼 +𝐶𝑑 sin𝛼

0
0
0

𝐶𝑚 𝑐 − 𝑥𝑎𝑐 𝜕𝑝𝑛𝜕𝑊A
− 𝑦𝑎𝑐 𝜕𝑝𝑡

𝜕𝑊A


(4.20a)

𝜕𝑊A

𝜕W𝐴
A
=

1
𝑊A

[
𝑊A,𝑥 𝑊A,𝑦 0

]
(4.20b)

𝜕f𝐴A,aero
𝜕𝛼

=
1
2
𝜌𝑊 2

A 𝑐



(𝐶𝑙𝛼 +𝐶𝑑 ) sin𝛼 + (𝐶𝑙 −𝐶𝑑𝛼) cos𝛼
(𝐶𝑑𝛼 −𝐶𝑙 ) sin𝛼 + (𝐶𝑙𝛼 +𝐶𝑑 ) cos𝛼

0
0
0

𝐶𝑚𝛼 𝑐 − 𝑥𝑎𝑐 𝜕𝑝𝑛
𝜕𝛼 − 𝑦𝑎𝑐 𝜕𝑝𝑡

𝜕𝛼


(4.20c)

𝜕𝛼

𝜕W𝐴
A
=

1
𝑊 2
A

[
𝑊A,𝑦 −𝑊A,𝑥 0

]
(4.20d)

where𝐶𝑙𝛼 = 𝜕𝐶𝑙
𝜕𝛼 and𝐶𝑑𝛼 = 𝜕𝐶𝑑

𝜕𝛼 are the lift and drag coefficient derivativeswith respect to the angle
of attack.

B3 The aerodynamic loads at the structural nodes in global coordinates are obtained through the
transformation matrix TAE, which maps the aerodynamic point forces per unit length in aerody-
namic coordinates to forces at the full system degrees of freedom in global coordinates:

f𝐺E,aero = TAE f𝐴A,aero . (4.21)

Note that the TAEmatrix consists of the aeroelastic transformationmatrix together withmatrices
containing theweights for the integrationof thedistributed forces at the aerodynamicpoints onto
the structural elements (with two nodes) both in global coordinates. As it is a constant mapping



4.2. State-space representation 28

matrix, block ‘B3’ in Eq. (4.11) reads
𝜕f𝐺E,aero
𝜕f𝐴A,aero

= TAE . (4.22)

Finally, the partial derivative of the loads on the structural nodes with respect to the free wind speed in
Eq. (4.11) yields from assembling blocks ‘B1’ to ‘B3’ in Eqs. (4.14), (4.19) and (4.22). Hence,

𝜕f𝐺E,aero
𝜕V𝐺0

=
𝜕f𝐺E,aero
𝜕f𝐴A,aero

𝜕f𝐴A,aero
𝜕W𝐴

A

𝜕W𝐴
A

𝜕V𝐺0
= TAE

𝜕f𝐴A,aero
𝜕W𝐴

A︸   ︷︷   ︸
Eq. (4.19)

TA . (4.23)

4.2.3. Outputmatrix
From the state-space representation of the system, the output matrix relates the state variables to the
output of interest. As mentioned previously, this study focuses on assessing the internal forces at the
structural nodes in the global frame of reference f𝐺E,int. The former are assumed to be independent from
the nodal velocities ¤𝝃 and accelerations ¥𝝃 , as well as from the input signal 𝝂 . Therefore, the output
matrix of the state-spacemodel can be expressed as:

C =
𝜕𝒈

𝜕x

����
𝑜

=
[
H 0

]
, H(𝑡 ) = 𝜕𝒈

𝜕𝝃

����
𝑜

(4.24)

where, again, 𝑜 denotes the equilibrium solution (steady-state) of the system.

Next, the derivation of the internal loads is explained, aswell as their relation to the state variables. This
work is based on internal documentation developed at SGRE.

The BHawC code models the structure of a wind turbine through three-dimensional finite beam ele-
ments with two nodes [32]. Other elements not included in this study are torsional springs with two
nodes and torsional springs coupled to the beam elements. Fig. 4.2 illustrates a finite beam element of
initial length ℓ0, where the element frame of reference is positioned on the elastic axis with the 𝑧E-axis
along the element length.

(a) Full format (b) Equilibrium format

Figure 4.2: Beam element displacements and forces in full and equilibrium format. Adapted from Krenk and Couturier [22]

The twelvedegreesof freedomof thebeamelements are collected in the full formatdisplacement vector



4.2. State-space representation 29

(see Fig. 4.2a):
𝝃f =

[
𝝃1f , 𝝃2f

]>
, 𝝃𝑗 f =

[
𝜉𝑥 𝑗 f 𝜉𝑦 𝑗 f 𝜉𝑧 𝑗 f 𝜃𝑥 𝑗 f 𝜃𝑦 𝑗 f 𝜃𝑧 𝑗 f

]> (4.25a)

where 𝑗 denotes one of the two nodes, 𝜉𝑖 𝑗 f and 𝜃𝑖 𝑗 f are the translations and the rotations of the element
node, respectively, and the corresponding load vector consists of the forces 𝑓𝑖 𝑗 f andmoments𝑚𝑖 𝑗 f as:

ff =
[
f1f , f2f

]>
, f𝑗 f =

[
𝑓𝑥 𝑗 f 𝑓𝑦 𝑗 f 𝑓𝑧 𝑗 f 𝑚𝑥 𝑗 f 𝑚𝑦 𝑗 f 𝑚𝑧 𝑗 f

]> (4.25b)

The displacement of the beam elements can be separated into an elastic deformation of the element,
described in the local, corotational frame, and a rigid-body displacement given by the motion of the
coordinate system. Hence, the equilibrium format displacements and forces depicted in Fig. 4.2b are
introduced, which describe the displacement due to elastic deformation as:

𝝃eq =
[
𝜉 𝜃 𝜃𝑥1 𝜃𝑦1 𝜃𝑥2 𝜃𝑦2

]> (4.26a)

where 𝜉 is the longitudinal translation and 𝜃𝑖 𝑗 and 𝜃 are the nodal rotations.

The corresponding equilibrium format forces are expressed through the axial force 𝑓 and the nodal
moments𝑚 and𝑚𝑖 𝑗 as:

feq =
[
𝑓 𝑚 𝑚𝑥1 𝑚𝑦1 𝑚𝑥2 𝑚𝑦2

]>
. (4.26b)

The conversionbetween full and equilibrium formats canbeobtained through a transformationmatrix
as follows:

ff = S feq, dqeq = S>dqf (4.27a)

where

S =



0 0 0 1/ℓ0 0 1/ℓ0
0 0 −1/ℓ0 0 −1/ℓ0 0
−1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 −1 0 0 0 0
0 0 0 −1/ℓ0 0 −1/ℓ0
0 0 1/ℓ0 0 1/ℓ0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0



. (4.27b)

For a two-noded beam element, the internal forces and the displacements are related through the ele-
ment stiffnessmatrixK𝐸E , which accounts for both the constitutive and the geometric element stiffness
matrices. Note that the constitutive stiffness matrices in equilibrium format K𝐸E,const,eq is transformed
into the full format through the conversionmatrix in Eq. (4.27b). Hence,

K𝐸E = K𝐸E,const + K
𝐸
E,geom = SK𝐸E,const,eqS

> + K𝐸E,geom (4.28)

Besides, the equations of motions in element coordinates can be assembled into a global form for the
whole structure through theelement rotationmatrix. As a result, theelement stiffness canbeassembled
into global form in global coordinates as:

K𝐺E = TE,4K𝐸ET
>
E,4 (4.29)

where TE,4 is amatrix with four copies of the three-by-three element orientations in the block diagonal.

Finally, to get the internal loads of the system, the force-displacement relationship is used:

f𝐺E,int = K
𝐺
E 𝝃f . (4.30)
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Therefore, the matrix relating the displacements and the internal loads in Eq. (4.24) can be written as
H = K𝐺E , and the output matrix yields

C =
𝜕𝒈

𝜕x

����
𝑜

=
[
K𝐺E 0

]
. (4.31)

Specifically, the loadchannelsof interest are theblade tower fore-aft andside-sideand torsionmoments
as well as the blade-root flapwise, edgewise and torsion moments, which leads to having a very sparse
output matrix with few non-zero entries, as seen in the lower-left quadrant of Fig. 4.3.

4.2.4. Feedforwardmatrix
The state-space system is assumed tonot havedirect feedthrough signals as, for instance, the controller
is not included in the linearisation of the BHawC equations. Therefore, the feedforwardmatrix yields a
𝑛𝑖 × 𝑛𝑜 zeromatrix as:

D =
𝜕𝒈

𝜕u

����
𝑜

= 0. (4.32)

Once the state-space matrices of the dynamic system (A, B, C, and D) are derived and assembled, the
resulting full ordermodel (FOM) is a sparse state-spacemulti-input andmulti-output (MIMO) system.
The wind turbine FOM has 𝑛 = 938 state variables: 469 states related to the perturbations to the nodal
displacements about the equilibrium configuration q, and another 469 states regarding the perturba-
tions to nodal velocities about the steady-state solution ¤q. Fig. 4.3 shows the sparsity pattern of the full
LTI state-space model at a given operating point. As seen, the number of non-zero elements (nnz) is
significantly less than the number of entries of the full matrix, which has great potential in terms of
storage requirements. Besides, the inputmatrix (upper-right quadrant in Fig. 4.3) only contains entries
for the state variables related to theblades’ substructure. Theoutputmatrix (bottom-left quadrant) only
contains a few entries along its principal diagonal, corresponding to the relevant load channels of the
system.

Figure 4.3: Sparsity pattern of the wind turbine LTI system

Appendix C contains the validation of the matrices of the state-space model. The validity of the input
matrix is checked by means of a finite difference method. Additionally, the output matrix is examined
by computing the time-domain response of the system to a ramping force input.
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Below, themodel order reduction (MOR)method used to obtain a low-order approximation of the sys-
tem’s relevant dynamics is explained, which is advantageous for reducing the computational complex-
ity of the simulations, both in terms of storage requirements and run times.

4.3. Model order reduction

Large-scalemodelsoften result inhighdemand forcomputational resourcesandrequirea largeamount
of calculation time to obtain an accurate solution [10]. As a result,model-order reduction (MOR)meth-
ods are frequently used to reduce the complexity of the model. In short, projection-based MOR con-
cerns with reducing the dimensions of 𝑛th-order dynamical systems represented in state-space form
as:

E ¤x = Ax + Bu, y = Cx +Du . (4.33)

by substituting the model with a 𝑟 th-order lower-dimensional model (𝑟 � 𝑛) [17]. Hence, it finds the
projection subspaces V andW that allow formulating the reduced-order model (ROM) as

E𝑟 ¤x𝑟 = A𝑟x𝑟 + B𝑟u, y = C𝑟x𝑟 +D𝑟u (4.34)

where the transformationmatrix V is defined such that x ≈ Vx𝑟 holds [41], and

E𝑟 = W>EV, B𝑟 = W>B
A𝑟 = W>AV, C𝑟 = CV, D𝑟 = D .

(4.35)

As described by Antoulas [38], various MOR methods exist to reduce a system’s complexity. Amongst
them, the oneused in this project is the balanced truncation (BT),whichhas the objective of identifying
and preserving the dominant states, those states that “need the least energy to be controlled and at the
same time result in the most energy through observation” [41]. Thus, the states that are hard to excite
or difficult to observe are discarded.

Determining the projection matrices V andW is based on the controllability and observability of the
system. Consequently, to identify the dominant states, the controllability and observability Gramians,
W𝑐 andW𝑜 , respectively, are obtained as solutions of the generalised controllability and observability
algebraic Lyapunov equations (ALEs) [41]. A balanced realization is characterized by W𝑏,𝑐 = W𝑏,𝑜 =
diag(𝜎1, . . . , 𝜎𝑛), with 𝜎 being the so-called Hankel singular values (HSVs).

Fig. 4.4 plots the HSVs of the linear continuous-time state-space model with 𝑛 = 938 states, which al-
lows choosing a suitable order for the ROM. Note that HSVs correspond to the singular values of the
product of the controllability and observability Gramians. As seen, the approximation error decreases
with the number of states and discarding the last ∼ 120 states has little impact on the approximation
error, as they all have a small contribution to the system’s input-output behaviour. The order of the
reduced-order model is selected based on the desired fidelity. For the wind turbine application, it is
of interest that the reduced-order model shows a good agreement with the full model in the frequency
range below approximately 2 Hz. Therefore, the chosen order of the ROM is 𝑟 = 55 states, which al-
lows capturing the system’s relevant dynamics whilst reducing its complexity. The benefit of reducing
the full model is mainly using lower storage requirements and running simulations with much lower
computation times.

Furthermore, as it hasneverbeenof interest inmodal and stability analysis, the rotor rotation rigidbody
mode is not currently precisely represented in the BHawC linearised model. As a result, it can happen
that this mode does not have exactly zero damping as is to be expected, and consequently, the system
can appear unstable due to this mode. Therefore, in the present work, the rigid bodymode is removed
during themodel reduction step. The removal of the rigid bodymodemeans that this mode cannot be
used to represent the variation of the rotor speed due to variations in the aerodynamic force.

Various tools are available to compute reduced-order approximations of large-scale systemswhile pre-
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Figure 4.4: Hankel singular values and approximation error of the linear model

serving their important dynamics. For example, MATLAB® provides reduced-order modelling tech-
niques such as balanced truncation, pole-zero simplification, andmodel selectionmethods [5]. In any
case, thesemethods do not provide the projectionmatrices of the ROM, which are needed in this work
to apply the methodology regarding LPV systems (see Chapter 6). Also, they are not explicitly devel-
oped for sparsemodels and thus require transforming the sparsematrices from sparse to full (or dense)
storage. Consequently, for this study, the high-order model is reduced using the sssMOR [21] toolbox in
MATLAB®, developed by the Chair of Automatic Control (TUM) for the model reduction of large-scale
dynamical systems in a sparse state-space representation. As a result, it allows exploiting the sparsity of
the system toachieve approximationsof the full-orderdynamicswhile drastically reducing thememory
and computational requirements involved in the simulations [1]. It also provides the ROM projection
matrices and can decompose the model into its stable and unstable parts to, for instance, remove a
specificmode, i.e the rigid bodymode.

4.3.1. Comparison between the FOM and the ROM
The dynamic behaviour of the reduced-ordermodel is compared against that of the full system to eval-
uate its performance and to verify it contains all the informationneeded todescribe themodel. The two
cases shown in Figs. 4.5 and 4.7 are studied, where the wind input used is either (a) a rectangular step
function or (b) a white noise signal added to a rectangular wind step. The selected order of the ROM for
this study is 𝑟 = 55 states. Recall that the nodal displacements consist of three translations (𝜉𝑥 , 𝜉𝑦 , 𝜉𝑧 )
and three rotations (𝜃𝑥 , 𝜃𝑦 , 𝜃𝑧 ) about the 𝑥𝐺 , 𝑦𝐺 , and 𝑧𝐺 -axis, respectively.

Rectangular wind input

Fig. 4.5 presents the dynamic response of the displacements of the tower-top node when the system is
subjected to a rectangular function wind input. The wind input steps up by 0.1 m/s at 10 s, and after
1 s, it returns to the initial value. The direction of the wind inflow is aligned with the rotor axis. Here,
the simulations run for 120 s using a mean hub-height wind speed of 10 m/s. As seen, the dominant
motions are the displacement in the longitudinal direction 𝜉𝑦 and the fore-aft rotation 𝜃𝑥 . The dynamic
response of the reduced-order model is in good agreement with that of the full system since the time
series of bothmodels present a full match for all degrees of freedom.
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Figure 4.5: Response of the tower-top displacements under a 10m/s rectangular wind step.
Comparison between the linear ROM and the FOM

Moreover, the PSD of the dynamic response of both models is included in Fig. 4.6 to compare the re-
sponses in the frequency domain. The energy levels of the FOM are correctly captured in the ROM, es-
pecially for frequencies under approximately 2.5 Hz. Again, the DOF for which both the time-domain
and the frequency-domain response differs the most is the rotation about the 𝑦𝐺 -axis. For all degrees
of freedom, both linearmodels are in good agreement, and they alsomatch the response of the BHawC
nonlinear model as seen in Appendix D.
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Figure 4.6: PSD of the tower-top displacements under a 10m/s rectangular wind step.
Comparison between the linear ROM (dashed) and the FOM (solid)

The statistics of the responses are checked through the root-mean-square error (RMSE) normalised
with the range in the solution, i.e. themaximumvalueminus theminimum. For all degrees of freedom,
the RMSE is smaller than 0.1%. For the PSD, the error is smaller than 1 × 10−6% in all cases. Therefore,
in general, we see that the reduced-order system approximates the original system satisfactorily.
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White noise rectangular wind input

The wind input signal is assumed to be a noise signal with a flat power spectrum (white noise) added
to a rectangular step function; the white noise is low-pass filtered with a Butterworth filter having the
cutoff frequency at 2 Hz. Fig. 4.7 depicts the time response of the displacements of the tower-top node
for the full systemand theROM.The simulations run for 120 swith ameanhub-heightwind speed of 27
m/s. Both signals are in goodagreement throughout the simulation and for all degrees of freedom. Nev-
ertheless, the longitudinal translation 𝜉𝑦 and the fore-aft rotation 𝜃𝑥 slightly differ from displacements
of the full system. A similar response occurs for the vertical translation 𝜉𝑧 .
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Figure 4.7: Response of the tower-top displacements under a 27m/s white noise rectangular wind step.
Comparison between the linear ROM and the FOM

Moreover, the frequency-domain comparison of bothmodels is presented in Fig. 4.8 through the power
spectral density (PSD) of the tower-top response. The energy content is preserved in the frequency
range of interest for all degrees of freedom. Besides, the energy difference in the vertical translation and
the fore-aft rotation is apparent. In general, the ROM adequately captures the dynamics of the system.
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Figure 4.8: PSD of the tower-top displacements under a 27m/s white noise rectangular wind step.
Comparison between the linear ROM (dashed) and the FOM (solid)
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Similarly, to quantify the difference between the ROM and the full system, the root-mean-square error
(RMSE) of both the dynamic response and the PSD of the simulations using a white noise input. In this
case, the error regarding the tower-top displacements is under 5%. Besides, it is smaller than 0.001% for
the PSDs. In conclusion, based on the time-series and the power spectra, the ROM contains the main
information and yields a good approximation of the FOM.



5
Isotropic systemwith low turbulence

intensity

A wind turbine system in isotropic conditions is characterised by having an isotropic rotor and being
subject to isotropic environment conditions [32]. In such conditions, the time-periodic set of equations
of motion can be transformed into time-invariant equations through a coordinate transformation, the
so-called Coleman transformation. In doing so, the system can be modelled as a linear time-invariant
(LTI) system and its behaviour studied in the frequency domain. This chapter begins by presenting the
specific LTI system derived from the BHawC aeroelastic model (see Section 5.1). Moreover, Section 5.2
describes the transfer function approach followed to get the loads on isotropic wind turbines in low
turbulence intensity wind inflow. Finally, while Section 5.3 shows some results for the analytical wind
turbinemodel, Section 5.4 provides several simulations to determine the performance of the linearised
model.

5.1. Linear time-invariant (LTI) system

To build the linear time-invariant (LTI) system at a given operating point, the𝑇 -periodic tangent mass
M, dampingC, and stiffnessKmatrices from the linearised structuralmodel are exported fromBHawC
ata singleazimuthangle. Then, combinedwith theColemantransformation, the resulting systemyields
a linear time-invariant (LTI) system.

5.1.1. Coleman transformation
Asmentioned above, the Coleman [51] transformation can be used to represent a time-periodic system
usinga time-invariant formulation. Specifically, for three-bladedwind turbines, it describes themotion
of the rotor in the inertial frame of reference [43] throughmulti-blade coordinates (MBCs), designating
the collective, cosine-cyclic, and sine-cyclic modes. Below, the procedure followed to obtain the linear
time-invariant (LTI) formulation of the state-space model is described. In addition, Appendix B gives
further details on the transformation of the system intomulti-blade coordinates.

State equations

The equations of motion in global coordinates of a wind turbine dynamic system linearised about a
periodic steady-state are expressed as:

M(𝑡 ) ¥q + C(𝑡 ) ¤q + K(𝑡 )q = F(𝑡 )u (5.1)

36



5.1. Linear time-invariant (LTI) system 37

whereq = [𝝆>, 𝜽>]> is theperturbation to the vector of the systempositions andorientationsdescribed
in the global frame, M, C, and K are the 𝑇 -periodic mass, damping and stiffness matrices composed
by the structural and the steady aerodynamic matrices, F is the external forcing vector, and u is the
perturbation to the wind inflow.

In the lines of the work by Skjoldan [32], the Coleman transformation needs the blade degrees of free-
dom to be equal in their respective local blade coordinate system. Consequently, the equations of mo-
tion of the wind turbinemust be first transformed into substructure coordinates qT as:

q = TqT
T = diag

(
I𝑁s ,Tr,Tb1, Tb2, Tb3

) (5.2)

where the𝑇 -periodicmatrix block diagonal matrix T includes the identitymatrix I𝑁s sized by the num-
ber of degrees of freedomof the tower, nacelle, and drive-train, Tr transforming the degrees of freedom
on the shaft and hub into a hub centre frame, and Tb𝑗 transforming the degrees of freedom on blade
number 𝑗 = 1, 2, 3 into a local frame for blade 𝑗 [32].

Then, the aeroelastic system is transformed into the inertial frame structural degrees of freedom 𝜻 as

qT = Bq 𝜻
Bq = diag

(
I𝑁s ,Br,Bb

) (5.3)

where the structural inertial frame transformationmatrix Bq is composed of the Coleman transforma-
tion of the blade degrees of freedom Bb, and a simple rotational transformation Br of the shaft [32].
The periodic Coleman transformation matrix comprises blocks of Eq. (2.19) for each set of three cor-
responding degrees of freedom or state variables. In short, the transformation is only applied to those
quantities that are specified in the rotating frame, whereas the signals specified in the inertial frame are
left unchanged.

As explained in depth in Appendix B, the equations of motion of the aeroelastic system in the inertial
frame of reference become:

MB
¤̃𝜻 + (CB +MB�̄�) 𝜻 + KB 𝜻 = FBuB (5.4)

where 𝜻 = ¤𝜻 + �̄�𝜻 , with �̄� = B−1
q ¤Bq being a constant matrix, uB is the wind input in the non-rotating

frame, and theColeman-transformedmass, damping/gyroscopic, stiffness, andexternal forcematrices
are, respectively,

MB = B−1
q T>MTBq (5.5a)

CB = B−1
q T> (CT + 2M ¤T)Bq (5.5b)

KB = B−1
q T> (KT + C ¤T +M ¥T)Bq (5.5c)

FB = B−1
q T>F . (5.5d)

Similarly, in general, the wind input is transformed into the non-rotating frame of reference uB. Never-
theless, for the case being, the input to the system is already described with the ground-fixed reference
frame. Specifically, the wind inflow is extracted from a turbulence grid box in thewind coordinates sys-
tem and transformed into the global coordinate frame.

Output equations

Particularly, the output of the wind turbine dynamic system corresponds to the internal loads on the
structure. Hence, the linearised output equations are obtained through amatrix relating the nodal dis-
placements in theground-fixed frame to the internal loads as explained fully in Section4.2.3. In general,
a similar procedure to that in the state equations is followed to describe the output of the system in the
non-rotating frame. This process requires two steps: first converting the degrees of freedom to sub-
structure coordinates and then applying the Coleman transformation to the system. Appropriately, the



5.1. Linear time-invariant (LTI) system 38

output equation expressed in the non-rotating frame reads:

y𝑔 𝑓 = HB𝜻 (5.6)

Nevertheless, as indicated in Section 4.2.3, for this study, the output matrix is already expressed with
respect to the global frame of reference. Accordingly, the output matrix of the Coleman-transformed
system yieldsHB = H.

Last, note that the output of the state-space model y𝑔 𝑓 corresponds to the perturbation to the outputs
about the steady-state equilibrium, as seen in Eq. (4.6). Therefore, to get the actual response of the
system, the steady-state solution𝜸𝑔 𝑓 must be added to the output as:

𝜸𝑔 𝑓 (𝑡 ) = y𝑔 𝑓 +𝜸𝑔 𝑓 . (5.7)

In the linearised BHawC model, the steady-state solution for the load channels is extracted from the
internal forces in element coordinates and transformed into the global frame of reference.

5.1.2. State-space representation
Once transformed into the non-rotating frame, the wind turbine dynamic system can be represented
in the state-space formulation as explained in Section 4.2. Thus, rearranging the system equations and
considering the equality ¤̃𝜻 = ¤̃𝜻 yields the state-space formulation as:

¤x(𝑡 ) = Ax(𝑡 ) + BuB (𝑡 ) (5.8a)

y𝑔 𝑓 (𝑡 ) = Cx(𝑡 ) +DuB (𝑡 ) (5.8b)

where the inertial frame state vector x = [𝜻> 𝜻>]> comprises the inertial frame nodal displacements
and velocities, y𝑔 𝑓 is the system response in the ground-fixed reference, and the inertial frame model
matrices derived from linear second-order equations of motion (see Eq. (5.4)) are

A =

[
−�̄� I

−M−1
B KB −M−1

B CB − �̄�

]
(5.9a)

B =

[
0

M−1
B FB

]
(5.9b)

C =
[
HB 0

]
(5.9c)

D = 0 . (5.9d)

whichuseEqs. (5.5a) to (5.5d) for theColeman transformedmass, damping, stiffness, andexternal force
matrices.

To summarise, applying the Coleman transformation to the time-periodic system at a given operating
point results in a linear time-invariant (LTI) model. Nevertheless, bear in mind that this is only appli-
cable for wind turbines in isotropic conditions. As explained above, an LTI model is characterised by
having equations of motion with constant coefficients. Consequently, the state-space representation
of the system in Eq. (5.8) has constant matrices, described by Eqs. (5.9a) to (5.9d).

5.1.3. Model order reduction
The full state-space model is a MIMO system defined by a large number of state variables (𝑛 = 938),
and inputs (𝑛𝑖 = 540). Therefore, calculating the transfer function of the system comes at the expense
of a high computation cost. The model reduction technique used is known as the balanced truncation
(BT) method, which allows to cut down the simulation times by reducing the complexity (order) of the
system. The balanced truncation approach is based on the idea of finding a model representation in
which (a) every state is as controllable as it is observable, and (b) the state variables with the slightest
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contribution to the input-output behaviour are removed [17]. In summary, first, a state transforma-
tion brings the system into a balanced representation to straightforwardly identify the negligible state
variables. Then, the reducedmodel is obtained by truncation of the full system.

Balancing

To find the directions that are as well controllable as observable, a state transformation of the form
x𝑏 = Tx is introduced [39], where x and x𝑏 are the original and the new state variables, respectively.
Then, the state coordinate transformation produces the equivalent model:

¤x𝑏 = TAT−1x𝑏 + TBu
y𝑔 𝑓 = CT−1x𝑏 +Du

(5.10)

and transforms the controllability and observability Gramians toW𝑏,𝑐 = TW𝑐T> andW𝑏,𝑜 = T−>W𝑜T−1.

For abalanced system, all state variables as just aswell controllable asobservable. Hence,T is a transfor-
mation forwhichbothGramianmatricesbecomeequaldiagonalmatrices thathave theHankel singular
values (HSVs) as entries:

W𝑏,𝑐 = W𝑏,𝑜 = diag(𝜎1, 𝜎2, . . . , 𝜎𝑛) (5.11)

with 𝜎1 ≥ 𝜎2 ≥ · · · ≥ 𝜎𝑛 reflecting the combined controllability and observability of the individual
states of the balancedmodel.

As the HSVs are ordered according to their importance for the input-output behaviour, the balanced
representation of the system allows us to pinpoint which state variables can be neglected in the sim-
plified model [17]. In short, the small entries of Hankel singular values indicate the states that can be
removed to form the reduced-order model (ROM).

Truncation

Once the balanced representation of the system is determined, the system can be reduced by partition-
ing it into two blocks: [

¤x𝑏,1
¤x𝑏,2

]
=

[
A11 A12
A21 A22

] [
x𝑏,1
x𝑏,2

]
+

[
B1
B2

]
u

y𝑔 𝑓 =
[
C1 C2

] [
x𝑏,1
x𝑏,2

]
+

[
D1
D2

]
u

(5.12)

The states variables x𝑏,1 are those retaining themost important input-output characteristics of the orig-
inal system, while x𝑏,2 are those with the smallest HSVs. The latter can, therefore, be neglected, as they
contribute little to the energy transfer from input to output [39]. By truncating the x𝑏,2 state variables,
the reduced system reads:

¤x𝑏,1 = A11x𝑟 + B1u → ¤x𝑟 = A𝑟x𝑟 + B𝑟u
y𝑔 𝑓 = C1x𝑟 +D1u → y𝑔 𝑓 = C𝑟x𝑟 +D𝑟u

(5.13)

Consequently, the reducedmodel is also balanced andhas diagonal Gramiansmatriceswith the largest
HSVs as entries. The model reduction method used is the balanced truncation (BT), as it preserves
stability and is suitable for models with up to 𝑛 = 5000 states [17]. BT can be interpreted as a Petrov-
Galerkin projection onto the subspaces V and W such that the states are approximated as x ≈ Vx𝑟 ,
where x𝑟 is the new state-space coordinate system. Since the projection subspaces are biorthogonal
(W>V = I), thematrices of reduced system result in:

A𝑟 = W>AV, B𝑟 = W>B, C𝑟 = C>V, D𝑟 = D . (5.14)

In conclusion, the reduced-order model yields from eliminating the states that are simultaneously dif-
ficult to reach and difficult to observe. For this study, the selected order of the ROM is 𝑟 = 55 states, as
previously discussed in Section 4.3.
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5.2. Frequency-domain analysis

For an isotropic rotor subject to isotropic external conditions, theColeman-transformedmodel is char-
acterised by being a linear time-invariant (LTI) system. Therefore, a convenientway of representing the
system is in terms of the transfer function, which describes the system’s input-output relation and can
easily provide its response to anywind input. While time-domain analysis displays the temporal evolu-
tion of the system response over time, the frequency-domain analysis depicts the “amount” of a signal
existing within a given frequency band in a range of frequencies. The latter contains the information
about both themagnitude and phase of the signal at each frequency [7].

Fig. 5.1 presents the block diagram of the workflow to compute the loads on the wind turbine, starting
fromthewind samplingand the linear state-spacemodel. First, thewind input in the frequencydomain
UB (𝜔) is obtained by applying the fast Fourier transform (FFT) to the sampled wind speeds uB (𝑡 ) at
the aerodynamic calculation points. Besides, the transfer function of the linear model is obtained by
equating the time-invariant state-space matrices A, B, C, D. Then, the wind turbine response in the
ground-fixed reference frameY𝑔 𝑓 (𝜔) is obtainedbycombining thewind input in the frequencydomain
with the system’s transfer functions. Finally, the loads in theblade-fixed frame in the timedomainy𝑏 𝑓 (𝑡 )
canbeobtainedbyapplyingboth theColeman transformation in the frequencydomain and the inverse
fast Fourier transformation (IFFT).

uB (𝑡 )Wind
module F

UB (𝜔)

GUB Y𝑔 𝑓 (𝜔)G(𝜔)FA𝑟 , B𝑟 ,
C𝑟 , D𝑟

ROM

A, B,
C, D

Bq (𝜔)

F−1F−1

y𝑔 𝑓 (𝑡 ) y𝑏 𝑓 (𝑡 )

Figure 5.1: Block diagram of the workflow to compute the time-domain response starting from the linear system equations and
the sampled wind

5.2.1. Wind input
In the wind turbine model described by Eq. (5.8), the free wind speed acts as an input to the system
through the input matrix B. Therefore, to evaluate the response of the linear model, the wind speed
vectoruB is used as the input to the system [26]. Specifically,uB refers to the freewind speed at the aero-
dynamic calculation points located along the blades, expressed in the non-rotating reference frame.

The time series of the free wind at each aerodynamic section are obtained by interpolating their po-
sitions during the entire simulation with the turbulence box, generated through a Mann turbulence
model. First, the positions of the aerodynamic calculation points are computed in time using a con-
stant rotor speed throughout the simulation and by assuming that the blade and tower deformations
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do not affect the turbulence plane to be sampled. Then, the turbulence components for each spatial
position in time are obtained by cubic spline interpolation of the turbulence box. In brief, the input to
the state-space model results in a collection of the turbulent wind speeds at the aerodynamic sections
of the wind turbine blades:

uB (𝑡 ) =
[
u>
𝑤,1 (𝑡 ) u>

𝑤,2 (𝑡 ) . . . u>
𝑤,𝑛𝑎𝑒𝑟𝑜 (𝑡 )

]>
. (5.15)

Windmodel

For turbulent wind simulations, the turbulence box of the linear model is computed by an external
dynamic-link library (DLL) written in MATLAB® as a MEX file, which reproduces the BHawC internal
turbulence generation and scaling process. Thereby, the windmodule DLL is used to request the wind
speed at each specific coordinate. The turbulence box specifications in the DLL are set equal to those
in the BHawC simulations to ensure bothmodels receivematching wind speeds. Some of the input pa-
rameters for the generation of the three-dimensional turbulent wind fields are the average hub-height
wind speed, desired turbulence intensity, number of grid points in the longitudinal, transversal, and
vertical directions, grid dimensions (width and height), and simulation length and time step.

Fig. 5.2 shows the time series of the wind speed fluctuations using a 12 m/s hub-height mean and 5%
turbulence intensity. The grid boxes use a ratio of turbulence intensity in the longitudinal, transverse,
and vertical directions of 1, 0.8, and 0.5, respectively. The time series at twopoints in the turbulence box
are plotted to compare bothmethods, the windmodule DLL and the BHawC simulation results. While
Fig. 5.2a shows the turbulent wind at the hub in the transversal direction, Fig. 5.2b illustrates the time
series at a different point in the box in the longitudinal direction. As seen, the time series generated
in the wind module fully match those in BHawC. The component of the turbulent wind in the vertical
direction is not shown as it presents a similar behaviour as the two other components when compared
to the BHawC time series.
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(a)Wind speed at the hub in the transversal direction
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(b)Wind speed at a point in the longitudinal direction

Figure 5.2: Turbulent wind speeds at 12m/s hub-height wind speed and 5% turbulence intensity.
Comparison between the windmodule DLL and BHawC

In summary, this methodology provides the turbulent wind speeds at the aerodynamic calculation
points uB (𝑡 ) sampled in time using a dynamic link library for the turbulent wind generation over time.
Finally, thewind speed input in the frequency domain is computed by evaluating the fast Fourier trans-
form (FFT) of the wind signals. Hence, in the linear model, the wind input in the frequency domain at
all aerodynamic sections expressed in the ground-fixed reference frame is:

UB (𝜔) = F [uB] . (5.16)
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5.2.2. Transfer function
The transfer function operator is obtained by taking the Laplace transform of the state-space model
assuming zero initial conditions, as previously illustrated in Section 2.2.2. Interpreting the Laplace op-
erator 𝑠 = 𝑗𝜔 as a complex frequency, the state-space formulation of the linearmodel in the frequency-
domain reads:

𝑗𝜔 X𝑟 (𝜔) = A𝑟X𝑟 (𝜔) + B𝑟UB (𝜔) (5.17a)
Y𝑔 𝑓 (𝜔) = C𝑟X𝑟 (𝜔) +D𝑟UB (𝜔) (5.17b)

Recall that A𝑟 , B𝑟 , C𝑟 , D𝑟 are the Coleman-transformed (time-invariant) matrices of the ROM, and X𝑟
and Y𝑔 𝑓 are system states and outputs, defined in the ground-fixed frame and expressed in the fre-
quency domain.

Fig. 5.1 illustrates the procedure followed to get the transfer function of the system G(𝜔). As seen, by
equating the state and output equations, the transfer function between the wind speed at the aerody-
namic sections and the wind turbine output can be evaluated as [26]:

G(𝜔) = C𝑟 (𝑗𝜔I − A𝑟 )−1B𝑟 +D𝑟 (5.18)

where 𝑗 :=
√
−1 is the imaginary number, 𝜔 is the angular frequency, and I is the identity matrix.

Below, the different approaches explored to get the transfer function of the system are described. Al-
though the methods are explained with regard to the full state-space systems, the same methodology
can be extended to deal with reduced-order models.

MATLAB® implementation

The numerical approach used to get the transfer function involves looping over an array of frequen-
cies and using Eq. (5.18) to determine the transfer function operatorG(𝜔). SinceG(𝜔) is calculated for
many different values of frequency𝜔, the computation yields a fairly expensive one. In the process, the
operation that requiresmost computational cost is getting (𝑗𝜔I − A)−1B, which is equivalent to solving
the system [42]:

(𝑗𝜔I − A)−1 x∗ = B (5.19)

where x∗ is the solution vector.

Nevertheless, sincematrix 𝑗𝜔I−A is the same for each value of frequency, it is factored into LU just once
[42], meaning the same factorisation can be used to solve the entire G(𝜔) matrix. To reduce the com-
putational times, the method proposed by Laub [49] and later employed by Tibaldi [26] is used, which
allows for efficiently computing the system’s transfer function. The approach is based on initially trans-
forming the systemmatrix A to Hessenberg form. Accordingly, prior to computing of the transfer func-
tion, A is reduced to an upper Hessenberg matrix H, such that P>AP = H. Then, the transfer function
operator yields

G(𝜔) = C (𝑗𝜔I − A)−1 B = CP (𝑗𝜔I −H)−1 P>B , (5.20)

which allows to compute the upper Hessenberg matrix H, B′ = P>B, and C′ = CP just once for all
values of frequency. Algorithm 1 shows the algorithm to compute the transfer function of the state-
space system based on the Hessenberg algorithmmentioned above.

PETSc implementation

As already stated, the full state-space model is a large system, making the computation of its transfer
function a time-consuming process which requires large quantities of data. To speed up the com-
putation, the Portable, Extensible Toolkit for Scientific Computation (PETSc) [4] is used on a high-
performance computer for the numerical solution of the transfer function G(𝜔). A prototype of the
PETSc implementation is developed in the C++ programming language. Fig. 5.3 shows the workflow to
compute the transfer function using the software tools in PETSc.
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Algorithm 1: Computation of the transfer function based on a Hessenberg algorithm
Input: State A, input B, output C, and feedforwardDmatrices, and frequency 𝜔
Output: Transfer functionG(𝜔) = C (𝑗𝜔I − A)−1 B +D

1 Transform A to an upper HessenbergmatrixH
2 Compute B′ = P>B and C′ = CP
3 foreach Frequency 𝜔𝑖 = 0 : 𝜔max do
4 Solve the Hessenberg system:

(𝑗𝜔𝑖 I −H) x∗ = B′ (5.21)

5 Compute the transfer functionG(𝜔𝑖 ) = C′x∗ +D.

A Shift
A∗ = 𝑗𝜔I − A

B Get column
b

Solve
A∗x∗ = b

G(𝜔) =
Cx∗ +D

C, D

Figure 5.3: Block diagram of the workflow of the PETSc implementation to compute the transfer function for each frequency

First, the sparse matrices of the LTI system are read, and the PETSc vector and matrix objects are cre-
ated. Then, the procedure in the block diagram is applied for each frequency 𝜔 in the frequency array.
Thereby, the state matrix is shifted with the frequency as A∗ = 𝑗𝜔I − A. Then, the KSP object [3] is used
to solve the linear system of the form

A∗ x∗ = b (5.22)

where the right-hand-side vector is the𝑚-th column of the inputmatrixB and x∗ is the solution vector.

Specifically, as the system in Eq. (5.22) is an unsymmetric sparse linear system, theUMFPACK [18] rou-
tines are used for the numerical solution. Furthermore, the approach uses a direct solver based on
lower-upper (LU) factorisation as a preconditioner. The linear system’s solution can then bemultiplied
by the output matrix C, and the result summed with the feedforward matrixD to get the transfer func-
tion of the system. This procedure is repeated for all the frequencies in the array.

Although PETSc provides numerical routines to compute G(𝜔), the speed-up of the calculation is just
around 1.7×with respect to the computations inMATLAB®. The reason for this is needing to loop over
the columns of the input matrix to solve the linear system in Eq. (5.22) at each frequency. Recall that
the B is a 𝑛 × 𝑛𝑖 system, being 𝑛𝑖 = 540 the number of inputs to the state-space model. In view of the
need to speed up the calculations, another possibility is to run the computing-intensive parts of the
computation on a graphics processing unit (GPU).

5.2.3. Response
The transfer function gives the relationship between the system’s input and output. Therefore, the re-
sponse of the system to a given wind input is evaluated by joining the wind turbine transfer function
and the wind input as [26]:

Y𝑔 𝑓 (𝜔) = G(𝜔)UB (𝜔) (5.23)

which indicates howmuch signal of frequency𝜔 is contained in theoriginalwind turbine load response
measured in the ground-fixed reference frame.

Then, the frequency components of theY𝑔 𝑓 (𝜔) response canbe recombined to recover the original sig-
nal in the time domain [7]. The wind turbine’s ground-fixed response is converted from the frequency-
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domain signal back to the time domain bymeans of the inverse fast Fourier transform (IFFT). Hence,

y𝑔 𝑓 (𝑡 ) = F −1 [
Y𝑔 𝑓 (𝜔)

]
, y𝑔 𝑓 (𝑡 ) =

1
2𝜋

∫ ∞

−∞
Y𝑔 𝑓 (𝜔) 𝑒 𝑗𝜔𝑡𝑑𝜔 . (5.24)

On the other hand, the response in the ground-fixed reference frame Y𝑏 𝑓 can be transformed into the
blade-fixed reference frame through the frequency domain representation of the Coleman transforma-
tion, described as [10]: 

𝜉1 (𝑠 )
𝜉2 (𝑠 )
𝜉3 (𝑠 )

 = C>
−

[
𝑎1 (𝑠 − 𝑗Ω)
𝑏1 (𝑠 − 𝑗Ω)

]
+ C>

+

[
𝑎1 (𝑠 + 𝑗Ω)
𝑏1 (𝑠 + 𝑗Ω)

]
(5.25)

whereΩ is the rotor speed and C− and C+ are defined as [10]:

C− :=
1
2

[
1 𝑗
−𝑗 1

] [
cos𝜓1 cos𝜓2 cos𝜓3
sin𝜓1 sin𝜓2 sin𝜓3

]
, (5.26a)

C+ :=
1
2

[
1 −𝑗
𝑗 1

] [
cos𝜓1 cos𝜓2 cos𝜓3
sin𝜓1 sin𝜓2 sin𝜓3

]
. (5.26b)

with the azimuthal angles of the three rotor blades being𝜓1 = 0 rad,𝜓2 = 2𝜋
3 rad, and𝜓3 = 4𝜋

3 rad.

Similarly, the response in the blade-fixed reference frame is reconstructed to obtain its time-domain
response as:

y𝑏 𝑓 (𝑡 ) = F −1 [
Y𝑏 𝑓 (𝜔)

]
, y𝑏 𝑓 (𝑡 ) =

1
2𝜋

∫ ∞

−∞
Y𝑏 𝑓 (𝜔) 𝑒 𝑗𝜔𝑡𝑑𝜔 . (5.27)

Furthermore, thisprocedureallows toeasilyobtain thepower spectraldensity (PSD)ofboth theground-
fixed and the blade-fixed responses. Fig. 5.4 illustrates the workflow to obtain the PSDs starting from
the frequency-domain response Y𝑔 𝑓 (𝜔) , which can be computed as:

𝚽𝑦 ,𝑔 𝑓 (𝜔) =
��Y𝑔 𝑓 (𝜔)��2 and 𝚽𝑦 ,𝑏 𝑓 (𝜔) =

��Y𝑏 𝑓 (𝜔)��2 . (5.28)

Y𝑔 𝑓 (𝜔)

Bq (𝜔)
��Y𝑏 𝑓 ��2

��Y𝑔 𝑓 ��2 𝚽𝑦 ,𝑔 𝑓 (𝜔)

𝚽𝑦 ,𝑏 𝑓 (𝜔)

Figure 5.4: Block diagram of the workflow to compute the PSD of the time-domain response

5.3. Numerical results: analytical wind turbinemodel

This section compares the linear analytical wind turbine model against its nonlinear response to test
the developed methodology. This study assumes an isotropic wind turbine in isotropic external con-
ditions. Therefore, all blades have the same structural properties, and gravity field, wind shear, wind
misalignment, and tower shadow are not present in the analysis. The dynamic responses of the analyt-
ical wind turbine under a steady wind speed are presented. Themotion in the eight degree of freedom
directions is analysedanddiscussedat twowind turbineoperating regions: around ratedandover rated
wind speeds.
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5.3.1. Response to a steady wind
The dynamic behaviour of the analytical wind turbine model in steady wind conditions is compared
against its nonlinear response. The comparison between both models is evaluated at two operational
points: 9m/s (ratedwind speed) and 20m/s (highwind speed). Themeanwind speeddefines the oper-
ational conditions (pitch angle and rotor speed) of the turbine at each point. In addition, the turbine is
represented in the ground-fixed coordinate system. Hence, the analysis uses multi-blade coordinates
(𝑎0, 𝑎1 and 𝑏1) to represent the rotations of the flapwise and edgewise blademotions.

Figs. 5.5 and 5.6 provide the dynamic response of the simulations over 100 s. To excite all the degrees
of freedom, the initial conditions of the tower fore-aft (𝑧𝐻 ) and side-side (𝑦𝐻 ) displacements are set to
−0.1m and 0.1m, respectively. Specifically, setting initial values for the tower SS and FA allows exciting
the rotor cosine and sine in edge andflap, respectively. The initial excitation canbe seen at the first time
instant, afterwhich thedegreesof freedombegin tooscillateabout the steady-state. Then, the structural
and aerodynamic damping causes these oscillations to dampenout towards the final equilibrium. Also,
given that thewind input is anaxialwindat the towerhubheight, both cases aredominatedby the tower
fore-aft motion and the collective flapwise degree of freedom. In general, the linear model is in very
good agreement with the nonlinear model as the dynamic responses fully match in both study cases.

In the time series at rated wind conditions, Fig. 5.5, the amplitude of the oscillations is much higher
due to the high aerodynamic loads exerted on the system. Above rated conditions, i.e. in the time series
in Fig. 5.6, the blades vary their angle so that the aerodynamic drag increases while the lift decreases
and so, the output power is maintained while not damaging the turbine. Therefore, the tower-top dis-
placements are lower. Moreover, the impact of the aerodynamic damping can be observed, where the
simulations at low wind speed require a longer time to reach the final steady-state. Finally, the output
of the linearmodel is in good agreement with the response of the nonlinearmodel since the time series
present a full match.
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Figure 5.5: Response of the analytical WT under a 9m/s steady wind.
Comparison between the linear model (solid) and the nonlinear model (dashed)
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Figure 5.6: Response of the analytical WT under a 20m/s steady wind.
Comparison between the linear model (solid) and the nonlinear model (dashed)

5.4. Numerical results: linearised BHawCmodel

This sectionpresentsacomparisonof the linear state-spacemodel against thenonlinearBHawCmodel.
This studyaddresses isotropicwind turbines in isotropicexternal conditions. Hence, thenonlinear time
simulations do not include gravity, wind shear, flowmisalignment, and tower shadow. The comparison
consists of two parts. First, Section 5.4.1 gives an overview of the computational requirements of the
linearmodel. Then, Section 5.4.2 analyses the time responses due to a rectangular wind step. Although
it clearly reflects the wind turbine model behaviour, it does not excite many aeroelastic modes. For
that reason, Section 5.4.3 studies the time responses of turbulent wind simulations, showing a better
overview of the aeroelastic modes.

5.4.1. Considerations of computational times
The generation of the state-space system matrices for the considered full-order wind turbine model
takes around 1.5 s for each operating point. Then, getting the ROM takes another 9 s per operating
point. Thus, for example, if the matrices are generated at 21 different wind speeds, building the LTI
models requires a total of 3.5 min; the assembly of the full matrices takes approximately 30 s and the
model order reductionneedsabout 3minutes. This operationcouldbeparallelised for eachoperational
point independently to reduce further the computational cost of assembling the LTI systems.

Then, starting from the ROMat a given operating point, the transfer function calculation takes approx-
imately 85 s. Besides, getting the wind input to the system requires interpolating the positions of the
aerodynamic calculation points in time with the wind module DLL. Currently, this is an expensive op-
eration; for instance, for a 600 s simulation, it takes around120 s to get thewind input. Then, transform-
ing the wind input from the time domain to the frequency domain takes some 0.5 s. Finally, getting the
response (output) of the model and converting it back to the time domain takes approximately 17 s.
Again, this operation can be parallelised for eachwind speed. The computational time of this approach
is, therefore, lower than the simulation time required to compute the time series with the nonlinear
BHawC code. All the timesmentioned above are obtained with a standard laptopmachine.
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5.4.2. Response to a step in wind speed
A comparison between the response of the linear and the nonlinear BHawC code is performed using a
rectangularwind speed step and assuming a uniformwind inflowacross the rotor. Ten seconds into the
simulation, the wind input signal steps up by 0.1 m/s and after a duration of 1 s, it steps back down to
the initial value. The direction of the wind is aligned with the rotor axis. Also, the rotor and the external
conditions are assumed to be isotropic, and the system is modelled as an LTI system.

Figs. 5.7 and 5.8 present the time series of the tower-bottom loads from the linear model compared
against the BHawC model results. For simplicity, the analysis shows the differences between the lin-
ear and nonlinear models at two operational points: 10 m/s (mid-wind speed) and 27 m/s (high wind
speed). As seen, the responses are dominated by the fore-aft bendingmoment𝑚𝑥 , which is coupled to
the force in the longitudinal direction (𝑓𝑦 ). This is due to the wind speed being aligned with the rotor
axis. The steady-state values of the linear model are in good agreement with those from the nonlinear
model. Besides, the differences in frequencies and amplitude decays arewell captured. However, at the
time instantwhere thewind step is applied, the effect of the torque controller canbe seen in theBHawC
results. Furthermore, the analysis is extended to show the displacements of the tower-top node for the
same cases, as explained in Appendix D.

To quantify the difference between the linearmodel and the BHawC aeroelasticmodel, the root-mean-
square error (RMSE) normalised with the range (defined as the maximum value minus the minimum
value) of the response is checked. For the simulation at 10m/smeanwind speed, the normalisedRMSE
is smaller than 3% for all degrees of freedom. Likewise, in the simulation at 27 m/s wind inflow speed,
the normalised RMSE is under 3% for the fore-aft and vertical forces and moments. And, for both the
lateral force and side-sidemoment, it is approximately 5%.
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Figure 5.7: Response of the tower-top displacements under a rectangular wind step at 10m/s hub-height wind speed.
Comparison between the linear model and BHawC

Moreover, Fig. 5.9 displays the comparison of the power spectral density (PSD) of the tower-base loads
between the nonlinear and the linear model. For simplicity, only one operating point is considered,
with a 10 m/s mean hub-height wind speed. Again, the loads with the highest energy are the force in
the fore-aft direction 𝑓𝑦 and the longitudinal bendingmoment𝑚𝑥 . The linearmodel captures themain
peaks and the overall energy level as predicted by the nonlinearmodel. Nevertheless, while frequencies
and maximum power levels are well estimated, the linear model presents bigger dips than the nonlin-
earmodel. These dips aremost important for the force in the lateral direction 𝑓𝑥 and the tower-bottom
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Figure 5.8: Response of the tower-top displacements under a rectangular wind step at 27m/s hub-height wind speed.
Comparison between the linear model and BHawC

side-side moment𝑚𝑦 . The models are in best agreement for lower frequencies and start differing for
high frequencies. Some differences among themodels might be partly due to having used a 55𝑡ℎ-order
reduced system to represent the linearised BHawCmodel, which causes some of the energy in the sys-
tem to be lost.
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Figure 5.9: PSD of the tower-base loads under rectangular a wind step at 10m/s hub-height wind speed.
Comparison between the linear model (solid) and BHawC (dashed)

Overall, the differences between the linear model and BHawC for the time series and the PSDs are ac-
ceptable for the current application as the steady-state values match and the general trend in the re-
sponse is captured.
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5.4.3. Response to a turbulent wind speed
This study presents a comparison between the responses of the linear and the nonlinear BHawC code
in turbulentwind. The simulations are run assuming an isotropic rotor in isotropic environmental con-
ditions, and the wind inflow is a turbulent wind with low turbulence intensity. The analysis is done at
three operating points: 8m/s (below rated), 12m/s (near rated), and 22m/s (above rated). Each case is
simulated for 600 s (10-minutes) using a turbulent wind speed generated through a Mann turbulence
box. Also, a different turbulence intensity is used in each case to evaluate the impact of the increasing
turbulence. Accordingly, Tab. 5.1 comprises the values ofmean hub-height wind speed and turbulence
intensity (TI) used for each study case.

Table 5.1: Environmental conditions: wind speed and turbulence intensity

Wind speed (m/s) 8 12 22

Turbulence intensity (%) 10 5 1

The time series of both the tower-top displacements and the tower-bottom loads are shown. Note that
the load channels are normalisedwith themean value of the dominant force andmoment, respectively.
That is, the forces are normalised with the longitudinal force 𝑓𝑦 and themoments with the fore-aft mo-
ment𝑚𝑥 . Also, recall that the wind turbine has six nodal degrees of freedom consisting of three trans-
lations (𝜉𝑥 , 𝜉𝑦 and 𝜉𝑧 ) and three rotations (𝜃𝑥 , 𝜃𝑦 and 𝜃𝑧 ). The fore-aft motion is related to the 𝜉𝑦 and 𝜃𝑥
displacements; the side-sidemotion to 𝜉𝑥 and 𝜃𝑦 ; and the vertical motion to 𝜉𝑧 and 𝜃𝑧 . Below, the three
study cases are presented and explained.

Meanwind speed 8m/s and 10% turbulence intensity

First, the simulationsare runusingan8m/shub-heightmeanwindspeedand10%turbulence intensity.
Figs. 5.10 and 5.11 show the tower-top displacements and the tower-bottom loads computed using the
linearmodel. The results are compared to the time series from the BHawC simulations under the same
environmental conditions.

Themotion of the wind turbine system is dominated by the translation in the longitudinal direction 𝜉𝑦 ,
which is coupled to the fore-aft rotation 𝜃𝑥 . For the translations in the longitudinal and vertical direc-
tions, 𝜉𝑦 and 𝜉𝑧 , thedynamicbehaviourof thedisplacements is in fairly goodagreement. However,while
the trend of the response in time is adequately captured, the fluctuations present higher amplitudes in
comparison to the BHawC responses.

Also, the linear model contains some “lag” with respect to the nonlinear response. Particularly, such
behaviour can be seen in the rotation about the 𝑥𝐺 -axis (𝜃𝑥 ). As mentioned previously, the method of
calculating the positions of the aerodynamic calculation points in time uses the assumption of a con-
stant rotor speed. On the other hand, the BHawC simulations use a simple speed controller tomaintain
the rotor speed constant. In practice, this is not exactly the case, and the rotor speed of the nonlinear
modelfluctuates in time. Inaddition, the samplingplane is assumed to remainconstant throughout the
simulation. The difference in both approachesmay cause the positions of the aerodynamic calculation
points to vary with respect to the nonlinearmodel. Consequently, the interpolation of the wind speeds
in the turbulence boxes may result in different values for the fluctuating wind speed. Moreover, a large
discrepancy in the displacement in the lateral direction 𝜉𝑥 , which is coupled to the rotation about the
𝜃𝑦 , can be seen.

On the other hand, Fig. 5.11 illustrates the response of the tower-bottom loads subject to an 8m/smean
wind speed with 10% turbulence intensity. The loads computed with the linear model have a particu-
larly goodmatch for the dominant load channels: the tower-bottom fore-aft moment𝑚𝑥 and the force
in the longitudinal direction 𝑓𝑦 . For these degrees of freedom, although the amplitudes of the fluctu-
ations are slightly overpredicted, the dynamic responses are in good agreement with the BHawC sim-
ulation. This is also the case for the force in the vertical direction. Similarly, the tower-bottom side-
side moment 𝑚𝑦 presents larger discrepancies, related to the high overestimation of the DOFs of the
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Figure 5.10: Response of the tower-top displacements under an 8m/smean wind speed with 10% turbulence intensity.
Comparison between the linear model and BHawC

side-side motion. The statistics between the responses are checked through the root-mean-square er-
ror (RMSE) normalised with the range of the response. As expected, the error is seen to be highest for
the tower-bottom side-side moment and the torsion moment. In brief, the root-mean-square error is
around 11% for the degrees of freedom related to the longitudinal and the verticalmotions and goes up
to approximately 20% for the states linked to the side-sidemotion of the system.
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Figure 5.11: Response of the tower-bottom loads under an 8m/smean wind speed with 10% turbulence intensity.
Comparison between the linear model and BHawC

Meanwind speed 12m/s and 5% turbulence intensity

Figs. 5.12 and 5.13 compare the tower-top displacements and the tower-bottom loads of the linear
model to the time series of the BHawC code. The simulations run for 600 s using a mean hub-height
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wind speed of 12m/s and a 5% turbulence intensity. Hence, thewind turbine is operating in near-rated
conditions. Again, thedominant displacements are the tower translation in the fore-aft direction 𝜉𝑦 and
the rotation about the 𝑥𝐺 -axis (𝜃𝑥 ). Similarly, the tower fore-aft and vertical translations and the fore-
aft rotation are in fairly good agreement with the nonlinearmodel. Nevertheless, the amplitudes of the
fluctuations are seen to be a bit higher. The responses of these degrees of freedom also contain a time
shift, which is likely to be related to the method in which the positions of the aerodynamic calculation
points are calculated over time. Finally, the time series of the translation and the rotation in the side-
side direction, 𝜉𝑥 and 𝜃𝑦 , present a high difference with respect to the BHawC simulation. Besides, as
the wind speed is near rated conditions, all degrees of freedom experience larger displacements than
for the case above, where the operating point is in the below-rated region. Another reason for the dis-
crepanciesmight be linked to thedeviation from theoperatingpoint since thewind turbine is operating
in the near-rated region.
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Figure 5.12: Response of the tower-top displacements under a 12m/smean wind speed with 5% turbulence intensity.
Comparison between the linear model and BHawC

In this line, Fig. 5.13 illustrates the tower-base loads for a simulation with a 12 m/s mean hub-height
wind speed and 5% turbulence intensity. In general, the dynamic response of the linear model is con-
gruent with the nonlinear BHawCmodel. Among all the load channels, those providing the bestmatch
are the force in the longitudinal direction 𝑓𝑦 and the tower-base fore-aft moment𝑚𝑥 . Besides, the force
in the lateral direction 𝑓𝑥 and the side-sidemoment𝑚𝑦 are overestimated as a result of the correspond-
ing displacements being overpredicted. The normalised RMSE is used to measure the differences be-
tween the values from the linearised model and BHawC. All load channels present around a 12% error
with respect to theBHawCsimulations except for the side-sidemoment, where it is approximately 20%.
This large difference is intrinsically related to the lateral displacement and the side-side rotation, which
are seen to be larger than those in the BHawC results.

Last, thepower spectral density of the loads at the towerbase is compared inFig. 5.14between the linear
model and BHawC. Both the PSD of the forces and themoments are studied. On the whole, the PSD of
the linear model is overestimated for low frequencies. Despite this variation, the energy content of the
solution is reproduced fairly well for the remaining frequencies. As seen, the energy level of the highest
energy peak is overestimated for the load channels related to the lateral displacement: lateral force and
side-sidemoment, 𝑓𝑥 and𝑚𝑦 , respectively.
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Figure 5.13: Response of the tower-bottom loads under a 12m/smean wind speed with 5% turbulence intensity.
Comparison between the linear model and BHawC
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Figure 5.14: PSD of the tower-bottom loads under a 12m/s wind speed and 5% turbulence intensity.
Comparison between the linear model (solid) and BHawC (dashed)

Meanwind speed 22m/s and 1% turbulence intensity

Last, a simulation using a 22m/s hub-height wind speed and assuming a 1% turbulence wind speed is
considered. Once more, the time series of the output are obtained from 10-min simulations. Figs. 5.15
and 5.16 show the tower-top states and the tower-bottom loads over time. Again, the dominant dis-
placements are the translation in the fore-aft direction 𝜉𝑦 and the fore-aft rotation 𝜃𝑥 . And, as expected,
the smallest displacements are the vertical translation 𝜉𝑧 and torsion 𝜃𝑧 . As seen, in this case, the dis-
crepancies between the linearmodel andBHawCaremoreobvious. Regarding thedisplacements of the
tower-top node, the linear model follows the trend of the BHawC simulations during the initial some
150–200 s, particularly for the displacements in the longitudinal and vertical directions. Soon after, the
output from the linear model begins to differ from the nonlinear response, and the solution seems to
contain an error accumulating in time. Again, the degrees of freedom related to the side-side motion
are overestimated and present the highest differences.
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Figure 5.15: Response of the tower-top displacements under a 22m/smean wind speed with 1% turbulence intensity.
Comparison between the linear model and BHawC

In termsof the loadchannels, similarbehaviour canbenoticed. Also, thenormalised root-mean-square
error is around 14% for all tower-bottom loads except for the loads related to the side-side motion, the
lateral force 𝑓𝑥 and the side-sidemoment𝑚𝑦 , where the error increases up to values of 22%. The reason
for this is likely to be linked to the influence of the simple controller used in the BHawC simulations.
As seen in Fig. 5.18, at higher wind speeds, the jumps in the rotor speed become more important. As
mentioned above, themethodology in the linearmodel assumes a constant rotor speed to compute the
positions of the aerodynamic calculations points in time. A greater shift in rotor speed will cause the
interpolated wind speed to differ.
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Figure 5.16: Response of the tower-bottom loads under a 22m/smean wind speed with 1% turbulence intensity.
Comparison between the linear model and BHawC

Finally, the power spectral density of the tower-base loads of the linearmodel is compared against that
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of the nonlinear BHawCmodel in Fig. 5.17 for the simulation at 22 m/s and 1% TI. As seen, the energy
level is captured fairlywell in the frequency range of interest, especially for the longitudinal and vertical
forces andmoments. However, the linearmodel overpredicts the highest energy peak of the force in the
lateral direction (𝑓𝑥 ) and the side-side moment (𝑚𝑥 ). For the higher frequencies, the models are more
in disagreement, particularly for𝑚𝑥 and𝑚𝑦 .
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Figure 5.17: PSD of the tower-base loads under a 22m/s wind speed and 1% turbulence intensity.
Comparison between the linear model (solid) and BHawC (dashed)

In summary, the simulations presented above display the discrepancies between the linear and non-
linear models for turbulent inflows with mild turbulence intensity. Three operational points and three
different turbulence intensities are considered. Asmentioned, a factor that is expected to influence the
discrepancies between bothmodels is the assumption usedwhen computing the velocities at the aero-
dynamic calculation points. For instance, Fig. 5.18 compares the rotor speed of the BHawC simulation
with that assumed in the linearmodel. While the linearmodel assumes a constant rotor speed to get the
positions of the aerodynamic sections in time, the BHawC simulations use a simple controller to regu-
late the rotor speed. At low wind speeds, this controller maintains the rotational speed fairly constant
throughout the simulation. At higher wind speeds, however, the fluctuations become quite relevant.
The sampling plane is also assumed constant to get the input wind speeds. In addition, other potential
reasons for the discrepancies between bothmodels are the deviation from the operating point, defined
by mean wind speed, rotor speed and pitch angle, the frequency properties of the solutions, and the
system presenting a nonlinear behaviour.
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Figure 5.18: Rotor speed of the BHawC simulations at two wind speeds with 5% turbulence intensity
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5.4.4. Damage equivalent loads
Fatigue loads are an important issue for wind turbines, as they are exposed to long-term vibrations and
fluctuating loads. This section outlines the fatigue damage analysis of the linear model and provides
its comparison to the nonlinear BHawC code. The fatigue damage equivalent loads (DELs) are com-
puted from the load time series by applying a rainflow counting (RFC) algorithm. Particularly, theDELs
regarding the tower-bottom fore-aft moment𝑚𝑥 , tower-bottom side-side moment𝑚𝑦 , and tower-top
torsion𝑚𝑧 are studied. Tab. 5.2 depicts theWöhler exponent used for each load channel. The resulting
fatigue loads are also checked employing theWöhler exponents used in SGRE, where 3.5 is selected for
all load channels.

Table 5.2: Example of Wöhler exponent (Torben Juul Larsen, personal communication to R. Riva)

Load channel Wöhler exponent

Tower fore-aft 4
Tower side-side 4
Tower torsion 7

Moreover, the analysis is done considering the mean wind speeds in the previous study and three tur-
bulence intensities for each. Tab. 5.3 depicts the percentage difference in the estimated DELs between
the linearised BHawC model and the nonlinear model. ‘TB FA’ and ‘TB SS’ refer to the tower-bottom
fore-aft and side-side moments, and ‘TT Tors.’ denotes the tower-top torsional moment. As seen, the
DELsestimatedusing the linearmodelpresent largedifferences fromthose inBHawC, and theaccuracy
varies depending on the wind speed at the operating point. Overall, the fatigue loads are overpredicted
in all study cases, while the tower-top torsion is the load showing the best agreement with BHawC.

Table 5.3: Percentage difference between the DELs estimated from the linear model and BHawC

Wind speed (m/s) TI (%) Difference in DELs (%)
TB FA TB SS TT Tors.

8 1 6.23 3.33 2.85
5 5.76 4.01 2.45
10 6.85 2.25 1.89

12 1 19.66 47.78 10.07
5 19.28 48.88 11.07
10 19.16 49.60 10.69

22 1 22.27 18.68 21.25
5 23.33 29.19 21.82
10 24.19 35.08 22.71

For the simulations at 8 m/s mean hub-height wind speed (below-rated speed), the estimated fatigue
loads are within reasonable agreement with those from the BHawC simulations. Besides, at 12 m/s
(around rated conditions), the difference in the DELs becomes very large. Particularly, the tower-
bottom side-side moment differs by around 50%. Finally, at high winds, for instance, in the case with
22m/s hub-height wind speed, the estimated DELs are overpredicted by approximately 20%, meaning
they present a large discrepancy with the fatigue loads as predicted in the BHawC simulations.



6
Isotropic systemwith high turbulence

intensity

For isotropic rotors in isotropic environmental conditions, theColeman transformation is oftenused to
represent wind turbines as time-invariant systems. However, suppose the inflow wind field has a high
turbulence intensity. In that case, the velocityfluctuations cancause thewind turbine to suddenly jump
from one operating region to another. In doing so, given that the controller continuously monitors the
system, the control lawswill also vary in time. Tohandle suchnonlinearities andhence, follow thewind
turbine performance variation in time, the systemcanbemodelled as a linear parameter-varying (LPV)
system. This chapter presents the specific LPV system derived from the BHawC aeroelastic code (see
Section 6.1) and shows the time-domain analysis used to get the loads acting on isotropic wind tur-
bines in high turbulence intensity wind inflow (see Section 6.2). Some numerical results of the applied
method are included in Section 6.3.

6.1. Linear Parameter-Varying (LPV) system

As mentioned, to capture the changes in the wind turbine dynamics and thus, adapt to the controller
variability, the nonlinear WT system is modelled as a linear parameter-varying (LPV) system. Accord-
ingly, the nonlinear BHawC model is approximated by an LPV state-space form of the system using a
linearisation-based (or grid-based) approach. Hence, the nonlinear system is linearised around a set
of operating/equilibrium points, resulting in a series of local LTI representations of the system along a
grid of scheduling parameters p. Fig. 6.1 illustrates the obtained LPV system, where each local descrip-
tion corresponds to the linearised BHawCmodel at an equilibrium and describes the systemdynamics
in the local vicinity of that point. Furthermore, these LTI models can be interpolated to represent the
physical system over the entire operation regime.

Figure 6.1:Wind turbine LPVmodel defined on a linear scheduling grid

For this study, the parameter of the original system selected to obtain an equivalent LPV description is

56
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an external variable. Specifically, it is assumed that the hub-height wind speed in the rotor axial direc-
tion,𝑈𝑤 , is the scheduling variable that governs the dynamic behaviour of the system.

6.1.1. Linearisation-based approximation
The linearisation theory is applied to the state-space representation of the nonlinear model to obtain
the local LTI models in a state-space form. To achieve this, the 𝑇 -periodic tangent mass M, damp-
ing/gyroscopic C, and stiffness K matrices are first exported from BHawC at each grid point of the
scheduling space. Then, thematrices are transformed using the Coleman transformation as described
in Section 5.1, leading to the assembly of the local linear time-invariant (LTI) state-spacemodels.

The grid-based representation of the LPV system can be extended to allow offsets in the state variables
and the inputs. These correspond to the equilibriumconfigurationand the inputs to the systemat those
operating points around which the model is linearised. Therefore, the LPV model can be expressed in
the affine form as:

¤̂x(𝑡 ;p) = A(p) x̂(𝑡 ;p) + B(p) û(𝑡 ;p)
ŷ𝑔 𝑓 (𝑡 ;p) = C(p) x̂(𝑡 ;p) +D(p) û(𝑡 ;p)

(6.1)

where the states of the linear model in the affine formulation are related to the states of the overall LPV
model as x̂(𝑡 ;p) = x(𝑡 ) − x̃(p), and similarly for the inputs û(𝑡 ;p) = u(𝑡 ) − ũ(p).

6.1.2. Model order reduction
Motivated by reducing the computational expense of the simulations, the use of model order reduc-
tion (MOR) methods is explored and integrated into the methodology. Specifically, and as mentioned
previously in Chapter 5, the model order reduction technique used for this work is the balanced trun-
cation (BT) approach, which consists of first balancing the original model and then truncating it so as
to remove the negligible states of the system.

Balanced truncation

Balancing the linearised dynamic system allows to identify which states are relevant to describe the
model andwhich state variables can be removedwithout compromising the system’s behaviour. Recall
that balanced state-space models are characterised by having equal controllability and observability
Gramians, these being positive diagonal matrices with the Hankel singular values (HSVs) as entries.

As described above in Section 4.3, the method of truncating the resulting balanced realisation is based
on eliminating the states with singular numbers below a certain threshold. In practice, the system can
be reduced by partitioning it into two blocks: one for the state variables that contain the relevant char-
acteristics of the full system and one for the states with small HSVs. On that account, the latter can be
neglected to form the reduced-order model (ROM). Given that the projection subspaces are biorthog-
onal (W>V = I), the equations that describe the ROM result in:

¤x𝑟 = A𝑟x𝑟 + B𝑟u
y𝑟 = C𝑟x𝑟 +D𝑟u

(6.2)

where
A𝑟 = W>AV, B𝑟 = W>B, C𝑟 = C>V, D𝑟 = D , (6.3)

and the state variables are approximated as x ≈ Vx𝑟 and x𝑟 ≈ W>x.

In summary, after determining which modes can be eliminated, and thus choosing the order 𝑟 of the
ROM, themodel order reductionmethod is applied to the full system such that the projectionmatrices
can be calculated and stored. With such transformations, the state variables lose their physical mean-
ing. Therefore, the transformationmatrices are stored for each grid point in the LPV system, which will
later allow for the necessary interpolation of the local LTI models.

As explained in further detail in Section 4.3, this work uses the sssMOR toolbox [21] inMATLAB® to per-
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form the model order reduction of the FOM. By doing so, the sparse representation of the system is
exploited to reduce the storage requirements of the MOR method, and the projection matrices V and
W are extracted to later interpolate the LTI systems in the same basis. It also allows decomposing the
model into its stable and unstable parts, which is used to ensure that no unstable poles are present in
the system.

6.1.3. Discretisation of the LPV system
In order to obtain a computationally simpler system, the LPVmodel is represented in the discrete-time
(DT) domain. For simplicity, the discretisation of the continuous-time system is done assuming a zero-
order hold (ZOH). Therefore, in the derived discrete-time description of the system, the signals are only
observed at the end of the sampling interval, and the variation of the input u and the scheduling pa-
rameter p signals is piecewise-constant as [35]:

u(𝑡 ) = ud (𝑘 ) , p(𝑡 ) = pd (𝑘 ) , ∀𝑡 ∈ [𝑘𝑇d, (𝑘 + 1)𝑇d) and y𝑔 𝑓 ,d (𝑘 ) = y𝑔 𝑓 (𝑘𝑇d) . (6.4)

where𝑇d is the sampling (discretisation) period, selected according to the criteria in Tóth [35] used for
the appropriate choice of the discretisation step size.

In this research, the discretisationmethod used is the complete signal evolution approach in Tóth [35],
previously explained in Section 2.2.4. The reason for choosing this discretisation method is based on
wanting to reduce the discretisation error of the methodology; while approximate methods are less
complex, they introduce discretisation errors. For example, in the Euler discretisation approach, the
output has a strong dependence on the discretisation time step as the matrix exponential term is ap-
proximated to its first-order expansion. Among the existing approaches, the exact discretisation is the
one that provides the best match between the discrete-time output and the continuous-time output at
the sampling times. Therefore, by transferring the model into its discrete counterpart, the state-space
matrices of the ROMbecome:

Ad (pd (𝑘 )) = 𝑒A𝑟 (p(𝑘𝑇d))𝑇d

Bd (pd (𝑘 )) = A−1
𝑟 (p(𝑘𝑇d))

(
𝑒A𝑟 (p(𝑘𝑇d))𝑇d − I

)
B𝑟 (p(𝑘𝑇d))

Cd (pd (𝑘 )) = C𝑟 (p(𝑘𝑇d))
Dd (pd (𝑘 )) = D𝑟 (p(𝑘𝑇d)) .

(6.5)

Algorithm 2 contains the procedure followed to assemble the discrete-time LPV system, starting from
the full LTI systems at each grid point of the scheduling domain. It depicts how, for each operating
point in the LPV grid, the linearised model is extracted from BHawC, reduced, discretised, and stored.
Besides, the scheduling parameter value, the equilibrium configuration, and thewind speed inputs are
also saved at each grid point in the LPV domain.

6.2. Time-domain analysis

To address the dynamic variations of the system, the model is studied in the time domain. In the dis-
cretised domain, the derivative of the state is expressed as the state update vector: ¤x = x(𝑘 + 1). Hence,
the discretised LPV state-spacemodel can be formulated in the affine form as:

x(𝑘 + 1) = Ad (pd) (x(𝑘 ) − x̃(pd)) + Bd (pd) (u(𝑘 ) − ũ(pd)) + x̃(pd)
y𝑔 𝑓 (𝑘 ) = Cd (pd) (x(𝑘 ) − x̃(pd)) +Dd (pd) (u(𝑘 ) − ũ(pd)) + ỹ𝑔 𝑓 (pd) .

(6.9)

where Ad, Bd, Cd and Dd are the discretised state-space matrices, pd is the discrete-time scheduling
parameter, and ũ and x̃ are the values of the inputs and the equilibrium state variables at the operating
points around which themodel is linearised.
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Algorithm 2: Assembly of the discretised LPV system
Input:𝑇 -periodic tangent massM, stiffnessK and damping Cmatrices exported from BHawC at

each operating point
Output: DT parameter-varying systemH and projection transformations such that x𝑟 ≈ Vx and

W>V = I
1 foreachOperating point 𝑖 = 1 : 𝑚 do
2 Compute the systemmatrices and assemble the local LTI model:

Hℓ,𝑖 =

[
A𝑖 B𝑖
C𝑖 D𝑖

]
(6.6)

3 Reduce the order of the system and get the BT projectionmatrices V𝑖 andW𝑖 :

H𝑟 ,𝑖 =

[
A𝑟 ,𝑖 B𝑟 ,𝑖
C𝑟 ,𝑖 D𝑟 ,𝑖

]
=

[
W>

𝑖 A𝑖V𝑖 W>
𝑖 B𝑖

C𝑖V𝑖 D𝑖

]
(6.7)

4 Convert the system to the discrete-time domain:

Hd,𝑖 =

[
Ad,𝑖 Bd,𝑖
Cd,𝑖 Dd,𝑖

]
(6.8)

5 Get the local value of the scheduling parameter𝑝𝑖 , i.e., free hub-height wind speed in the rotor
axial direction𝑈𝑤,𝑖 .

6 Store the offsets in the states variables and inputs, x̃𝑖 and ũ𝑖 , respectively.
7 Store thematrices in the LPV scheduling domain: H𝑖 = Hd,𝑖

H𝑖

Local DT
LTI model

Scheduling
parameter

𝑝1 𝑝𝑖 𝑝𝑚

The procedure explained in Section 3.1.1 is employed to get the steady-state configuration of the an-
alytical wind turbine model, used to test the implemented methodology. On that account, the model
is first simplified under the assumption of isotropic conditions. Next, the MBC transformation is used
to transform each system in the LPV domain into its time-invariant representation. Thus, the systems
reduce to nonlinear systems that can be solved for the state variables. Besides, as the simple model
only considers the wind input at the wind turbine hub, the offset to the inputs corresponds to the hub-
height wind speed in the axial direction. In contrast, the linearised BHawCmodel uses the wind speed
at the aerodynamic calculation points along thewind turbine blades as the input to the system. For this
reason, the offset to the input signals ũ is the mean free wind speed (in the three components) at all
aerodynamic sections.

Finally, Algorithm 3 presents themethodology to obtain the response of the LPVmodel. The algorithm
loops over the simulation time and interpolates the current hub-height wind speed over the array of
scheduling parameters. For the wind speeds that are not simulated, the system matrices are interpo-
lated using either nearest neighbour interpolation (NN) or linear interpolation (LI) of the neighbour-
ing LTI systems. Assuming that𝑚 local LPV state-space models have been obtained, they must be de-
fined coherently (in the same basis) to allow for such interpolation. In brief, the methodology uses
the discrete-time domain where, for each time instant, the current wind speed is interpolated over the
scheduling parameters, the output is evaluated, and the state vector is updated. These steps are re-
peated over time until the end of the simulation time.
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Algorithm 3:DT simulation of the LPV system
Input: DT parameter-varying systemH, scheduling parameter array p, projection transformation

matrices VW, and wind input uB (𝑡 )
Output: Response of the system y

1 Initialize the states x(𝑡0) = x0 and the output y(𝑡0) = y0 of the system
2 foreach time step 𝑘 = 1 : 𝑁𝑡 do
3 Interpolate the current hub-height wind speed in the 𝑦𝐺 -direction (𝑈𝑤,𝑘 ) over the scheduling

parameter array p
H𝑖+1H𝑖−1 Scheduling

parameter
𝑝1 𝑝𝑖−1 𝑈𝑤,𝑘 𝑝𝑖+1 𝑝𝑁

if Nearest neighbour interpolation then
Choose the neighbouring LTI model with the scheduling parameter closest to the current
wind speed:

𝑝𝑖 = p(min |p −𝑈𝑤,𝑘 |), H𝑘 = H𝑖 (6.10)

Transform the local ROMmodel into a coherent LTI model:

H𝑘 =

[
A𝑘 B𝑘
C𝑘 D𝑘

]
=

[
W−>

𝑖 A𝑟 ,𝑖V−1
𝑖 W−>

𝑖 B𝑟 ,𝑖
C𝑟 ,𝑖V−1

𝑖 D𝑟 ,𝑖

]
(6.11)

else if Linear Interpolation then
Compute the interpolation weights𝑤 : the dimensionless distance between the current
wind speed𝑈𝑤,𝑘 and the neighbouring scheduling parameters 𝑝𝑖−1 and 𝑝𝑖+1:

𝑤𝑖−1 =
𝑝𝑖+1 −𝑈𝑤,𝑘
𝑝𝑖+1 − 𝑝𝑖−1

, 𝑤𝑖+1 =
𝑈𝑤,𝑘 − 𝑝𝑖−1
𝑝𝑖+1 − 𝑝𝑖−1

(6.12)

such that𝑤𝑖−1 +𝑤𝑖+1 = 1.
Get the interpolated LTV system as a weighted average of the neighbouring LPV systems,
and transform it into a coherent model:

H𝑘 =

[
A𝑘 B𝑘
C𝑘 D𝑘

]
=

[ ∑
𝑗 ∈𝑆𝑗 𝑤𝑗W−>

𝑗 A𝑟 ,𝑗V−1
𝑗

∑
𝑗 ∈𝑆𝑗 𝑤𝑗W−>

𝑗 B𝑟 ,𝑗∑
𝑗 ∈𝑆𝑗 𝑤𝑗C𝑟 ,𝑗V−1

𝑗

∑
𝑗 ∈𝑆𝑗 𝑤𝑗D𝑟 ,𝑗

]
(6.13)

with 𝑆 𝑗 = {𝑖 − 1, 𝑖 + 1}.
Solve the DT state-space equations (update the states and evaluate the output):

x𝑘+1 = A𝑘 x̂𝑘 + B𝑘 ûB,𝑘 + x̃𝑘
y𝑔 𝑓 ,𝑘 = C𝑘 x̂𝑘 +D𝑘 ûB,𝑘 + ỹ𝑘

(6.14)

6.3. Numerical results: analytical wind turbinemodel

This section contains a comparison of the linear analytical wind turbine model against its nonlinear
behaviour. This study assumes an isotropicwind turbine in isotropic external conditions. Therefore, all
bladeshave the same structural properties, andgravity field,wind shear, windmisalignment, and tower
shadow are not present in the analysis. First, Section 6.3.1 gives an overview of the computation time
required to assemble and evaluate the LPV system. Then, Section 6.3.2 presents the dynamic response
of the analytical wind turbine under a wind ramp increasing linearly in time. Last, Section 6.3.3 shows
the time responses of the model both under a turbulent wind speed and a turbulent wind ramp. The
displacements of all eight degrees of freedom are discussed in both cases.
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6.3.1. Consideration of computational times
Considering a 600 s simulation with turbulence, the nonlinear model takes around 60 s to get the dy-
namic response of the system. Regarding the linear parameter-varying system, the scheduling parame-
ter used is thehub-height freewind speed. Afine grid is used for its assembly, where the system is stored
every 0.2 m/s. It takes approximately 0.15 s to loop over the scheduling parameter grid and store both
the LPV system and the offsets in the inputs and the state variables of the system. Then, the discrete-
time LPV system is obtained assuming a zero-order hold and using a time step𝑇d = 0.1 s. Discretising
the state-spacematrices of the entire LPV system takes ≈ 0.02 s.

The simulation of the continuous-time LPV systems takes some 12 s, meaning the latter is about 5×
faster than the nonlinear model. Finally, the simulation using the discrete-time LPV model is around
100 times faster, as it needs about 0.5 s to get the response of the system. Overall, including obtaining
the LPV system, discretising, and evaluating the output, the discrete-time LPV system requires ≈ 85×
less computational time than the nonlinearmodel simulation. The aforementioned times are obtained
with a standard laptopmachine.

6.3.2. Linear wind ramp
The dynamic behaviour of the analytical wind turbine model is compared against its nonlinear re-
sponse. The simulations run for 120 swith a linearly ramping axialwindat thewind turbinehub-height.
Three cases are studied, for which the turbine operates (a) between cut-in and rated conditions, (b)
around rated conditions, and (c) above-rated in high wind speeds. The wind speed is assumed to in-
crease uniformly from the initial value until its maximum value over the time interval from 20 s to 100
s. Outside this interval, the values are kept constant at the initial and final values, respectively.

The turbine is represented in the ground-fixed coordinate system. Thence, the analysis uses the collec-
tive, cosine and sine coordinates to describe the rotations of the flapwise and edgewise blademotions.
The LPV system is extracted from the cut-in speed (3m/s) until the cut-out speed (25m/s) with steps of
0.2 m/s. The discretisation time step used is𝑇d = 0.1 s, and the LPV model is represented in the affine
LPV form to account for the offsets in the input and the state variables.

Ramping wind speed from 3m/s to 6m/s

Here, the comparison of the discrete-time LPV system against the nonlinear model is made assuming
a ramping wind speed in the below-rated operating region. The axial hub-height wind speed begins at
the cut-in speed, 3m/s, and ramps up until 6m/s. Fig. 6.2 shows the dynamic response of bothmodels
under the ramping wind input. As seen, the discretised LPV system is able to capture the variations in
themotion of the turbineDOFs due to the rampingwind. The tower side-side and collective cosine and
sine motions are negligible as the wind is applied in the axial direction. The dominant modes are the
tower fore-aft 𝑧𝐻 and the collective flap 𝑎𝛽,1.

As seen, at the start of the simulation, the system is excited with the initial wind speed of, i.e., 3 m/s,
which causes the degrees of freedom to start oscillating. These oscillations begin to die out as a result of
the structural and aerodynamic damping. Then, the wind speed starts ramping up at time instant 20 s
and increases linearly until it reaches 6m/s at time 100 s. This ramping wind speed causes the degrees
of freedomtovary throughout this period, eventually reaching thefinal steady-state valueonce thefinal
wind speed is maintained constant.

Ramping wind speed from 7m/s to 10m/s

Fig. 6.3 presents thedynamic responseof thediscrete-timeLPV systemand that of thenonlinearmodel.
In this case, the simulation begins at the below-rated operational region and ends in above-rated con-
ditions—the initial wind speed is 7 m/s and the final is 10 m/s. The linear model is in good agreement
with thenonlinearmodel as it is capable of following the variation inwind speed, aswell as reaching the
same final equilibrium state. Besides, the wind inflow is an axial wind at the tower hub-height. This re-
sults in the dominant degrees of freedombeing the tower fore-aftmotion 𝑧𝐻 and the collective flapwise
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Figure 6.2: Response of the analytical WT linear model (solid) and the nonlinear model (dashed) under uniformly ramping
wind from 3m/s to 6m/s

degree of freedom 𝑎𝛽,0. Some collective edgewise contribution (𝑎𝜁 ,0) can also be seen. The excitation of
the rotor cosine and sine modes, 𝑎 ( ·) ,1 and 𝑏 ( ·) ,1, is negligible in both flap and edge, and so it the tower
side-sidemotion 𝑦𝐻 .

Also, small excitations can be seen throughout the linearly ramping region due to the change of oper-
ating point in the LPV system. Specifically, this behaviour can be seen in the edgewise collective co-
ordinate 𝑎𝜁 ,1. Such behaviour is known as the switching effect of linear parameter-varying systems. As
expected, thedeflectionsof the systemarehigher than in thebelow-ratedcasedue to thewindspeedbe-
ing higher, which results in larger aerodynamic forces andmoments. The oscillations also decay more
rapidly as a result of larger aerodynamic damping. In general, the response of the linearmodelmatches
well the dynamic behaviour of the nonlinear model.

Ramping wind speed from 17m/s to 20m/s

Last, Fig. 6.4 shows the comparison of the dynamic behaviour of the discretised LPV to that of the non-
linear model. In this case, the turbine is operating under high wind speeds since the ramping wind
ranges from 17 m/s to 20 m/s over the course of the simulation. The linear model is still in fairly good
agreement with the nonlinear dynamics. The tower fore-aft motion of the linear model, however, os-
cillates throughout the period with ramping wind speed, which differs from the nonlinear model. The
switching effect of the LPV systemcan also be seen as the system is somewhat excited due to the change
of operating point.

Overall, the LPV system is capable of following the variation in the dynamic behaviour due to a ramping
wind speed. These results have aparticularly goodmatch at low tomid-rangewind speeds. Besides, it is
also able to capture the changes around rated conditions, where the turbine varies its rotational speed
and blade pitch angle. At high wind speeds, the effects of LPV switching becomemore important, and
the simulations present more differences.

6.3.3. Turbulent rampwind
Similarly, the dynamic behaviour of the linear analytical wind turbine model is compared against its
nonlinearmodel. The simulations run for 120 s, with a turbulent and linearly ramping axial wind at the
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Figure 6.3: Response of the analytical WT linear model (solid) and the nonlinear model (dashed) under uniformly ramping
wind from 7m/s to 10m/s
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Figure 6.4: Response of the analytical WT linear model (solid) and the nonlinear model (dashed) under uniformly ramping
wind from 17m/s to 20m/s

hub-height. The wind speed is assumed to increase linearly over the time interval from 20 s to 100 s,
with a turbulence time series added onto it. Outside this interval, themean values are kept constant at
the initial and final values, respectively. Again, the turbine is described in the ground-fixed coordinate
frame, which uses the collective, cosine and sine coordinates to describe the rotations of the blades
both in edge and in flap. The LPV system is composed by the LTI systems extracted at the operating
points ranging from the cut-in speed (3 m/s) to the cut-out speed (25 m/s) with steps of 0.2 m/s. The
discretisation time step used to discretise the LPV system is 𝑇d = 0.1 s. Moreover, the LPV model is
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represented in the affine LPV form to account for the offsets in the input and the state variables.

Turbulent wind

The wind turbine model only has as input the wind speed in the longitudinal direction. The turbu-
lencewind series is obtained using the Kaimal spectralmodels, which describes the single-sided veloc-
ity spectrum as [12]:

𝑆 ( 𝑓 ) =
4𝜎21 𝑓 𝐿1/𝑈ℎ𝑢𝑏

(1 + 6𝑓 𝐿1/𝑈ℎ𝑢𝑏 )5/3
(6.15)

where 𝑓 is the cyclic frequency, 𝜎 is the standard deviation of velocity component, 𝐿1 is the integral
length scale, and𝑈ℎ𝑢𝑏 is themeanwind speed at hub height. The parameters of the Kaimalmodel have
been adjusted to meet the IEC [15] standard, for which 𝐿1 = 8.1Λ1 when considering the wind speed
longitudinal component, withΛ1 = 42m for hub-heights over 60m, as is the case. For example, Fig. 6.5
shows the Kaimal spectral density and the 10-min time series of the longitudinal turbulent wind speed
considering a 10m/s hub-heightwind speed and turbulence intensity of 10%. As seen, themain energy
contribution occurs at frequencies under 1 Hz.

10
-2

10
-1

10
0

0

10

20

30

40

50

60

(a) Kaimal spectrum

0 100 200 300 400 500 600

-3

-2

-1

0

1

2

3

(b) Turbulent wind speed time series

Figure 6.5: Kaimal spectrum derived for amean hub-height wind speed of 10m/s and a turbulence intensity of 10%

The wind turbine class is assumed to be class IIB (medium wind) of the IEC 61400 standard. Thus,
𝐼𝑟𝑒 𝑓 = 0.14 is used for the hub-height turbulence intensity at a 10-min average wind speed of 15 m/s,
and the reference 10-min average wind speed is𝑈𝑟𝑒 𝑓 = 42.5m/s. The turbulence intensity is computed
using the normal turbulencemodel (NTM) as per the IEC 61400-1 standard [15], for which the value of
the turbulence standard deviation is calculated as:

𝜎1 = 𝐼𝑟𝑒 𝑓 (0.75𝑈ℎ𝑢𝑏 + 𝑏), with 𝑏 = 5.6m/s (6.16)

where the values of the hub-height wind speedmust fall within the range from 0.2𝑈𝑟𝑒 𝑓 to 0.4𝑈𝑟𝑒 𝑓 , and
the turbulence intensity is then given by𝑇 𝐼 = 𝜎1/𝑈ℎ𝑢𝑏 .

Three simulations are tested to evaluate the performance of the discretised LPVmodel. All simulations
run for 600 s andusewind speed time series extracted from theKaimal spectralmodel. The simulations
areperformedusing various randomturbulence time serieswith adifferent seed for eachcase. First, the
analytical wind turbinemodel is used to simulate the dynamic response of themodel under a turbulent
inflow with constant mean wind speed. The velocity fluctuations are due to the turbulence. Second,
themodels are used to simulate the response to a turbulent ramping wind speed. The turbulence time
series is addedonto auniformly rampingwind speed in time. For all cases, the linearparameter-varying
model is compared against the nonlinear model.
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Meanwind speed 5m/s and turbulence intensity 26%

The performance of the linear model is compared against the response of the nonlinear model, where
the wind turbine is subject to a 5 m/s mean hub-height wind speed and 26% turbulence intensity, cal-
culated according to the NTM. The simulations run in below-rated operating conditions. For clarity,
Fig. 6.6 provides a 200 s window of the simulation and compares the response of the analytical LPV
model with that of the nonlinear model. Similar to the results above, the wind speed acts in the ax-
ial direction and does not excite the tower side-side mode. The cosine and sine collective modes are
also negligible both in edge and in flap, and the predominant motion is the collective flap 𝑎𝛽,0 and the
tower fore-aft displacements 𝑧𝐻 . The response of the linearmodel is in good agreementwith that of the
nonlinear model, and it is able to adjust to the velocity fluctuations due to turbulence.
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Figure 6.6: Response of the analytical WT linear model (solid) and the nonlinear model (dashed) under a 5m/s turbulent with
26% turbulence intensity

Meanwind speed 9m/s and turbulence intensity 19%

Here, the linear model is compared against the nonlinear model under a 9m/smean hub-height wind
speed and 19% turbulence intensity, calculated according to the NTM. The rated wind speed of the
simple wind turbine model is 9 m/s. Thus, throughout the simulation, the wind turbine continuously
switches from below-rated to above-rated operating conditions. Fig. 6.7 shows the comparison of the
response of the analytical LPVmodel with that of the nonlinear model. Overall, the linear model prop-
erly predicts themotion of the wind turbine over time. The amplitude of the oscillations slightly differs
between bothmodels, which can be seen particularly in the collective edgewise coordinate 𝑎𝜁 ,0.

Ramping wind speed from 15m/s to 18m/s and turbulence intensity 16%

Fig. 6.8 shows the comparison between the LPV systemand the nonlinearmodel under a rampingwind
speed from 15 m/s until 18 m/s, superposed with a turbulent wind speed computed from the Kaimal
spectrumusing a 16% turbulence intensity, calculated from to the normal turbulencemodel. Through-
out the simulation, the wind turbine is mostly in above-rated operating conditions and switches to
below-rated at some instants due to the velocity fluctuations. Similarly to the simulations above, the
wind speed acts in the axial direction and does not excite the tower side-side mode. The cosine and
sine collective modes are also negligible both in edge and in flap, and the predominant motion is the
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Figure 6.7: Response of the analytical WT linear model (solid) and the nonlinear model (dashed) under a 9m/s turbulent with
19% turbulence intensity

collective flap 𝑎𝛽,0 and the tower fore-aft displacements 𝑧𝐻 . The linear system is able to adjust to the
velocity fluctuations due to turbulence, as the response fully matches that of the nonlinear model.
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Figure 6.8: Response of the analytical WT linear model (solid) and the nonlinear model (dashed) under a ramping turbulent
wind from 15m/smean to 18m/s and 15% turbulence intensity

In summary, for the applications above, thenonlinear behaviour of the analyticalwind turbinemodel is
modelled as an array of LTI systems obtained at a series of scheduling parameter values and evaluated
in the discrete-timedomain. The resulting linear parameter-varying system is seen to approximatewell
the original nonlinear system for scenarios in isotropic conditions. Besides, it provides a fast simulation
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method for evaluating the dynamic behaviour of a wind turbine.

6.4. Numerical results: BHawC linearisedmodel

As described in the previous sections, the linear parameter-varying (LPV) system is formulated in the
affine form. By doing so, the state-space configuration of the system can be taken into consideration.
For this reason, the methodology implemented regarding the LPV system requires using the offsets in
the inputs and state variables to get the response of the model. For the linearised BHawC model, the
equilibrium configuration of the state variable must be extracted from BHawC. Once the offsets of the
inputs and the state variables, ũ and x̃, are obtained, the LPV model can be evaluated in the discrete-
time domain, where the state update vector and the response of the system at each time system are
calculated as follows:

x(𝑘 + 1) = Ad (pd) (x(𝑘 ) − x̃(pd)) + Bd (pd) (u(𝑘 ) − ũ(pd)) + x̃(pd)
y𝑔 𝑓 (𝑘 ) = Cd (pd) (x(𝑘 ) − x̃(pd)) +Dd (pd) (u(𝑘 ) − ũ(pd)) + ỹ(pd) .

(6.17)

where Ad,Bd,Cd andDd are the discretisedmatrices of the state-space formulation, and ũ and x̃ corre-
spond to the offset in the inputs and the state variables.

However, the BHawCmodel represents the orientations of the nonlinear configuration differently from
those in the linear model. While the nonlinear configuration describes the orientations using unit
quaternions, the model linearised around that configuration uses three angles. Therefore, whilst the
procedure to simulate the output of the LPV model is readily implemented, the steady-state config-
uration of the linear model cannot currently be used to assess the response of the linear model. For
future developments, the configurations of the state variables could be modified to get matching de-
scriptions for the linear and nonlinear models. A possible approach to achieve the continuity in the
rotational state variables from BHawC is to convert the quaternion representation into Tait-Bryan an-
gles and rotating the linear model —which is currently in global coordinates— into the orientations
at the steady-state equilibrium. Nevertheless, some results of the applied methodology are explained
below, as well as the required computational times to get the loads on the system.

6.4.1. Considerations of computational times
As themethodofobtaining the responseof the time-varyingparameter systemisdeveloped, anoverview
of the computational times of the procedure is given. The linear LPVmodel consists of an array of linear
time-invariant systems collected for each scheduling parameter value in the grid space. Thus, at first,
the state-space system is extracted at each operating point, which takes around 1.5 s to compute. Then,
getting the reduced-order model to approximate the full systemwith lower complexity takes another 8
s per operating point. Moreover, getting the discretisedmatrices of the state-spacemodel takes around
2 s per grid point. Finally, evaluating the response on the system takes around 10 s for a simulation
lasting 300 s. In short, although using ROMs to get the response of the system is very beneficial in terms
of run times, reducing themodel at each grid point can become a time-consuming process.

6.4.2. Uniformwind ramp
The dynamic response of the linearised BHawC model is compared to the results of the nonlinear
BHawC code. The simulation runs for 300 s, where the wind turbine is subject to a linearly ramping
wind. Initially, the wind speed is 8 m/s. Then, it starts to ramp up uniformly in time until the wind
reaches 11 m/s. This final wind speed is maintained until the end of the simulation. Also, the wind
speed is applied along the rotor axis, which causes the dominantmotion to be that of the tower fore-aft
degree of freedom 𝜉𝑦 . For this case, the LPV system contains an array of LTI systems extracted every 0.3
m/s, which are discretised to evaluate the solution in the discrete-time (DT) domain.

Fig. 6.9 shows the dynamic response of the tower-top node of both models under the aforementioned
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wind speed. In the results from the BHawC simulations, the degrees of freedom of the tower-top node
increase linearly throughout the simulation due to the rising wind speed. Once the final wind speed is
kept constant, the displacements reach their final steady-state values. Rather, the response of the lin-
ear system shows a step-like behaviour where the displacements receive an excitation when themodel
switches between operational points.
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Figure 6.9: Response of the tower-top displacements under a uniformly ramping wind from 8m/smean to 11m/s. Comparison
between the linear model and BHawC

As explained above, themethodology requires using the offsets in the inputs as well as the equilibrium
configuration for each grid point in the linear parameter-varying scheduling domain. The latter, how-
ever, cannot be extracted fromBHawCusing the samedescription for the rotational states as that in the
linear model. Thus, at this stage, the equilibrium configurations cannot be used in the LPV method-
ology. As a consequence, when the LPV parameter switches between operating points, the system re-
ceives as input an excitation much higher than that in the nonlinear model. As a result, the response
of the system begins to oscillate, and the output presents the step-like performance as seen in Fig. 6.9.
In summary, not accounting for the offsets in the system’s steady-state configuration causes the LPV
model not to capture the response of the system to a ramping variation in thewind speed properly. The
same occurs for simulations under turbulent wind speeds.



7
Conclusions and recommendations

This chapter reviews the most relevant results found throughout this thesis work and makes recom-
mendations on improvements to themodel and the analysis for future work to be done on the topic.

7.1. Conclusions

The main objective of this thesis was to develop a fast linear state-space model based on the BHawC
code to reduce the computational times required to assess the loads on wind turbines subject to tur-
bulent wind inflows. The contributions of the work lie in several factors. First, a state-space system of
the linearised BHawC model was implemented based on the work of Skjoldan [32], previously devel-
oped for modal analysis; the existing linear model contained the systemmatrix. In addition, the input
and outputmatrices of the state-space formulation were derived in this research using an analytically-
basedmethodology. While the inputmatrix relates the freewind input to the state variables, the output
matrix relates the states to the internal loads of the structure.

Amethodology to evaluate the loadsonwind turbines in isotropic environmental conditionswasdevel-
oped using the linearised BHawCmodel. First, the systemwas assumed to be an isotropicwind turbine
in isotropic external conditions and low turbulence intensity. Accordingly, theColeman transformation
was used to eliminate the periodic content in the equations of motion. The loads on the wind turbine
were then evaluated by modelling the system as a linear time-invariant (LTI) system. The developed
state-space model is a large, sparse model. Consequently, using model order reduction (MOR) meth-
ods allowed to reduce the complexity of the system and the computational requirements of the simula-
tions. Specifically, the approach usedwas the balanced truncation (BT)method, which allowed getting
reduced-ordermodels to approximate themain dynamics of the nonlinearmodelwhilst preserving the
stability of the system.

The loads on the turbine were evaluated using a frequency-domain approach, where the transfer func-
tionwas computed to get the systemresponse to anarbitrarywind input. The computationof the trans-
fer functionof the full-ordermodel (FOM)wascomputationally expensive, defeating thepurposeof this
study. Using the reduced-ordermodels (ROMs), however, was seen tobe very beneficial for speedingup
the process. In addition, other approaches to improve the computation times of the simulations were
examined, such as using the numerical tools in PETSc to compute the transfer function of LTI systems.

For this study, the linearised model was compared against the nonlinear BHawC code both through
time-domain simulations and by comparing the power spectral densities of the response. First, the
simulations were compared assuming a rectangular wind step at two operating points. The tower-top
displacements and the tower-bottom loadswere studied to assess the performance of themodel. From
the time-domain responses and power spectral densities, the models are in good agreement, and the
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linear time-invariant (LTI) system captures the dynamics of the nonlinear model. Second, the wind
inflow was assumed to be a low turbulence wind speed. Again, the states of the tower-top node and
the loads at the tower base were evaluated. From the time series, the displacements and loads related
to the longitudinal and vertical motions are in fairly good agreement with the nonlinear model and
presentmaximum root-mean-square errors of around 10%. However, the states regarding the side-side
motion present large discrepancies from the nonlinear model, with normalised RMSEs up to 20%. A
fatigue analysis was performed to estimate the damage equivalent loads (DELs) based on the rainflow
counting algorithm. The tower-base fore-aft and the tower-top torsion moments present differences
up to 20%, whereas the tower-base side-side are largely overpredicted.

Second, the wind turbine was assumed to be an isotropic system subject to a highly-turbulent wind.
Thehigh turbulence intensity causes thewind turbine toquickly shift betweenoperating regions. These
shifts becomemore important forwind speeds around rated. Thus, using a linear time-invariantmodel
was no longer suitable for describing the dynamic behaviour of the nonlinear model. Under such con-
ditions, the loads of the wind turbine were evaluated by approximating the nonlinear BHawC model
as a linear parameter-varying (LPV) system. Again, the balanced-truncation (BT) model order reduc-
tionmethodwas used to reduce the complexity of the system and, thus, the computational times of the
simulations. To further speed up the calculations, the LPV system was converted to the discrete-time
domain by discretising thematrices of the state-spacemodel.

The implemented approach uses the affine formof the grid-based approach for the assembly and eval-
uation of the LPV system and, therefore, requires using the equilibrium configuration of the state vari-
ables and the inputs. In the BHawC model, however, the orientations of the nonlinear configurations
are described differently than in the linearisedmodel. Therefore, although the framework of the analy-
siswas implemented, itwasnotpossible to examine theperformanceof the linearmodel in comparison
to the results fromBHawC. Instead, the analytical wind turbinemodel developed by Riva [24] was used
to validate themethodology and to compare the performance of the linearmodel to the response of the
nonlinearmodel. The discrete-time LPV system is able to capture the fluctuations in the operating con-
ditions and approximates well the nonlinear behaviour of the turbine. Moreover, the simulations using
the linear parameter-varying (LPV) system requiremuch less computational time than the simulations
of the nonlinear model.

7.2. Recommendations for future work

The presented linearised BHawCmodel could be further developed to include the aerodynamic loads
on other wind turbine substructures such as tower and nacelle, as well as accounting for the unsteady
aerodynamics in the state-space input matrix or adding dynamic wakemodels. Besides, the linearised
BHawCmodel could become an aero-servo-elasticmodel by integrating a linearised controller. Adding
a controllerwould also requiredeveloping the formulation for the feedforwardmatrix of the state-space
model. The model could also be further developed for offshore wind applications by considering the
hydrodynamic loads on the system. In addition, in light of wanting to reduce the computational ex-
pense of the simulations using LTI systems, other approaches could be further investigated to get the
transfer function, such as using a GPU for the operations.

Related to the applicability of the linear parameter-varying (LPV) system, it is recommended that future
work is dedicated to obtaining a matching representation of the rotational state variables of both sys-
tems. In case of achieving continuity in the description of the nodal orientations between the BHawC
nonlinear model and the linearised model, the equilibrium configurations could be used as offsets to
the LPV system. Thereby, the response of the LPV system could be compared to the loads in the BHawC
simulations. Besides, the most time-consuming aspect of the LPV methodology is that of getting the
reduced-ordermodel (ROM)at each valueof the schedulingparameter. That being so, itwouldbe inter-
esting to explore othermodel order reduction (MOR) techniques that require less computational effort
while still capturing themain information of the nonlinear system.
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Finally, it is strongly encouraged for future investigations to extend the work in this study to deal with
wind turbines in anisotropic conditions, i.e., rotor unbalance, gravitational forcing, or wind shear. In
anisotropic conditions, theblades experiencedifferent conditions in their rotation around the rotor, in-
troducing further sources of periodicity into the system. To account for the periodicity of such systems,
the system should bemodelled as a linear time-periodic (LTP) system. The harmonic transfer function
(HTF) concept couldbeemployed toget the responseof the linearisedmodel. Furthermore, theLPVap-
proach can also be used to model the system in anisotropic conditions. In that view, the implemented
approach could also be extended to account for the time variation of other scheduling parameters, i.e.,
the azimuthal position of the blades.
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A
Equations of motion of the analytical

wind turbinemodel

A.1. Nonlinear equations of motion

The Lagrangian equations of motion are derived from the Lagrangian 𝐿 = 𝑇 − 𝑉 , where 𝑇 and𝑉 are
the kinetic and potential energy of the system, respectively. First, the kinetic energy of the system is
computed as [24]:

𝑇 = 𝑇𝐻 =
𝐵∑
𝑗=1

(
𝑇𝑈𝑗 +𝑇𝐷𝑗

)
(A.1)

where𝑇𝐻 is the kinetic energy of the hub, and𝑇𝑈𝑘 and𝑇𝐷𝑘 are the kinetic energy of fixed and movable
parts of blade 𝑗 . Besides, the contribution of all springs and the gravity to the potential energy is ac-
counted as [24]:

𝑉 =𝑉𝑦𝐻 +𝑉𝑧𝐻 +
𝐵∑
𝑗=1

(
𝑉𝛽𝑗 +𝑉𝜁 𝑗 +𝑉𝑈𝑗 +𝑉𝐷𝑗

)
(A.2)

where𝑉𝑧𝐻 and𝑉𝑦𝐻 are the potential energies of the tower fore-aft and side-side springs,𝑉𝛽 and𝑉𝜁 are the
potential energies flapwise and edgewise springs, and the contribution of gravity of the fixed and the
movable parts of the blades are𝑉𝑈 and𝑉𝐷 . The resulting analytical expression for the kinematic energy
and the potential energy of the system can be found in Riva et al. [24].

The aerodynamic forces andmoments on the blade hinges are computed based on amodel developed
byEggleston andStoddard [47], which corresponds to a linearisedblade elementmomentumapproach
[24]. It considers constant aerodynamic properties along the blades. Themodel is extended to include
the aerodynamic loads due to the tower motion. The aerodynamic forces and moments on the sys-
tem consist of (a) the hub shear force in the fore-aft direction 𝑆aero𝛽 , (b) the hinge out-of-planemoment
𝑀 aero

𝛽 , (c) the hub shear force in the directionparallel to the chord of the blade andpointing towards the
leading edge 𝑆aero𝜁 , and (d) the hinge moment in the edgewise direction𝑀 aero

𝜁 . Similarly, the analytical
expressions regarding the aerodynamic forces andmoments be found in Riva et al. [24].

Finally, the Lagrangian equations ofmotion of the nonlinearmodel are computed withWolframMath-
ematica ®, and read [24]:

𝐽𝐷 ¥𝛽 +𝐶𝛽 ¤𝛽 + 𝐾𝛽𝛽 = 𝑀 aero
𝛽 − 𝐽𝐷 (Ω + ¤𝜁 )2 cos 𝛽 sin 𝛽 −𝑚𝐷𝑟GD

(
𝑔 cos(𝜓 + 𝜁 ) sin 𝛽 + 𝑒Ω2 cos 𝜁 sin 𝛽

−¥𝑦𝐻 sin(𝜓 + 𝜁 ) sin 𝛽 + ¥𝑧𝐻 cos 𝛽)
(A.3a)
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𝐽𝐷 cos2 𝛽 ¥𝜁 +𝐶𝜁 ¤𝜁 + 𝐾𝜁 𝜁 = 𝑀 aero
𝜁 + 2𝐽𝐷 (Ω + ¤𝜁 ) ¤𝛽 cos 𝛽 sin 𝛽 −𝑚𝐷𝑟GD cos 𝛽 (𝑔 sin(𝜓 + 𝜁 )

+𝑒Ω2 sin 𝜁 + ¥𝑦𝐻 cos(𝜓 + 𝜁 )),
(A.3b)

(𝑚H + 𝐵 (𝑚𝑈 +𝑚𝐷 )) ¥𝑧𝐻 +𝐶𝑧 ¤𝑧𝐻 + 𝐾𝑧𝑧𝐻 =
𝐵∑
𝑗=1

(
𝑆aero𝛽𝑗

−𝑚𝐷𝑟GD
(
¥𝛽𝑗 cos 𝛽𝑗 − ¤𝛽2𝑗 sin 𝛽

))
, (A.3c)

(𝑚H + 𝐵 (𝑚𝑈 +𝑚𝐷 )) ¥𝑦𝐻 +𝐶𝑦 ¤𝑦𝐻 + 𝐾𝑦 𝑦𝐻 =
𝐵∑
𝑘=1

(
𝑆aero𝜁 𝑗

cos
(
𝜓𝑗 + 𝜁 𝑗

)
+𝑚𝐷𝑟GD

(
Ω2 cos 𝛽𝑗 sin

(
𝜓𝑗 + 𝜁 𝑗

)
+ ¤𝛽2𝑗 cos 𝛽𝑗 sin

(
𝜓𝑗 + 𝜁 𝑗

)
+ 2 ¤𝛽𝑗 ¤𝜁 𝑗 sin 𝛽𝑗 cos

(
𝜓𝑗 + 𝜁 𝑗

)
+ ¤𝜁 2𝑗 cos 𝛽𝑗 sin

(
𝜓𝑗 + 𝜁 𝑗 + 2Ω

( ¤𝛽𝑗 sin 𝛽𝑗 cos (
𝜓𝑗 + 𝜁 𝑗

)
+ ¤𝜁 𝑗 cos 𝛽𝑗 sin

(
𝜓𝑗 + 𝜁 𝑗

) )
+ ¥𝛽𝑗 sin 𝛽𝑗 sin

(
𝜓𝑗 + 𝜁 𝑗

)
− ¥𝜁 𝑗 cos 𝛽𝑗 cos

(
𝜓𝑗 + 𝜁 𝑗

) ) )
(A.3d)

The second-order nonlinear model is obtained by reassembling the Lagrangian equations of motion
of the simplified wind turbine model derived by Riva et al. [24]. The resulting nonlinear second-order
implicit system can then be expressed as a system linear in ¥𝝃 as:

M𝑁𝐿 ( ¤𝝃 , 𝝃 , 𝑡 ) ¥𝝃 + 𝒇𝑁𝐿 (𝝃 , ¤𝝃 ,𝝂 , 𝑡 ) = 0 (A.4)

whereM𝑁𝐿 is the nonlinearmassmatrix, 𝒇𝑁𝐿 is the nonlinear forcing vector,𝝂 are the system inputs, i.e,
thehub-height axialwind speed, and theblade and tower coordinates are collected in thedisplacement
vector as [24]:

𝝃 = [𝛽1, . . . , 𝛽𝐵 , 𝜁1, . . . , 𝜁𝐵 , 𝑦𝐻 , 𝑧𝐻 ]> (A.5)

where 𝛽 and 𝜁 are theflapwise andedgewisebladedegrees of freedom, 𝑦𝐻 and 𝑧𝐻 are the tower side-side
and fore-aft displacements, and 𝐵 = 3 is the number of blades.

A.2. Linearised equations of motion

The linearised time-periodic equationsofmotionarederivedbyperforming amulti-variablefirst-order
Taylor series expansion of the nonlinear system about the periodic equilibrium trajectory 𝝃 (𝑡 ) with in-
puts𝝂 (𝑡 ). The second-order linear model yields:

M(𝑡 ) ¥q(𝑡 ) + C(𝑡 ) ¤q(𝑡 ) + K(𝑡 )q(𝑡 ) + F(𝑡 )u(𝑡 ) = 0 (A.6)

where the perturbations to the inputs and the states about the equilibrium are expressed as u(𝑡 ) =
𝝂 (𝑡 ) − 𝝂 (𝑡 ) and q(𝑡 ) = 𝝃 (𝑡 ) − 𝝃 (𝑡 ), respectively. Also, M, C, K and F are time-periodic linear mass,
damping/gyroscopic, stiffness matrices and forcing vector, respectively. The system is a time-periodic
system arising from the azimuthal rotation of the blades [43].

A.2.1. Multi-blade coordinate transformation
The linear time-periodic systemcanbe transformed intomulti-blade coordinatesbymeansof theCole-
man transformationmatrix Bq. To remove the periodic terms in the equations of motion, and thus ob-
taina linear time-invariant system, the simplewind turbinemodel is assumedbehavean isotropic rotor
with identically pitched blades (𝜃𝑝,𝑗 = 𝜃𝑝 ) symmetrically mounted on the hub [43]. Also, the external
(wind) conditions are also assumed to be isotropic. Hence, the gravity forcing, cross wind, and vertical
wind shear terms are neglected.

The tower fore-aft and side-sidemotions are already described in the ground-fixed reference. Themo-
tion of the blades is, however, expressed in their own corotating frame [43]. Themulti-blade coordinate
transformation allows to transform the blade coordinate into the non-rotating frame as:

𝑞𝑛,𝑗 = 𝑎𝑛,0 + 𝑎𝑛,1 cos𝜓𝑗 + 𝑏𝑛,1 sin𝜓𝑗 (A.7)
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where 𝑛 is the blademode and the azimuth angle of blade 𝑗 reads𝜓𝑗 = Ω𝑡 + 2
3𝜋 (𝑗 − 1). Themulti-blade

coordinates 𝑎𝑛,0, 𝑎𝑛,1, and 𝑏𝑛,1 describe the collective, cosine-cyclic, and sine-cyclic blademodes.

Then, the state vector can be transformed intoMBCs as:

q = BqqB (A.8)

where the Coleman transformationmatrix reads:

Bq =


I𝐵 I𝐵 cos𝜓1 I𝐵 sin𝜓1 0
I𝐵 I𝐵 cos𝜓2 I𝐵 sin𝜓2 0
I𝐵 I𝐵 cos𝜓3 I𝐵 sin𝜓3 0
0 0 0 I2

 . (A.9)

The equations of the linear system expressed in the ground-fixed reference frame are derived by sub-
stituting the new state vector into the linearised EoM in Eq. (A.6). Under the assumption of an isotropic
rotor in isotropic conditions, the resulting equations of motion are characterised by having constant
matrices, and the system yields a linear time-invariant (LTI) system. The linear Coleman-transformed
system reads:

MB ¥qB (𝑡 ) + CB ¤qB (𝑡 ) + KBqB (𝑡 ) + FBuB (𝑡 ) = 0 (A.10)

where theColeman-transformedmass, damping/gyroscopic, and stiffnessmatrices and force vector of
the system are [43]:

MB = B−1
q MBq

CB = B−1
q (2MBqR + CBq)

KB = B−1
q (MBqR2 + CBqR + KBq)

FB = B−1
q F

(A.11)

where R = B−1
q ¤Bq, B−1

q being the inverse Coleman transformationmatrix of the system.

Following, Eqs. (A.12) to (A.15) present theColeman-transformedmass, damping/gyroscopic, and stiff-
ness matrices, and the force vector of the analytical wind turbinemodel developed by Riva et al. [24],

where

𝑚𝐻 is themass of the hub,

𝑚𝑈 and𝑚𝐷 is themass of the fixed and themovable parts of the blade,

𝐽𝐷 is the blademoment of inertia,

𝐶 ( ·) is the spring damping,

𝐾 ( ·) is the spring stiffness,

𝑒 is the hinge offset,

𝜃𝑝 is the pitch angle,

𝑉0,𝑉0,𝑒𝑞 is the axial wind speed,

𝑣𝑖 is the axial induced velocity,

𝛾 is the Lock number,

𝑅 is the rotor radius, and

Ω is the rotor speed.

All the equations and matrices included in this derivation are computed analytically with Wolfram
Mathematica®.
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MB =



𝐽𝐷 0 0 0 0 0 0 0
0 𝐽𝐷 0 0 0 0 𝑆𝐷 0
0 0 𝐽𝐷 0 0 0 0 0
0 0 0 𝐽𝐷 0 0 0 𝑆𝐷
0 0 0 0 𝐽𝐷 0 0 0
3𝑆𝐷 0 0 0 0 0 3𝑀𝐷 +𝑀𝐻 + 3𝑀𝑈 0
0 0 0 0 3𝑆𝐷

2 0 0 3𝑀𝐷 +𝑀𝐻 + 3𝑀𝑈


(A.12)

CB =



𝐶𝛽 + 1/8𝐽𝐷𝛾Ω3 0 0 0
0 𝐶𝛽 + 1/8𝐽𝐷𝛾Ω3 2.𝐽𝐷Ω 0
0 −2𝐽𝐷Ω 𝐶𝛽 + 1/8𝐽𝐷𝛾Ω3 0

𝐽𝐷𝛾Ω2 (8𝑉0,𝑒𝑞 − 8𝑣𝑖 + 3𝑅𝜃𝑝Ω)/(24𝑅) 0 0 𝐶𝜁
0 𝐽𝐷𝛾Ω2 (8𝑉0,𝑒𝑞 − 8𝑣𝑖 + 3𝑅𝜃𝑝Ω)/(24𝑅) 0 0
0 0 𝐽𝐷𝛾Ω2 (8𝑉0,𝑒𝑞 − 8𝑣𝑖 + 3𝑅𝜃𝑝Ω)/(24𝑅) 0

𝐽𝐷𝛾Ω3/(2𝑅) 0 0 0
0 𝐽𝐷𝛾Ω2 (3𝑉0,𝑒𝑞 − 3𝑣𝑖 + 𝑅𝜃𝑝Ω)/(4𝑅2) 0 0

0 0 −𝐽𝐷𝛾Ω/(6𝑅) 0
0 0 0 𝐽𝐷𝛾 (−3𝑉0,𝑒𝑞 + 3𝑣𝑖 + 4𝑅𝜃𝑝Ω)/(12𝑅2)
0 0 0 0
0 0 −𝐽𝐷𝛾 (3𝑉0,𝑒𝑞 − 3𝑣𝑖 + 𝑅𝜃𝑝Ω)/(6𝑅2) 0
𝐶𝜁 2𝐽𝐷Ω 0 𝐽𝐷 (−𝑉0,𝑒𝑞 + 𝑣𝑖 )𝛾𝜃𝑝/(4𝑅2)

−2𝐽𝐷Ω 𝐶𝜁 0 0
0 0 𝐶𝑧 − 3𝐽𝐷𝛾Ω/(4𝑅2) 0
0 0 0 𝐶𝑦 + 3𝐽𝐷 (−𝑉0,𝑒𝑞 + 𝑣𝑖 )𝛾𝜃𝑝/(4𝑅3)



(A.13)
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KB =



𝐾𝛽 + ( 𝐽𝐷 + 𝑒𝑅𝑆𝐷 )Ω2 0 0 0
0 𝐾𝛽 − 𝐽𝐷Ω2 + ( 𝐽𝐷 + 𝑒𝑅𝑆𝐷 )Ω2 𝐶𝛽Ω + 1/8𝐽𝐷𝛾Ω4 0
0 −Ω(8𝐶𝛽 + 𝐽𝐷𝛾Ω3)/8 𝐾𝛽 − 𝐽𝐷Ω2 + ( 𝐽𝐷 + 𝑒𝑅𝑆𝐷 )Ω2 0
0 0 0 𝐾𝜁 + 𝑒𝑅𝑆𝐷Ω2

0 0 𝐽𝐷𝛾Ω3 (8𝑉0,𝑒𝑞 − 8𝑣𝑖 + 3𝑅𝜃𝑝Ω)/(24𝑅) 0
0 −𝐽𝐷𝛾Ω3 (8𝑉0,𝑒𝑞 − 8𝑣𝑖 + 3𝑅𝜃𝑝Ω)/(24𝑅) 0 0
0 0 0 0
0 0 𝐽𝐷𝛾Ω3 (3𝑉0,𝑒𝑞 − 3𝑣𝑖 + 𝑅𝜃𝑝Ω)/(4𝑅2) 0

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

𝐾𝜁 − 𝐽𝐷Ω2 + 𝑒𝑅𝑆𝐷Ω2 𝐶𝜁Ω 0 0
−𝐶𝜁Ω 𝐾𝜁 − 𝐽𝐷Ω2 + 𝑒𝑅𝑆𝐷Ω2 0 0
0 0 𝐾𝑦 0
0 3𝐽𝐷 (𝑉0,𝑒𝑞 − 𝑣𝑖 )𝛾 (2𝑉0,𝑒𝑞 − 2𝑣𝑖 + 𝑅𝜃𝑝Ω)/(8𝑅3) 0 𝐾𝑦



(A.14)

FB =



−𝐽𝐷𝛾Ω/(6𝑅)
0
0

−𝐽𝐷𝛾 (3𝑉0,𝑒𝑞 − 3𝑣𝑖 + 𝑅𝜃𝑝Ω)/(6𝑅2)
0
0

−3𝐽𝐷𝛾Ω/(4𝑅2)
0


(A.15)



B
Linearised BHawCmodel: equations of

motion in the inertial frame

The equations of motion in global coordinates of a wind turbine dynamic system linearised about a
periodic steady state are expressed as:

M(𝑡 ) ¥q + C(𝑡 ) ¤q + K(𝑡 )q = F(𝑡 )u (B.1)

where q is the vector of the system positions and orientations described in the global frame, u is the
system input, F is the external forcing vector, andM, C, and K are the𝑇 -periodic tangent systemmass,
damping and stiffness matrices, respectively, which are composed by the structural matrices and the
steady aerodynamicmatrices as

M = Ms +Ma, C = Cs + Ca, K = Ks + Ka (B.2)

where the subscripts ‘s’ and ‘a’ denote the structural and aerodynamicmatrices, respectively.

The Coleman transformation approach is used to get the equations of motion expressed in the inertial
frame. However, to apply the Coleman transformation matrix, the degrees of freedom on each blade
must be identical [32]. Thus, the transformation is split into two steps: (1) transforming the global coor-
dinates into the substructure frame and (2) transforming the substructure coordinates into the inertial
frame.

B.1. Transformation into substructure coordinates

The equations of motion in the global frame in Eq. (B.1) are first transformed into substructure coordi-
nates qT as

q = TqT (B.3a)
¤q = ¤TqT + T ¤qT (B.3b)
¥q = ¥TqT + 2 ¤T ¤q + T¥qT (B.3c)

where T is a𝑇 -periodic block diagonal matrix which includes the identitymatrix I𝑁s sized by the num-
ber of degrees of freedom of the tower, nacelle, and drivetrain, Tr transforming the degrees of freedom
on the shaft and hub into a hub centre frame, and Tb𝑗 transforming the degrees of freedom on blade
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number 𝑗 = 1, 2, 3 into a local frame for blade 𝑗 [32]:

T = diag
(
I𝑁s ,Tr,Tb1,Tb2,Tb3

)
. (B.4)

Substituting the transformation in Eq. (B.3) into Eq. (B.1), and pre-multiplying by T>, the equations of
motion in substructure coordinates read

MT ¥qT + CT ¤qT + KT qT = FT u (B.5)

where the substructure transformed mass, damping/gyroscopic, and stiffness matrices are, respec-
tively,

MT = T>MT (B.6a)
CT = T> (CT + 2M ¤T) (B.6b)
KT = T> (KT + C ¤T +M ¥T) (B.6c)
FT = T>F . (B.6d)

B.2. Transformation into the inertial frame

The systemcanbe then transformed into the inertial frame, inwhich the coordinate vector is composed
of theuntransformedcoordinates for tower, nacelle, anddrivetrainqs, the coordinates for shaft andhub
𝜻rmeasured in a non-rotating frame aligned with the hub, and themulti-blade symmetric coordinates
a0, cosine coordinates a1, and sine coordinates b1:

𝜻 =
[
q>s 𝜻>r a>0 a>1 b>1

]> (B.7)

For simplicity, the inertial frame velocities are related to the coordinates vector and its derivatives as
𝜻 = ¤𝜻 + �̄�𝜻 , where �̄� = B−1

q ¤Bq is a constant matrix relating the Coleman transformation matrix and its
derivative. The transformation reads

qT = Bq𝜻 (B.8a)
¤qT = ¤Bq𝜻 + Bq ¤𝜻 = Bq𝜻 (B.8b)

¥qT = ¥Bq𝜻 + 2 ¤Bq ¤𝜻 + B ¥𝜻 = Bq ( ¤̃𝜻 + �̄�𝜻 ) (B.8c)

where the time-variant transformationmatrix is a block diagonalmatrix composed of the identityma-
trix I𝑁s , the simple rotational transformation matrix for the shaft and hub Br, and the Coleman trans-
formation Bb for the blades, which introduces themulti-blade coordinates:

Bq = diag
(
I𝑁s ,Br,Bb

)
(B.9)

By substituting the transformation in Eq. (B.8) into Eq. (B.6), and also pre-multiplying byB−1
q , the equa-

tions of motion in inertial coordinates read

B−1
q MTBq ¤̃𝜻 + B−1

q
(
CTBq +MTBq�̄�

)
𝜻 + B−1

q KTBq 𝜻 = B−1
q FTuB (B.10)

or
MB

¤̃𝜻 + (CB +MB�̄�) 𝜻 + KB 𝜻 = FBuB (B.11)
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where the Coleman transformedmass, damping/gyroscopic, and stiffness matrices are, respectively,

MB = B−1
q T>MTBq (B.12a)

CB = B−1
q T> (CT + 2M ¤T)Bq (B.12b)

KB = B−1
q T> (KT + C ¤T +M ¥T)Bq (B.12c)

FB = B−1
q T>F . (B.12d)



C
Validation of the state-spacemodel

Two cases have been analysed to evaluate the validity of the implemented state-space system and its
corresponding system, input, output, and feedforwardmatrices, A, B, C, andD, respectively. First, Ap-
pendix C.1 explains the validation of the inputmatrix bymeans of a finite difference approach. Second,
Appendix C.2.1 presents the time-domain response of the loads to a ramping force input to validate the
systemmatrix as well as the output matrix. Both the rotor and the external conditions are assumed to
be isotropic; thus, the system is modelled as a linear time-invariant (LTI) system.

C.1. Finite difference checks

Finite difference checks havebeendone to ensure that the analytically-derivedpartial derivatives of the
linearmodel are calculatedproperly. Thereby, the validity of the inputmatrixB in the state-spacemodel
is checked. The finite difference checks work as follows: the difference in a variable from the linear
model is computed using a first-order finite-difference approximation. The values are then compared
to the differences in the variable between two operating points in a BHawC simulation. For instance,
a simulation is run at three neighbouring operating points (OPs), i.e. at wind speeds of 9.999, 10, and
10.001 m/s. Moreover, selecting as a variable the relative wind speed at the aerodynamic sections, the
finite differences are obtained as:

ΔW𝐴
A =

𝜕W𝐴
A

𝜕V𝐺0
· ΔV𝐺0 = TA ΔV𝐺0 for the linear model, and (C.1a)

ΔW𝐴
A = W𝐴

A (OP𝑖+1) −W
𝐴
A (OP𝑖 ) for the BHawC results. (C.1b)

The example aboveuses a forwarddifferencing scheme. Thus,ΔV𝐺0 represents the variation in freewind
speed between operating points 𝑖 + 1 and 𝑖 . This methodology can also be used using backward and
central differencing schemes. Then, the deviation between the values in Eq. (C.1a) and Eq. (C.1b) is
computed.

Following the same approach, the difference in aerodynamic loads (forces andmoments) at each aero-
dynamic calculation point f𝐴A,aero can be computed, and, similarly for the aerodynamic loads at the
structural nodes in the global frame of reference f𝐺E,aero. Fig. C.1 displays the standard deviation of the
difference in aerodynamic loads between the linearmodel and the results fromBHawC as a function of
the step in wind speed between operating points. The wind speed step between the OPs ranges from
10−9m/s to 10−4m/s.

The aerodynamic loads on the structural nodes in the global frame come from integrating the aerody-
namic loads in the local aerodynamic frameandmapping themto the global coordinate system. Hence,
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Figure C.1: Finite difference check: standard deviation of the difference in aerodynamic loads

the difference in aerodynamic loads is higher for the loads on the structural nodes f𝐺E,aero. Moreover, the
higher the step in wind speed, the larger the variation in the operating point, and the less accurate the
linearised model. Hence, as expected, the standard deviation of the loads increases with the step in
wind speed. Besides, both differencing methods—the forward and backward schemes— yield similar
results.

C.2. Numerical results

This section is focused on presenting the dynamic response of the linear system subject to a ramping
force input applied at the tower-top node. This allows to validate the output matrix of the state-space
model.

C.2.1. Ramping force at the tower-top
The dynamic response of the wind turbine system using the linear state-space model is used to check
thevalidityof the systemmatrixdefined inEq. (4.9a), aswell as theoutputmatrix inEq. (4.24). Given that
the system is assumed to be in isotropic conditions, the time-invariant mass, damping, and stiffness
matrices are extracted from BHawC at a single azimuth angle.

On the other hand, an external force vector is applied at the tower-top node. The load is assumed to
increase uniformly from 0 N until 104 N over the time interval from 10 s to 30 s. Outside this interval,
the values are kept constant. The simulation time is 120 s, with amean hub-height wind speed 27m/s.
The comparison is made for two loading scenarios: applying the external force in the lateral (𝑥𝐺 ) and
the longitudinal (𝑦𝐺 ) directions. Both the tower-top node displacements and the tower-bottom loads of
the linear model are analysed and compared against the simulation results from BHawC.

Displacements

The two loading cases are presented in Figs. C.2 to C.3, where the displacements and rotations of
the tower-top node resulting from the time simulations of the linear model are shown and compared
against timesimulations fromBHawC.Recall that thenodaldisplacementsconsistof three translational
degrees of freedom, 𝜉𝑥 , 𝜉𝑦 , and 𝜉𝑧 , respectively, as well as three rotational degrees of freedom denoted
by 𝜃𝑥 , 𝜃𝑦 , and 𝜃𝑧 , respectively. Overall, the linear system captures the dynamics of the nonlinearmodel,
and it computes the initial steady-state value of the system correctly.
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Figure C.2: Response of tower-top displacements under an external ramping force applied in the lateral direction.
Comparison between the linear model and BHawC
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Figure C.3: Response of tower-top displacements under an external ramping force applied in the longitudinal direction.
Comparison between the linear model and BHawC

Before applying the external force, the initial steady-state value of the linear model can be seen, which
fully matches that of the BHawC results. Imposing the load on the tower-top node causes the node de-
grees of freedom to vary. As expected, if the load is applied in the lateral (𝑥𝐺 ) direction, the motion is
driven by the side-side displacement 𝜉𝑥 , coupled to 𝜃𝑦 . Contrarily, if it is applied along the longitudinal
(𝑦𝐺 ) direction, the tower-top is dominated by the fore-aft displacement 𝜉𝑦 , coupled to 𝜃𝑥 . The small-
est displacement is the vertical translation 𝜉𝑧 for both study cases. Then, once the maximum load of
10 kN is reached, the system remains excitedby thefinal loading value. The structural and aerodynamic
dampings cause the oscillations to dampen, and eventually, a new steady state is reached. In general,
the linearised BHawC model is in good agreement with the nonlinear BHawC code. However, a slight
difference in the amplitude of the oscillations is present, and the final steady-state of some degrees of
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freedom differs to some degree.

On the other hand, the statistics between the response of the linearmodel and the BHawC time simula-
tion are compared through the root-mean-square error (RMSE) normalised with the range (maximum
value minus minimum value) in the response. In general, both responses show good agreement with
RMSEs under 5%. For the case where the force is applied along the lateral direction (𝑥𝐺 -axis), the high-
est differences belong to the vertical translation 𝜉𝑧 and the rotation about the 𝑧𝐺 -axis 𝜃𝑧 , respectively.
For the casewhere the force is imparted in the longitudinal direction (𝑦𝐺 -axis), theDOFwith thehighest
variation amongst models is again the vertical translation 𝜉𝑧 .

Internal loads

The dynamic response of the internal loads of the linear model is compared to the BHawC time simu-
lation to check the validity of the state-spacemodel’s outputmatrixC. The vector of internal loads con-
sists of three forces and threemoments. The forces correspond to the internal forces in the lateral, lon-
gitudinal, and vertical directions, 𝑓𝑥 , 𝑓𝑦 and 𝑓𝑧 , respectively. Themoments are the fore-aft, side-side, and
torsional moments, 𝑚𝑥 , 𝑚𝑦 and𝑚𝑧 , respectively. The loads are normalised with the dominant loads.
Specifically, the tower-base forces are normalised with the longitudinal force 𝑓𝑦 and themoments with
the fore-aft moment𝑚𝑥 .

Again, the external force considered is a ramping force applied at the tower-top node during the time
interval from 10 s to 30 s and remains constant at 10 kN after this interval. Figs. C.4 to C.5 displays the
loads at the tower bottom for a wind turbine subject to the external ramping force mentioned above.
Similarly, the initial steady-state canbe seen, aswell as the load variationduring theperiod inwhich the
ramping force is applied. Once the external force is kept constant at itsmaximumvalue, the oscillations
dampen out toward the final steady-state value. Fig. C.4 shows the tower-base loads for the case where
the force is applied in the lateral direction (𝑥𝐺 ). As seen, the moment that varies the most throughout
the simulation is the side-side bending moment𝑚𝑦 . That is an expected behaviour as it is coupled to
the force in the lateral direction 𝑓𝑥 . Moreover, Fig. C.5 illustrated the loads at the tower-bottom for the
scenario in which the force is applied in the longitudinal direction (𝑦𝐺 ). Here, as expected, the force
that varies most is the longitudinal force 𝑓𝑦 , which is coupled to the fore-aft moment 𝑚𝑥 . Although
presenting some variations in the amplitudes of the oscillation, the responses of the linearmodel show
a good agreement to the BHawC nonlinear code.
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Figure C.4: Response of tower-bottom loads under an external ramping force applied in the lateral direction.
Comparison between the linear model and BHawC
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Figure C.5: Response of tower-bottom loads under an external ramping force applied in the longitudinal direction.
Comparison between the linear model and BHawC

Furthermore, a static analysis is used to verify the results in the simulations. That is, thedifference in the
imposed ramped external load at the tower-top node is used to get the variation in the displacements
of the wind turbine system. For all cases, the results are in good agreement.



D
Response to a wind step: tower-top

displacements

This appendix focuses on comparing the dynamic response of the linear model and the BHawC code
when subject to a step in wind speed. The analysis uses the same cases as those in Section 5.4.2, but in-
stead, it studies the tower-top displacements of the turbine. Accordingly, the linearmodel is assembled
at each operating point and transformed into a linear time-invariant (LTI) system. Thence, the rotor
and external conditions are assumed to be isotropic. The wind input to the system is a rectangular step
of 0.1m/s. The step acts 10 s after the simulation start and has a duration of 1 s, after which it steps back
to its original value. Thewind inflow is considered tobe alignedwith the rotor axial direction. Consider-
ing the wind input mentioned above, the system is simulated at three working points: 5 m/s (low wind
speed), 10 m/s (mid wind speed), and 27m/s (high wind speed). Figs. D.1 to D.3 contain the tower-top
displacements of the simulations of the linearised BHawCmodel compared to the dynamic behaviour
of the BHawC nonlinear code.
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Figure D.1: Response of the tower-top displacements under a rectangular wind step at 5 m/s hub-height wind speed.
Comparison between the linear model and BHawC

Initially, the steady-state value of the linear model response is seen to match that of the BHawC. Then,
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ten seconds into the simulation, the wind turbine is excited with the step in the wind. As consequence,
the degrees of freedom begin to oscillate about the steady-state solution. One second later, the wind
turbine is no longer excited, and the responses of the displacements begin to decay due to the struc-
tural and the aerodynamic dampings. Eventually, the displacements return to their steady-state value.
Overall, the response linearised model is in good agreement with the time series of the nonlinear sys-
tem. Therefore, it is capable of capturing dynamic behaviour of the wind turbine in the vicinity of each
operating point. At low wind speeds, however, the final steady-state value of some DOFs of the linear
model slightly differs from that in the BHawC simulations (see Fig. D.1).
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Figure D.2: Response of the tower-top displacements under a rectangular wind step at 10m/s hub-height wind speed.
Comparison between the linear model and BHawC
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Figure D.3: Response of the tower-top displacements under a rectangular wind step at 27m/s hub-height wind speed.
Comparison between the linear model and BHawC
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Besides, as seen in Figs. D.1 to D.3, the motion is dominated by the fore-aft displacements 𝜉𝑦 , which is
coupled to 𝜃𝑥 , the rotation about the 𝑥𝐺 -axis. This is due to the wind being applied along the rotor axis.
As expected, the translation in the vertical direction 𝜉𝑧 and the torsional rotation 𝜃𝑧 are the smallest
displacements. Finally, at low wind speeds, i.e., Fig. D.1, the aerodynamic loads exerted on the system
are lower to those atmidwind speeds, for instance Fig. D.2. Therefore, the displacements are lower. For
high wind speed, for example the case in Fig. D.3, where the wind speed is well above rated conditions,
the blades are pitched to maintain the same torque while not causing any structural damage on the
turbine. Consequently, the aerodynamic loads on the systemare lower to those in themid-speed range,
and so are the deflections of the tower-top node.

Finally, the statistics of the response of the three study cases are checked using the root-mean-square
error (RMSE) normalised with the range (maximum minus minimum) of the response. For all cases,
the difference is highest for the lateral displacement and the side-side rotation. For the simulation at
5 m/s, the normalised RMSE is of 4% for all degrees of freedom, and 12% for the DOFs related to the
tower side-side motion. For the 10 m/s case, the RMSE is under 6% for all displacements. Last, for the
simulation using a 27 m/s wind inflow, the error of the tower-top displacements is around 1%, except
for the side-sidemotion DOFs, where it is approximately 3%.
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