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Singular integral operators

Various operators of Analysis, many of them already encountered in these
volumes, take the generic form

i) = [ K0/ de (11.1)

The mapping properties of T" will of course heavily depend on the assumptions
made on the kernel K that we will discuss in more detail in this chapter. A
general feature of the different conditions is that the kernel is allowed to blow
up on the ‘diagonal’ {(x,z) : z € R%}, so that its natural domain of definition
is the set

R2 .= {(s,t) € R x R? : 5 # t}.

This blow-up is one of the reasons for referring to (11.1) as a singular inte-
gral; in general this formula requires a careful interpretation and will only be
meaningful under restrictions on f and s.

In the prominent special case of a convolution kernel K(s,t) = R(s —t),
the operator (11.1) takes (at least formally, and under reasonable assumptions
also rigorously) a simple representation “on the Fourier transform side”:

— ~ -~ o~

Tf(€) = & f(€) = R(E)F(€) = m(&) F(€);

thus T = T, can be identified with a Fourier multiplier; they have been
studied extensively in Chapter 5 and Section 8.3.

The motivations to investigate singular integral operators in the non-
transformed representation (11.1) are at least threefold. First, it allows for
a wider class of examples beyond those of the convolution form. Second, even
when the alternative Fourier multiplier representation is available in principle,
an operator may naturally arise in the form (11.1), and identifying or estimat-
ing the corresponding multiplier explicitly may not be feasible in practise, as
the Fourier transform is not isomorphic between the natural function spaces
for the kernel & and the multiplier m. Finally, and perhaps most importantly,
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2 11 Singular integral operators

even for multiplier operators, the point-of-view of singular integrals gives us
access to new methods and conclusions.

An overarching theme is of this chapter is extrapolation: As soon as an
operator (11.1), with natural assumptions on the kernel K, is bounded on
a single space LP°(R%; X), it will be automatically bounded on several more
spaces, including LP(R%; X) for other exponents p € (1,00) (with certain sub-
stitute results at the end-points p € {1, 00}), and even their weighted versions
LP(w; X), where w is an arbitrary weight in the Muckenhoupt class A, (see
Appendix J). These results will be used to deduce analogous extrapolation re-
sults for mazimal L?-regularity of the abstract Cauchy problem in Chapter 17.

In terms of Banach spaces, this chapter deals with relatively general re-
sults, most of which are valid without restrictions of the class of admissible
spaces. Such restrictions, and notably the ubiquitous UMD condition, will
reappear in the subsequent chapters, when searching for conditions to verify
the boundedness of (11.1) on just one LP°(R%; X), to serve as an input to the
extrapolation results that we develop in the chapter at hand.

11.1 Local oscillations of functions

A characteristic feature of singular integrals, the main topic of this chapter, is
that their boundedness properties depend not only naive size estimates but on
rather delicate cancellations between different oscillatory components. Before
we dwell into a deeper study of there operators, we dedicate this section to a
general treatment of oscillations of functions per se; this will streamline the
subsequent discussion, where the results of this section will be put into action
in the context of operator norm estimates.

Given f € L°(R%; X) and A > 0, we define the following measure of oscil-
lation of f on a cube @,

: = inf inf —c)1 .
osca(f; Q) cng|E\1<nA|Q|H(f )1g\Elleo

Here, and in many occasions below where we will use the same notation, it is
understood that the supremum is taken over all measurable subsets E of @)
satisfying the stated requirement that |E| < A|@Q|. The idea is to quantify how
much f deviates from a constant, if we ignore its (possibly wild) behaviour
on an exceptional set of controlled proportion. The above way of measuring
oscillations is essentially ‘minimal’ in that it can be controlled by average L9
oscillations for any g > 0:

Lemma 11.1.1. For any q € (0,00), we have

. . H(f - C)lQHme
oscx(f;Q) < plél)f( oD/
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Proof. For a fixed ¢, let g := (f — ¢)1¢q. If we choose t := ||g|| e~ /(A|Q])*/9,
then

9117000
Bl = Hlgll > 8} < =5= = Q)

But then it is clear that

1 <t
\E\<)\|Q| l9le\elles < llglo\e.lle <1,

which is precisely the claimed bound. O

Given a real-valued f € L°(R%; R), any m € R such that

QN{f<m} =31Ql, 1QN{f=m} >1Q|

is called a median of f on the cube (or more general set of finite positive
measure) @ C R?. One routinely checks that a median always exists but may
fail to be unique.

Lemma 11.1.2. If A € (0,1) and my € R is a median of f € L°(Q;R) on

Q, then
[(f =mp)lg\ellec < 20sex(f;Q).

\E|<>\\Q\

Proof. Let ¢ € R be arbitrary. Then f —mys = f — ¢ — (my — ¢) and hence

[(f —mp)lgele < inf [I(f —c)lg\elle +ms —d.

|E|<>\\Q\ |EI<AIQ

Note that my — ¢ is a median of g := f — c on . Hence it suffices to check
that the median m, always satisfies

Img| < llglo\elle
whenever |E| < A|Q| and A < 3. If my > 0, then
QN {lgl = Imgl} \ E| > Q0 {g > me} \ E| > 3|Q| - |E| > (3 = M)|Q| >0

and thus ||g1\glle = |my|. If my < 0, the argument is the same, just replac-
ing the second step above by |@ N {g < my} \ E|. O

The previous lemma motivates the following:

Definition 11.1.3. Let X be a Banach space and f € L°(Q; X). A wvector
m € X is called a A-pseudomedian of f on Q if

|E|<)‘\Q\ ||(f m)lQ\E”oo QOSC)\(f;Q),

Indeed, Lemma 11.1.2 says that the usual median is a A-pseudomedian for
every A € (0, 1). Concerning existence in the general case, we have:
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Lemma 11.1.4. Let X be a Banach space, f € L°(Q;X) and \ € (0, %)
Then f has a A-pseudomedian on Q).

Proof. If oscy(f; @) > 0, this is obvious, since we can always come within any
positive distance from the infimum. So only the case oscy(f; Q) = 0 needs
attention. In this case, there we can find a sequence of vectors ¢, € X and
sets B, C Q with |E,| < A|Q| such that ||(f — c.)1g\E, .o — 0. Since
|E, UEn,| <2XMQ| < |Q|, any @\ (E, U Ey,) has positive measure, and thus

llen — cm” = |l(cn — Cm)lQ\(EnUEm) 00

<N = en)lgue, llo + I(f = em)1Q B, lo = 0.

Thus (¢n)n>1 is a Cauchy sequence and hence convergent to some ¢ € X. But
then

inf —c)1 0o < liminf — o)1 -
piofio IF — leavsllee < Hminf(I(f = c)lovs, i

<timinf (JI(f = ea) 1o\, oo + llew — el ) =

n— oo

and thus this limit ¢ is a A-pseudomedian. O

Lemma 11.1.5. Let X be a Banach space, let f € L°(R% X) and X € (0, 3),
and let m(Q) be a A-pseudomedian of f on Q. Then

=QN{|lf —ms(Q)] > 20sex(f;Q)}
satisfies | E°] < Q).
Proof. Suppose for contradiction that |EY| > A|@|. Denoting
= QN{llf —=ms(Q)[l > 20sca(f; Q) + €}

we have EY = Uo— El/ ™ so that by continuity of measure, we also have
|E<| > A|Q| for some e=1/n>0.
Let |E| < A|Q|. Then

1(f =mp(@)1g\Elle = (20ser(f; Q) + ) 1pa\Elloo = 208cA(f; Q) + ¢,
since |E€\ E| > |E°| — |E| > A\|Q| — A\|Q| = 0. Taking the infimum over all
|E| < A|Q|, we contradict the definition of a A-pseudomedian. O
11.1.a Sparse collections and Lerner’s formula

Let us recall and expand the terminology related to dyadic cubes that we
introduced in Chapter 3.

Definition 11.1.6. A dyadic system of cubes on R? is a collection 9 =
Ujez Zj, where



11.1 Local oscillations of functions 5

(i) each 2; is a partition of R? of the form
9, = {Sj +27 9 (m+[0,1)%) :m e Zd},

(ii) each P;41 refines the previous ;.

When s; = 0 for all j € Z, we refer to the corresponding & as the standard
dyadic system, and denote it by 9°.

Remark 11.1.7. One might like to replace (i) in Definition 11.1.6 by the “more

intrinsic”

(iii) each Z; is a partition of R? consisting of left-closed, right-open cubes of
side-length 277.

When d = 1, one can check that (i) and (iii) are equivalent. But, for d > 1,
condition (iii) is strictly more general. For instance

Z; = {277 (m+[0,1)*) + (0,al[,00)(m1)) :m € ZQ}, a € R,

where all cubes in the right half-plane are shifted in the y-direction by a fixed
amount « € R relative to the standard dyadic cubes, would qualify for (iii) but
not for (i). The preference over one or the other definition may be a question
of taste; we choose to work with Definition 11.1.6 as stated.

We will work be working with an arbitrary dyadic system as in Definition
11.1.6. For many purposes, the reader who so wishes may think of the standard
dyadic system.

2°:=]2), 2)={7(0,1)"+k ke, jeL,
JEZL

but here and there we will also make use of other systems, which makes it
convenient to deal with a generic system from the beginning. For any given
cube, we may speak of its dyadic subcubes, by which we understand all cubes
obtained by repeatedly bisecting the edges of Q). We will use the notation
2(Q) for the collection of all dyadic subcubes of a cube Q. If @ belongs to a
dyadic system &, then

72Q)={Q' €7: Q' cQ}.

Definition 11.1.8. A quadrant of a dyadic system 2 of R¢ is the union of
any strictly increasing sequence Q1 C Q2 C Q3 C ... of cubes Q; € 2.

Remark 11.1.9. The standard dyadic system 2° has 2¢ quadrants of the form
S1 X -+ x Sg, where S; € {(—0,0),[0,infty)} for each i € {1,...,d}. It is
also easy to construct dyadic systems, where R? is the only quadrant.
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The dyadic Hardy-Littlewood mazimal function is defined by
1
Mof@) = sw (o (Ho=f =g [ £
QED:xzeQ Q |Q‘ Q

where the supremum is taken over all dyadic cubes containing x. Here, and
throughout this chapter, unless indicated otherwise, integrals are taken with
respect to Lebesgue measure and are abbreviated in the above way to unbur-
den notation. Thus, when ¢ is an integrable function, fQ g is shorthand for

fQ g(z) dz. When integrating over all of R? we will even write [ g for [. g.

Definition 11.1.10. A collection . of sets S C R? of finite measure is called
~-sparse, if each S € .7 has a measurable subset E(S) C S of size |[E(S)| >
~|S| such that the sets E(S) are pairwise disjoint.

While the definition can be made for general measurable sets, we will be
mostly concerned with the case when . C & is a subcollection of the dyadic
cubes of R?.

A disjoint collection is obviously 1-sparse with E(S) = S. The usefulness of
general ~y-sparse collections comes from the fact that, on the one hand, they
are easier to create than genuinely disjoint collections while, on the other
hand, for the purposes of LP estimates they are essentially as good as disjoint
ones. This is quantified by the following:

Proposition 11.1.11. Let ¥ C Z be a y-sparse collection of dyadic cubes S
with disjoint subsets |E(S)| = v|S|.

(1) If as = 0, then for all p € (0,00),

v p, pel o0),
v HP pe(0,1).

H Z aSlSH < CP»’YH Z aSlE(S)’ , where cpy = {
Ses P Ses P

(2) If f =0, then for allp € (1,00),

/
(S wzis) " <apisl

Ses

Proof of Proposition 11.1.11. If p € [1,00), we dualise the left side of (1)
against ¢ € LP :

/(Z asls)¢= Z as|5|]£¢ < % Z as|E(S)|ir§fM9¢

Ses Ses Ses
1 1
< - /( > ale(S))M@¢ < *H > ale(S)H M2l
TS Nsew Tsesr b

where | Mg¢|, < pl|l¢ll,y by Doob’s maximal inequality (Theorem 3.2.2; cf.
the explanations preceding Theorem 3.2.27).
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If p € (0,1), then the left side of (1) can be estimated by

/( > asts)’ </Z afls = > akls| <$ > a5lE(S)]

Ses Ses Ses Ses
1 1 p
= —/ Z aglE(S) = 7/( Z ale(S)> 5
v Ses v Ses

and taking the pth root completes the proof of (1).
For (2), we use (f)s < inf.cs Mo f(2) and |S| < y71|E(9)| to find that

1 1 1
(fslsl< - / (Mg f)P do < —[[Mo £y < -l
S;y Y s%:y E(S) Y Py b
again by Doob’s inequality in the last step. O

The different notions introduced above come together in the following useful
estimate, which is the main result of this section:

Theorem 11.1.12 (Lerner’s formula). Let X be a Banach space, Q° C R?
be a cube and f € L°(Q%; X). Then there is a %—sparse subcollection ¥ C
2(Q°) such that, almost everywhere,

Lool[f =mp(Q) €4 osex(f;S)ls,  A=27271,
Ses

where m¢(Q) is any A\-pseudomedian of f on Q°.
By Lemma 11.1.2, if X = R, we can take m;(Q°) to be a usual median of f.

Proof. We begin with a preliminary observation. For any collection of disjoint
sets Q; € 2(Q), we have the identity

Loo(f =myp(Q) = 1oy, @, (f —ms(Q"))

+;1Q_7. (ms(Q) —m(Q") (11.2)

+ ) 1q,(f = ms(Q).
J
Turning to the actual proof, let

B = QO {IIf = mp(Q)]] > 20sex(£;Q") |

so that |EY| < A\|Q°| by Lemma 11.1.5.

For a € (0,1) to be chosen, let Q} be the maximal cubes in 2(Q°) such
that [Q} N E°| > a|Qj|. Since any two dyadic cubes are either disjoint, or
one is contained in the other, dyadic cubes that are maximal with respect
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to some property are necessarily disjoint; hence our preliminary observation
applies to Q; = Q;. Moreover, by definition of the dyadic maximal operator,
we have Mglgo(z) > «, if and only if z is contained in some dyadic  with
(1go)g > «, if and only if it is contained in a maximal dyadic cube with this
property. Hence

Ule = {M@lEo > Oz}7
J
so that by Doob’s inequality
1 A
D IQ < = [1poll < Z1Q°).
r e} @

By Lebesgue’s differentiation theorem, almost every point of E is contained
in some Q}, and hence

Lony, et llf = my(Q°)| < Loowy, Q;2OSCA(f;QO)

almost everywhere. R
By the maximality of the Q}, their parent cubes Q]l satisfy the opposite

bound |CT2\]1 NE|< a@} |. Hence in particular
Q) N E° < |Q) NE° < a|Q}| =2%|Q]).

Let also
B = Qi {If —ms (@) > 20ser(£:Q)))

so that |E}| < A|Q]| by Lemma 11.1.5. Tt follows that
1 0 1 d 1
|Qjm(E UEj)|<(2 0‘+>‘)|Qj|‘

If 2% + X < 1, then Q} \ (E°U Ejl) has positive measure, and for any z in
this set, we have both

1 (@) = mp Q) < 2osea(£: Q%) [If(x) —mp(Q))] < 20sex(f;Q5)-

Since such points z exist, it follows in particular that
I (Q7) — myp(Q°)]| < 208ex(f;Q°) + 2osex(f; Q))-

Substituting this to (11.2), we have
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Lgollf —ms(Q°) < Loy, Q;QOSCA(f;QO)
+ Z 1le (QOSC)\(f; Q%) + 20sc(f; Qj))
J

— 1
+;1Qj||f my(@QY)] iy

= 1go2o0scx(f; Q°) + Z ]-Q;QOSCA(f; le)
J

3 11— ms (@D,
J

where each term in the last sum has exactly the same form as the left hand
side and allows to iterate the same consideration.
Assuming that we have proved

Lol f —ms(Q°)]| 4221@08%]"@ +221QNOSC,\fQ )

n=0 j

N
+ 2 Loyl = ms @I,
j
where each Q7 is contained in some Q?_l and

A
> Ies< e, (11.4)

J:QrCQr!

applying (11.3) to each Qév in place of Q° yields the analogue of the previous
display with N 4 1 in place of N.
The support of the final error term has measure at most > ; |Q§V | <

(Aa)N|QC], so if A\/a < 1, this error term tends to zero pointwise almost
everywhere. Hence, in the limit, we have

Loollf =mp(@)] <4 1gnosea(f; Q).
n=0 j

Choosing a = 2, (11.4) shows that the collection {Q] }, ; is 1_sparse, and
with A = 27274 we also have 2%a + A = (24F + DA =271 + 27174 < 1 as
required. This concludes the proof. O

11.1.b Almost orthogonality in LP

In a Hilbert space H such as H = L?(R%), orthogonality of elements h; implies
the fundamental Pythagorean identity
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1/2
[ >on = (D)
i i

As we have seen in the previous Volumes, L? analogues of this identity tend to
either take the form of a one-sided estimate only, or, insisting in a two-sided
equivalence, require the introduction of some randomised norm. In contrast to
this, it may come as a surprise that sparse collections lead to relatively simple
constructions that allow almost complete LP analogues of the Pythagorean
identity in certain situations.

We introduce some additional notation. The following definition is mean-
ingful for any subcollection . C & of the dyadic cubes, but it will prove itself
particularly useful when . is sparse.

Definition 11.1.13. For any subcollection . C 2 of dyadic cubes, we have
the following notions:

(1) For each S € &, let che(S) C &7 (the #-children of S) denote the
collection of all mazimal S" € .7 such that S" C S.

(2) For each S € .7, let E#(S) := S\ Ugeen,(s) 9

(3) For each Q € 2, let m.%(Q) denote the minimal S € 7 such that S 2 Q.

When . = 2, we reproduce the familiar notion chg = ch of dyadic children.
The other two notions above are uninteresting in this special case, as we simply
have F5(Q) = @ and 74 (Q) = Q for all Q € 2.

We begin with a one-sided estimate:

Proposition 11.1.14. Let X be a Banach space and p € [1,00). Let . C 2
be a y-sparse collection of dyadic cubes. For each S € .7, let fs € LP(R%; X)
be a function supported on S and constant on each S’ € ch»(S). Then

| 2 5]
Ses

Proof. We assume that the right-hand side is finite, for otherwise there is
nothing to prove. We then assume without loss of generality that . is finite.
In fact, once we have proved the result for finite families, in the infinite case
it follows easily that the partial sums of the series ) ¢ ., fs (with arbitrary
enumeration) form a Cauchy sequence in LP(R%; X), from which we deduce
the (unconditional) convergence of this series and the asserted norm bound.

Concentrating on the finite case, by dualising with g € L' (R%; X*), it is
equivalent to the estimate

i 1/p
/Z<f5,g> dr < (1 + 1/p p)(z HfSHip(Rd;X)) HgHLP/(]Rd;X*)'
S S

, 1/p
<A+ (3 y )
Le (R4:X) ( +7 p) SEnySHLP(Rd;X)

Since fg is supported on S and constant on each S’ € ch»(S), and since S is
partitioned by ch e (S) U{E»(S)}, we have
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[ Susaar= Y [ (s

Ses Se
=Y > <<fs>5/’<9>3'>|5/|+/ > 1p,s)(fsg)da.
SE S'echy (S) Ses

We can estimate the second term by Hoélder’s inequality and the pairwise
disjointness of the sets E.»(S5),

’/ > Lo sovde| < | Y 1o, fs| 90 @exe
Ses Ses (R%X)

» 1/p
- ( Z H]-Ey(s)fS”Lp(Rd;X)) ”g”LP’(]Rd;X*)'
Ses

For the first term we argue as follows.

‘Z Y {{fs)s (9)s)]S]

Se S'echy(S)

1/ / /v’
(X X ussls) (ST wsls)
Se.# 8'echy (S) Se# §'echy(S)
/ / /'
< (X Wshugan) (X dallorzls)
Ses S'es

where in the second factor we rearranged the double sum into a single sum,
observing that every S’ € . is counted at most once as a child of a unique
S € .. The second factor is bounded by 7_1/p/p||g||p/ thanks to Proposi-
tion 11.1.11(2). Summing up the bounds, we complete the proof of the direct
estimate. O

The following lemma describes useful projections and also provides prominent
examples of the functions fg featuring in Proposition 11.1.14.

Lemma 11.1.15. For S € . C 2 and f € L. (R%; X), let

loc

Psfi= Y Esf+1g,s/f (11.5)
S’ech.(S)

Then (f)g = (Psf)q for all Q € 2 such that 1 (Q) = S.

Proof. From definition, we have

(Psfla= Y. (Ns

S’ech.s

s'nal 1

fdax.
Q| 1Ql JonE.,(s)

Since 7 (Q) = S, we have @ C S and it is not possible that Q@ C S’ € ch.»(5).
Hence S'NQ € {@,S5'} for all S" € ch»(S) and Q is exactly partitioned by
QN E%(S) and those S’ € ch.»(S) with S" C Q. Thus
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'nQl _ 1 e L N
Y st X sl ¥ | tan

S'echy S'echy,S'CQ S’'echy,S'CQ
and
1 1 1
(Psfla=15r D fdo+ o fdo= o | fda,
Qoo s @ o) 1l Jo
confirming the lemma. O

A typical way in which a sparse collection arises is via the following basic
construction:

Definition 11.1.16 (Principal cubes). Let Qy € Z and f € L*(Qo; X).
The collection of principal cubes of f in D(Qq) with parameter A > 1 is the
family & = U S% constructed as follows:

(1) o == {Qo}-
(2) If S is already defined for some k € N, then
(a) for each S € S we let

chy (S) == {s' € 2(8) mazimal with (|| f||x)s > A<\|f||X>S},

(b) and then

S = | cha(9).
SeS

The first instance of the interplay of a function and its principal cubes is the
following:

Lemma 11.1.17. Let f € L' (Qo; X) and .7 be the principal cubes of f with
parameter A > 1. Then . is (1 — A~)-sparse, and in fact

1
|E(S)] 2 (1= 2)IS]. (11.6)

If Psf is defined by (11.5), then ||Ps f| g ®e;x) < 2941 fllx)s-

Note that (11.6) is slightly more than the mere (1 — A~!)-sparseness of .7
it says that the disjoint subsets E(S) C S in the definition of sparseness may
be chosen as E(S) = E»(S), which is not always the case for an arbitrary
sparse family. For instance, .7 = {[0,1), [0, 3), [3,1)} is 3-sparse, and one can
take for instance E([0,1)) = [, 2), E([0,3)) = [0,1) and E([3,1)) = [3,1),
but E~([0,1)) = @ in this case.

Proof. By maximality, the cubes S” € ch(S) are pairwise disjoint. From the
defining condition it follows that
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, o lflxde  [olflxde |8
S < < —
2 SIS 2 CAiTs S Alflxs A

S’EChly(S) S’ECh/

and hence

Ea®l =15~ 3 191> 0S|

S'€chy (S)

If € Eo(S), then x is not contained in any S’ € ch»(S), and hence
fllx)o < A{lfllx)s for all @ € 2(S) with x € Q. As £(Q) — 0, it fol-
lows from Lebesgue’s Differentiation Theorem that ||Psf(x)|x = || f(2)|lx <
A{||fllx)s for almost every x € E»(S). If x € S" € che(S), then fg(x) =
(f)s/. By the maximality of S’, its dyadic parent S satisfies the opposite
inequality (||fl|x)g < A{||lfllx)s, and hence

1P @)l < (1Flx)s |S,| 57 [ Il da

/ 171 de < 2* A 7).
|5'
These two cases confirm the upper bound [|Ps f|| e ra;x) < 27A(|| ] x)s-

11.1.c Maximal oscillatory norms for LP spaces

Based on the oscillations studied above, we introduce the related John—
Strémberg mazimal operator

M, f(z) := sup osea(f; Q),

Q>3z

where the supremum is taken over all cubes containing « € R%; a dyadic ver-
sion M0 )\ is obtained by restricting the supremum to dyadic cubes @ € 2
only. Via this maximal operator we can obtain a useful oscillatory character-
isation of LP(R%; X), which we will prove in the rest of this section:

Theorem 11.1.18. Let X be a Banach space, p € (0,00), A\ = 27279 and
f € L°(R%; X). Then there is a constant ¢ € X such that f — c € LP(R%; X)
if and only if Mg%)\f € LP(R?), and in this case

—1
2P IME Fl ey < N = elloasx) < ol M Flloays

where ¢, = 8p for p € [1,00) and ¢, = 22FY/P for p € (0,1).

The result is also valid with R? replaced by a cube Qo C R? or a quadrant
S C RY, and with the supremum in the mazximal operator Mgﬁ restricted to
cubes Q C Qg or Q C S, respectively.
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Remark 11.1.19. If we now a priori require that f € LP>°(R%; X) for some
po € (0,00) (unrelated to the exponent p), then the constant ¢ € X guaranteed
by Theorem 11.1.18 is necessarily 0, and thus in fact f € LP(R%; X).

Namely, if f € LPo>°(R% X) and f — ¢ € LP(RY; X), it follows that ¢ =
f—(f —¢) € LPo->*(R%; X) + LP(RY; X), thus

Hllell > e < KIAAN > 8723+ [{If = ell > 8/2}] < o0
for all t > 0, which would lead to a contradiction for ¢ € (0, ||c||).

By Lemma 11.1.1 for any ¢ € (0, 00), we have

MU= Otgllus Wl v f )
G < ooy = (1)

osex(f; @) <

Taking the supremum over all cubes ) containing a given point, it follows
that
_ 1
MEF <NV f, M, f = (M) (1L.7)

where M is the Hardy—Littlewood maximal operator. The LP boundedness of
M, is an easy combination of some estimates collected from Chapter 3:

Lemma 11.1.20. For all 0 < ¢ < p < 0o, we have
p 1/q
max (”MqHLT’%L:‘H ||MqHLp,oo*>proo) < 3d/q+d/p (pfq) .

Proof. The dyadic (in fact more general martingale) bounds for Mq@ on LP

and LP> for p € (g,0), with norm bound (p/(p — ¢q))*/9 in each case, have
been treated in Lemma 3.5.17. On the other hand, we recall from (3.36) that

Mf<3® sup M°f,
aef0,%,2}4

thus y
p
Mof <30 sp  Mpp<aia( 3 )
a€{0,3,2}d aef0,1,2}4
Hence
1/p
1M flp <3%e( 32 Ivplp) st (2 q) 11,

ac{0,5,5}¢

and, for every A > 0,
1) —d/ Up_
MM, > M <A (e f > 300y) < 3 Q(Z g i)

after which the last step is exactly as in the strong-type case, now using the
weak-type boundedness of the dyadic M,* instead. O
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Proposition 11.1.21. The operator MS%)\ is bounded from LP(R% X) to

LP(RY) and from LP>°(R%; X) to LP>*(R?), with norm at most cil/f, where
cd,x s a constant depending only on d and X.

The first half of Theorem 11.1.18 is immediate from this proposition (with the
choice A = 27274 50 that Cd,x = ¢q), combined with the trivial observation

that Mg’i\f = M(f/\(f — ¢) for any constant ¢ € X.

Proof. Let Y € {LP, LP->°}. By (11.7) and Lemma 11.1.20, we have

_ _ p /4
IV Flly < ATVM, flly < Aot (2 ) gl

With, say, ¢ = 1p, the right hand side takes the form (A=233422)1/P||f||y,. O
Towards the deduction of a global LP estimate from local ones, we record:

Lemma 11.1.22. Let X be a Banach space and p € (0,00). Suppose that
f e Lt (R X) satisfies

Mo(f —co)lly < K

for some constants cqg € X and all cubes Q@ C R?. Then there is a constant
c € X such that f —c € LP(R% X) and

I =ell, < K.

Proof. Consider an increasing sequence of cubes Q1 C @2 C ... such that
Ure, Q@n = R If m < n, then
e, = cq.ll = 1@m|™ "1, (ca,. — ca.)llp
< 1Qml 7 (110, (f = ca.)llp + 11, (f = q,)

< |Qm|71/”2K —0 as  m — 0o.

)

Hence (cq, )n>1 is a Cauchy sequence and thus convergent to some ¢ € X.
Now Fatou’s lemma shows that

—cllP = 1 — P < 1limi — P <
el = [ Jim 0,17 —cq " < timant [ 1F o < K

Rd "
which completes the proof. O

We can now prove the remaining half of Theorem 11.1.18, which we restate
as:
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Proposition 11.1.23. Let f € L°(R% X), A = 27279 and suppose that
Mgéf € LP(RY) for some p € (0,00). Then there is a constant ¢ € X such
that f —c € LP(R%; X) and

) 8p, p € [1,00),
If— C”LP(Rd X) Cp||Mo ,\f||Lp (R4)s Cp = {22+1/p’ pe(0,1).

The result also holds with R replaced by a cube Qo C R? or a quadrant
S C RY, and with the supremum in the mazximal operator Mé’ﬁ)\ restricted to
cubes contained in Qg or S, respectively.

Proof. Consider a ﬁxed cube Q° C R By Lerner’s formula (Theorem
11.1.12), there is a 3-sparse subcollection .7 C 2(Q°) such that
Loollf = mp(Q)] <4 ) Lgoser(f:S),
Se
whenever m¢(Q°) is a A\ pseudomedian of f on Q°. Taking L? norms and

using Proposition 11.1.11 (with v = 3), we get

Ia0(f = mp (@)l < 4H > 1s0ser(f:S)|

Ses

o X tes osea:9) | < ey IS
Ses

This estimate is uniform with respect to the choice of Q° C R%: hence we can
apply Lemma 11.1.22 with c¢g = m;(Q) to complete the proof.

The variant in the case of a cube or a quadrant in place of R? is immediate
by inspection of the argument. O

We conclude this section with an end-point analogue of Theorem 11.1.18 for
the space BMO(RR?; X) in place of L?(R?; X). Recall that we have previously
defined the space BMO(RY; X) of functions of bounded mean oscillation as
the class of functions f € LL (R4 X) such that

X)) = inf — .
I llnogeesn) = sup inf f 1 el < o0

Proposition 11.1.24. Let X be a Banach space, )\ = 27274 gnd f €
L°(R%; X). Then f € BMO(RY; X) if and only if M, /\f € L*(R%), and

MMl @y < N fllpo@ex) < 8IME flloo-

Proof. From Lemma 11.1.1 it is immediate that

osex(f;Q) < < 1nf][ IIf =<l

A ceX
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from which the first claimed inequality follows by taking the supremum over
all cubes Q C R%.

In the other direction, given a cube @ C R? Lerner’s formula (Theorem
11.1.12) guarantees that

4
éﬂﬂﬂw@W<Km§:ﬂ%mﬁﬁ)

Ses
4
< @] > 2ABS) MG flloo < 8lIM flloos
Ses
and taking the supremum over all cubes @ proves the second bound. O

11.1.d The dyadic Hardy space and BMO

Often an efficient way of capturing the relevant local oscillations of a function
is in terms of the following notion:

Definition 11.1.25 (Atom). A function a : R? — X is called a (normalised)
H} -atom if

(i) suppa C Q for some Q € P;
(ii) a € L%(R% X) (and |lalle < 1/|Q));
(iii) f,a = 0.
It is immediate that a normalised atom satisfies ||a|l; < 1. If @ # 0 is an atom

supported on @ € Z, then -
Q|

we can then construct a useful subspace of L!(R%; X):

is a normalised atom. Out of these atoms

Definition 11.1.26 (Atomic Hardy space). The atomic Hardy space
H%Q,at (Rd; X)

consists of all f € LY(R?; X) that admit a representation
f= Zak( = Z)\kak)a
k=1 k=1

absolutely convergent in L'(R?; X), where each oy is an Hij-atom supported
in some Qx € D (or each ay, is a normalised ng—atom and \; € K) with

> llalllQul <50 (DAl < o0).
k=1 k=1

The norm in this space is defined as

1l o= inE > o lloe @el( = inf 3 IA])
k=1 k=1

where the infimum is taken over all such representations.
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It is immediate that the two versions of the definition are equivalent via the
correspondence A, = ||k |0 |Qk| and aj = A 'y

A disadvantage of this definition is the difficulty of checking the mem-
bership of a given function in H é)at (R%; X), as doing this via the definition
would require one to construct the atomic decomposition, which might not be
an easy task. The following notion is much more amenable to this:

Definition 11.1.27 (Maximal Hardy space). The maximal Hardy space
Hg nax (R X)

consists of all f € L*(R%; X) for which also the (cancellative) dyadic mazimal
function

Mg f(z) == sup 1g(2)[[(f)ellx
Qe
satisfies Mg f € LY(R?). The norm in this space is defined as
1fllay, = (1Mo fll L ga)-
Theorem 11.1.28. Let X be a Banach space. The spaces H}%at(Rd;X) and

H émax(Rd;X ) are equal with equivalent norms; in fact

17| 122

2,max

®x) < [Pllay, | @axy < 6027 (|l

2,max

(R%X) -

Proof. Suppose first that a € L>(R?; X) satisfies supp a C Q for some dyadic
cube and [a = 0. Then (a)r # 0 only if R C @, and hence supp Mga C Q
as well. It follows that

[Mgaly < 1Q[[Mzallee <[Qlllalloo-

If h =32, a; is a series of such function on cubes Q;, then by sublinearity

o0 o0
Mol . wasmy = IMhll < Y IIMgaill < Y 1Qillaillo,
i=1 i=1

and taking the infimum over all such representations of h shows that

1] 22

2,max

®x) < Pllay | @ax)-

In the other direction, suppose that h € H} _(R?; X). Given A > 0, let 2,
be the collection of maximal dyadic cubes @ such that ||(h)g|/x > A. Then

1 1
Z 1Ql = [{Mgh > A} < X”M@h”Ll(Rd) = XHhHH_}ZmaX(Rd;X)-
QEZ

Let QA,\ be the collection of maximal dyadic cubes that have a child in 2.
Thus these cubes do not belong to 2, themselves. Hence ||(h)g||lr < A for

Qe QAA, and also
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SRl< Y 1@l= 3 2901 = 244Mh > A},

QEQ\)\ Qe QEL
Let then
o= lguanht D lathae, b= Y lolh—(h)q).
QGQ\)\ QGQ\A

By definition of Mg, we have |[(h)g||lx < Mgh(z) whenever z € Q € 2.
As (@) — 0, this gives || f(z)||lx < Mgh(x) at a.e. x by the Lebesgue Differ-
entiation Theorem. Thus || gx(z)||<Mgh(x) almost everywhere. On the other

hand, we have ||(h)q|lx < A for Q € 2y, and Myh(z) < A for z € B(J 2);
thus in fact ||ga||x < min(\, Mgh) almost everywhere, where Mgh € L'(R?).
Moreover, gy = h on {Mgh < A} — R% as A — oo, and hence

o h, A— oo,
A 0, A—0,

pointwise, and by dominated convergence also in L!(R%; X). Thus

h = 2(92k+1 — gor) = Z(ka — bor+1)

keZ keZ
(X el - Y 1wt ()
kEZ Qegzk R€§2k+1
=Y Y (tguae, - W)+ Y 1aha (1)
keZ Q€§2k R€§2k+1
RCQ
:;Z Z ak.Q-
kEZQ€§2k

Here suppag C @, [ag =0 and [jagloo < 28! + 2% =3 - 2%, Hence

IRl <D0 D [@llarelle <D 3-28 > Q)

keL Qe d,, kEZ Qe

< 3-28 29 {Mgh > 27}
kezZ
2k
<Z3.2.2d/ {Mgh > t}|dt
ke 2kt
= 62| Mgh| 11 ga) = 6 - 27||h|

HY o (REX)

2 ,max

O

Corollary 11.1.29. The space ng,at(Rd§ X) = Héjvmax(]Rd;X) is complete.
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Proof. Tt in enough to prove this for H . (R%X). Since |f(z)|lx <
Mg f(z) at a.e. z € RY, we have | fllp1ga,x) <

(fn)5o, is a Cauchy sequence in H} 2.max (R4 X), it is also a Cauchy sequence

in LY(R% X) and thus ||f, — f|l1 — O for some f € L*(R% X). Since ( )q is
continuous from L!(R?; X) to X, we have for all € Q € Z we have, for each
h e Hj max(Rd;X),

16 = Bhallx = lim [[(fa — Ballx < liminf Mo (fy — h)(x);

(rd;x)- Hence, if

_J max

hence Mg (f—h)(z) < liminf,, o Mo(f,—h)(z), and thus by Fatou’s lemma
Mo (f —h)l|L1ray < linrgicgf Mo (frn —h)|lL1 (may-
With h = 0, this shows that f € Hé’max(]Rd; X). With h = f,,,, we find that
i Mo (f ~ fu)llpr ey < lim limind Mo (f — f)ll o1 ey = O,
and hence f,, — f in H}, . (R% X). O

Theorem 11.1.30. Let X be a Banach space. The duality

. _ N
(b, := Jim [ (b, ) Z/b ), by = mln{l,m}b

between b € BMOg(R%; X*) and h € H}?z,at(Rd; X) is well defined, and realises
BMOg(R?; X*) with the norm

[0l BMO (Ra:x) = Sup mf][ 16— c|lx

*

as an isometric subspace of (Héyat(Rd;X)) .

Proof. Since all norms BMO norms appearing in this proof are dyadic, we
drop the subscript Z for the benefit of slightly lighter notation.

Part 1: Estimating the dual norm by the BMO norm

If suppa; € Q; € Z and [ a; = 0, we have

| [0 =|/Qi<b—c7az->

for all ¢ € E*. Taking the infimum over ¢ € E* it follows that

‘/bal

<f o= clx-lQillal
Qi

1bllBMmoQilllailoo
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and hence > 2, [(b,a;) converges for b € BMO(R% E*) and Y ;2 a; €
Hy (R E).
One checks that ||bxy — en||x+ < 2||b— ¢||x~, whence

inf*][ by <2 inf*][ b= ¢l -,
ceEE Q celE Q

so that by € (BMONL™>)(R?; X*) and

‘/ bN, az
Thus

EOO /(b,az EOO A}E}l /bN;az = hm E /bN;a/z = hm /bN>
o0
i=1 i=1

where the first two identities use dominated convergence in L'(Q;) and in ¢,
respectively, and the last one follows from the convergence of the series h =
Yoo a; in LY(R% E), and the fact that by € L>®(R% E*) C (LY(R%; E))*.
This shows in particular that the pairing of (b, h) is independent of the par-
ticular series representation of h, and hence well defined. Taking the infimum
over all representations in the estimate

g <
ceE*

< |[onlBymolQillaille < 2[[bllBMolQilll @il oo

o0
h)| < Z ll6]lBMo Q4[| as || oo
=1
we find that
101l 222, (me;x))+ < [[llBMO (R X+ - (11.8)

Part 2: Estimating the BMO norm by the dual norm

For the converse estimate, consider a cube @) and suppose first that s €
L'(Q; X*) is a simple function, thus measurable with respect to a finite o-
algebra % of ). The advantage of this setting is that, for a finite o-algebra,
we have the duality (L?(.Z; X))* = L¥' (#; X*) for an arbitrary Banach space
X and for every p € [1, 00], including in particular p = co. Now inf.cp« ||s —
¢|[r1(;x~) is the norm of the equivalence class [s] € L'(#; X*)/X*, where
L7 X7) = (L% (F; X))".

We claim that the quotient space above is the dual of the subspace
LE(F;X) C L™(Z;X) of functions with mean zero. In fact, recall from
Proposition B.1.4 that for any subspace Y C Z, we have the identification
Y* = Z*/Y*, the quotient of Z* with the annihilator Y+ of Y in Z*. Now
Z = L>=(Z; X) for a finite o-algebra .#, in which case Z* = L'(F; X*). To
identify Y+ for Y = L3°(F; X), it is easy to check that the only functions
[ € LY(ZF;X*) for which [(f,g) =0 for all g € L(.#; X) are the constant
functions. Thus indeed L'(.7; X*)/X* = (L§(#; X))*, and hence



22 11 Singular integral operators

inf s — el = Nsllusex = swp | [
Jnf, (@:x*) (Fixny/xe = P
llglleo <1

Now, given b € BMO(R?; X*) and a cube @, we choose a simple s €
LY(Q; X*) such that [|b— s||1(g,x+) < &. Then

inf b~ clloiguer) < inf s — ell 1 (@ux-
Jnf 16— clligix) < inf s C”Ll(Q,X)”

sup ’/ s g sup ‘/(b,g)‘ + 2¢.
g€L°°(Q X) g€L8°(Q;X)

llgllo<1 llgllo<1

But each g € L§°(Q; X) is an HJ,-atom, and hence

| [0.9)] < bl

Dividing by |@] and letting e — 0, we obtain

L eax) < [0l

inf. ]{2 b= ellx- < I8l -

and hence the estimate converse to (11.8). O

11.2 Singular integrals and extrapolation of LP° bounds

In this section we study a fairly broad class of kernels satisfying a relatively
general integrability condition first introduced by Hoérmander. Nevertheless,
this condition turns out to be strong enough to yield a fundamental extrapo-
lation property of singular integral operators: once bounded on one LP° space,
they remain bounded on the full scale of L? spaces for p € (1,00), together
with appropriate end-point estimates for p = 1 and p = occ.

The precise classes of kernels relevant are described in the following defi-
nition. We recall that R?? = R2%\ {(t,t) : t € R%}.

Definition 11.2.1. Let X and Y be Banach spaces, py € [1,00|, and consider
K:R¥ 5 2(X,Y), TeZL(L"REX), LPo=(REY)).

(1) We say that T has kernel K, or that K is the kernel of T, if for ev-
ery f € LPO(R% X) and almost every s at a positive distance from
supp f the following holds: for every functional y* € Y™, the function
t— (K(s,t)f(t),y*) is integrable, and

(Tf(s),y") = /<K(s,t)f(t),y*> dt.
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(2) We say that K is a Hormander (resp. operator-Hérmander) kernel, or
satisfies the Hormander (resp. operator-Hormander) condition, if the fol-
lowing estimate holds for all x € X and t,t' € R* with a fized constant ¢
independent of these quantities:

/ I (s, t) = K (s, t)]]ly ds < cl|lz]x

[s—t|>2|t—t| (11 9)

(resn [ 1K (s,6) ~ K (5,1) | x.v) da < ).
|s—t|>2|t—t|

The smallest admissible c is denoted by ||K ||us: (resp. || K|/ ner.,)-

(3) We say that K is a dual Hormander (resp. dual operator-Hérmander)
kernel, or satisfies the dual Hérmander (resp. dual operator-Hormander)
condition, if the following estimate holds for every y* € Y* and s, s’ € R?
with a fized constant ¢’ independent of these quantities:

/ K (s.2)* — (0"l [ x- e < €1y -

[t—s|>2|s—s’| (1110)

(resn. | 1K (s.1) = K (s 0)| ey i <
|[t—s|>2|s—s'|

The smallest admissible ¢’ is denoted by || K||us (resp. || K [lusrz,)-

(4) If Q@ C R? is a cube or a quadrant, we make analogous definitions with
each occurrence of R? replaced by Q; in particular, with R24 by {(s,t) €
Q X Q : s #£t}, and the integrals extended over QQ only, while keeping the
other integrations conditions in force. In this situation, we say that K is
a (dual/operator) Hormander kernel on Q, respectively.

Remark 11.2.2. If K is a (dual/operator) Hormander kernel, then its restric-
tion to {(s,t) € @ X Q : s # t} is a (dual/operator) Hormander kernel on Q.

Ezample 11.2.3. A kernel K(z,y) that only depends on the difference z — y,
ie., K(z —y) = k(z — y) for some function k, is called a convolution kernel.
For such kernels, after simple changes of variables, the Hormander and dual
Hormander conditions take the forms

/|>2t k(s —t) — k(s)]z|ly ds < c|lz|| x,

/ I[k(s = )" = k(s)"Jy"llx~ ds < [ly"[ly,
s|>2[¢]

and similar reformulations of the operator Hormander conditions are obvious.

The role of these conditions in the extrapolation of LP-boundedness is sum-
marised in the next theorem. Before stating the result, we make a remark
concerning the extension of the action of operators from LPo(R% X) to
L>(R% X). An inherent obstacle here is that the intersection LPo(R?; X) N
L>®(R%; X) is not dense in L>=(R%; X). As a substitute we have:
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Lemma 11.2.4. Let X be a Banach space. The closure of LP(R?; X) N
L>®(R% X) in L2 (R%; X) is independent of p € (0,00), and it coincides with

= —————L¥R%4X
LE (RY X) := LE (R4 X) ( ), where

L RE X) = {f € L®(R%: X) « [{f # 0}] < oo}
Proof. 1t is clear that L (R% X) C LP(R?%; X) N L>°(R% X), and taking the
closures of both sides proves one side of the claim.

Conversely, let p € (0,00), a function f € LP(R% X) N L>(R% X), and
€ > 0 be given. Now

F. = {”f()HX >E} _p”fHLp R%; X) < 00,
and hence f. := 1p_f € L (R% X). On the other hand, it is clear that
Ilf = fellLoeme:xy = [lgp. fllLoe me;x) < €.

Since this can be done for any £ > 0, we find that f belongs to the L>(R%; X)-
closure of L (R%; X). Since f € LP(R%; X) N L°>°(R%; X), this whole intersec-
tion belongs to the said closure, and then so does the closure of this intersec-
tion. This completes the proof. O

Theorem 11.2.5 (Calderén—Zygmund). Let X and Y be Banach spaces
and po € [1,00]. Let

T € L(LP°(R% X), LPo°(R%Y))

(where Lo 1= L*°) with norm Ao := || T|| ¢ (Lro (rd;x),Lr0-> (RA;v)) -

(1) If T has a Hormander kernel K, then
(a) T extends uniquely to T € L (LP(R%; X), LP(R%;Y)) for all p € (1, po),
and

po—1 1/p
T (R4 X),LP(R1;Y)) S C (—) Ao + | K ||mse);
1Tl 2 (Lr (R, x), Lo (R YY) < Cd o —p)(p=1) (Ao + 1K || 15)

(b) T extends uniquely to T € L (LY(R%; X), LY>°(R%;Y)) and

1T 2Lt (e x), 0000 (R vY) < ca(Ao + [ K][msr)-
(2) If T has a dual Hormander kernel K, then
(a) T extends uniquely to T € ZL(LP(R%X),LP(R%4:Y)) for all p €
(pOaOO)7 and

Po 1/1’
) (Ao + 1K lnere):
Po

||T||$(LP(Rd;X),LP(Rd;Y)) Cdp(p
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(b) T extends uniquely to T € £ (Lg% (R% X),BMO(R%Y)), where the
space L (R X) is as in Lemma 11.2.4, and

1Tl (e (ra;x) BMORE YY) < Ca(Ao + (| K [aee) [ | oo e x)

for all f in this space.
(3) If T has a kernel K that satisfies both the Hérmander and the dual
Hormander conditions, then for all p € (1,00), T extends uniquely to
T € L(LP(R%: X), LP(R%Y)), and

TNl 2 (e (raix),Loayy) < ca-pp' - (Ao + | K [luor + 1K ||mar-)-

(4) All claims remain valid when R? is replaced either by a cube or a quad-
rant throughout. In this case, it suffices to relax the Hormander conditions
accordingly, as in Definition 11.2.1(4).

The rest of this section is dedicated to a case-by-case proof of the different as-
sertions of Theorem 11.2.5. For the proof of (1), we introduce the fundamental
Calderéon—Zygmund decomposition in Proposition 11.2.6. The proof of (2), in
turn, depends on the notion of local oscillations developed in Section 11.1. The
result of (2b) does not directly allow the extension of T to all of L>°(R%; X)
since LPo(R%; X) N L>°(R%; X) is not dense in this space; see Theorem 11.2.9
for results in this direction. The proof of (3) is essentially a combination of
(1) and (2), but note that this case provides additional information about
p = po (bootstrapping the initial weak-type bound into a strong-type one)
and improves the quantitative estimates for p close to pg, where the bounds
provided by (1) and (2) blow up as p — po. Finally, the claims (4) will be dealt
with by indicating the relevant modifications in the proofs of (1) through (3).
As it turns out, these modifications are fairly minor, although in the case of
(1) they might not be entirely obvious.

11.2.a Calderén—Zygmund decomposition and case p € (1, po)

The key to extrapolating in this range is the following classical result:

Proposition 11.2.6 (Calder6n—Zygmund decomposition). Let X be a
Banach space. Given f € L*(R%;, X) and A > 0, there exists a decomposition
f=g+0b, where

lglloo <272, gl < [IfIh,
and b=, b;, where

1
suppti € Qiv [ b=0. 31Qi < 517l Y il < 20l

for some disjoint dyadic cubes Q;. If [ is simple, then all b; are also simple.
If f € LY(Qo; X) for some cube Qo C R? and \ > 2’de0 Ifll, then the
cubes Q; can be chosen as dyadic subcubes of the initial Qq, and the function
g to be supported on Qq.
If f € LY(S; X) for some quadrant of R?, then we have Q; C S.
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Proof. Let Q; € 2 be the maximal dyadic cubes such that f, [|f[| > A. Then
they are pairwise disjoint, and

1@ = [{Maf > A} < {11/l

%

We define b; := 1¢g,(f — (f)q.) (which is clearly simple if f is), whence the
first two properties of b; are clear, and it remains to estimate

Sl < 3¢ <Xz [ <21l

i
by the disjointness of the cubes. To ensure that f = g+0b, we must then define

9:=1g, QS+ Z 1. () q:

where the terms are disjointly supported. If z € C({J, Q;), then all dyadic
cubes Q > z satisfy JCQ |f] < A, and thus

lg(@)[l = [1f ()] ZQIg; ]gllfl <
(@)—0

at almost every such z by the Lebesgue Differentiation Theorem 2.3.4 (or in
fact just the scalar-valued version, since we apply it to the function ||f(-)]]
rather than f itself). On the other hand, the maximality of @); implies that

its dyadic parent @1 satisfies the opposite inequality, f@v |f] < A. Thus

1
< L 1< |QA/ I£11x <

for x € Q;, and we see that ||g(x)|| < 29X in both cases. Moreover,

lglls = /E w01 @Il < /E RRLLED> /Q A= 171

i

lg(@)llx = {fe.

by the disjointness of the cubes.
If f € L'Y(Qp;X) and X > JCQO |l f]], then the maximal dyadic subcubes

Q; of Qo with va 7]l > A, are necessarily strict subcubes of Qg, and the

same proof produces a decomposition with the claimed additional properties.

If A e 279 1)f, |If]l, then we let the family {Q;}; consist of the initial cube
Qo

Qo only, so that g := (f)g,1g, and b = (f — (f)g,)1q,- Then ||gllcc =
1)l < 29X and 3, |Qi| = |Qol < A7Y|f|l1 by the two assumed bounds

on \. The last claim of the theorem is obvious. O

We can now give:
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Proof of Theorem 11.2.5(1). Our plan is to first prove the weak-type result
(1b), and then obtain the strong-type bound (la) via the Marcinkiewicz In-
terpolation Theorem 2.2.3.
For f € LP(R% X) N LY (R X) and A > 0, we estimate A|{||Tf|| > A}/
Let f = g + b the Calderén—Zygmund decomposition of f at level a\
(instead of A), where « is to be determined. Then

lgllno < llgll&™ g™ < @taX) /76|17,
so in particular g € LP°(R% X), and thus b = f — g € LP°(R% X). Since b =
>, bi and the b; are disjointly supported, it follows that each b; also belongs to
LPo(R%; X) and the identity b = Y, b; also holds in the sense of convergence
in LPo(R%; X). The assumption that T € Z(LP°(R%; X), LP>*(R%;Y)) then
implies that

Tf=T(g+b)=Tg+Tb, Thb=T» b=» Tbh.

If Q; are the corresponding cubes, let B; be the concentric ball of twice
the diameter and O* := |J, B;. Then

IS > A< KITgl > A2} + {170l > A/23\ 0% +10°],  (1L11)

where the last term satisfies
Cd
071 < S IBi = S calid < L.
i i

For the middle term, we have

e > vepo [ B« IS [ i< 33 [

In order to estimate the i¢th term here, we denote by z; the common centre
of the cube @; and the ball B;. Now the integral representation of T;(s) is
available at s € 0B;. Explicitly, for each y* € Y*,

<R$Mﬁ=/W@Wﬁ“ﬁﬁ=/%$ﬁ—K@mM@MMm

where the last step follows from the fact that [ b;(¢) dt = 0. Thus

1T0i(s)|ly </ I (s, t) = K (s, 2:)]bi(t) ||y dt

i

and hence

A&HNM$Mds<A;A&HW@JM—KGJMMQMYMdt
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< / 1 e B (8] x

i

since |s — z;| > 2diam(Q;) > 2|t — z]| for s € CB; and t € Q,. Substituting
back, it follows that

2 2 2 4
Z Thi|| < || K ||mse bill = 21K lusel|blly < < 1K el £
A%z/c&.” | < S 1K s %:/Q,;” | = 1 el < S e

It remains to estimate |[{||Tg|| > A/2}|. If po < 0o, we have
Abe
(A/2)Po

Do

2
lolzs < 5

{lITgll > A/2}| < AR - a7 f 1,

so that altogether

s > ap < (A2 gy + ) L,
where we are still free to choose a > 0. Taking
a=2"9"1/4, (11.12)
leads to
TSI > M1 < (eado -+ 41K o) 21 (11.13)

If pg = oo, we observe that ||Tg]lec < Aollgllec < Ao2%a), so that the
same choice of « guarantees that |{||Tg|| > A/2}| = 0. Thus, in this case, we
only need to estimate the last two terms in (11.11), and these have exactly
the same bounds in the case py < co that was already handled.

We have hence confirmed (11.13) for all f € LP°(R% X) N LY(RY; X)
and A > 0, and this proves the existence of a unique bounded extension
T € L(LY(R% X), LY (R%; X)) by the density of LPo(R%; X) N LY (RY; X) in
L'(R%; X). This completes the proof of (1b).

(1b) in case (4): Let then R? be replaced by a cube Q. Note that
ITfllr20(Qosv) = sup A|Qo NA{|T'f| > A}].
A>0
If A < 240f, [, then
N@O(IT11 > M < 240 151 % 1Qol = 24011, (11.14)
0

If A > 240f, |If] and o is as in (11.12), then

ax> 21 g
Qo
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is in the admissible range to have Calderén—Zygmund decomposition at level
a fully localised within the cube Qo (Proposition 11.2.6). Thus, the earlier
argument for the full space R localises to Qg to produce the same conclusion
(11.13), but with the integral defining || K ||ps, restricted to Qg only. A com-
bination with (11.14) shows that this estimate holds for all A > 0, and hence
we have the desired weak-type bound on Q.

The case of a quadrant S is an immediate variant of the case of R?, since
Proposition 11.2.6 guarantees that the Calderén—Zygmund decomposition is
localised to this quadrant for all values of the level parameter.

(1a): A direct application of Marcinkiewicz Interpolation Theorem 2.2.3 (with
1 in place of pg, and pg in place of p;) shows that

ca(Ao + [| K |lmsr) \ 19 ( Ao\ ¢
IITllz(Lp(Rd;X),LwRd;Y)<C(9,1,po)< ( 01_”9” )) (70) ;

where 6 € (0,1) is such that 1/p = (1 —6)/1+ 0/po,

=L pp—p b
(0,1, =49p)°
.10 = {0 T =)

if py € (1,00), and ¢(6,1,00) = (p— 1)_%. By the arithmetic-geometric mean
inequality, we have

(%9)1_0(%)9 <1- eﬁ ¥ 0% —9, (11.15)

1
and by elementary calculus one verifies that p°~" < e for py € (1,00). Sub-
stituting these estimates, we obtain

1

Po—DP P
Tl (1o (. " <2e-cd~{—} Ao + || K ||mse),
|| H (LP(R4;X),LP(REGY) X (pO 7p)(p7 1) ( || || Or)
which coincides with the claim after redefining c4. Since the Marcinkiewicz
Interpolation Theorem 2.2.3 is valid for general measure spaces, the same
argument applies equally well in the case of a cube or a quadrant as the
underlying domain. d

11.2.b Local oscillations of T'f and case p € (po, 00)

We next turn to the study of extrapolation of the boundedness to p > pg,
which will involve the dual Hérmander condition. A reader familiar with
the scalar-valued counterpart of the theory might expect a duality argu-
ment at this point. While this might not be strictly out of question here,
either, one should note that at least some number of technicalities would
have to be tackled by such an approach. To begin with, the adjoint of
T € Z(LP(R% X), LP(R%Y)) would be an operator
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T € Z(LP(R%Y)*, LP(R% X)),

where each LP(RY; Z)* is in general a larger space than L (R4; Z*), unless
additional assumptions are imposed on Z* (see Section 1.3). Rather than
dwelling into such issues, we prefer a direct approach within the original spaces
of X and Y valued functions that we are interested in.

We still need to settle a technical issue about the validity of the integral
representation of T'f(z) for certain non-compactly supported functions f:

Lemma 11.2.7. Let X and Y be Banach spaces and py € [1,00]. Let T €
ZL(LP (R X)), LPo>° (R4 Y)) be an operator with dual Hérmander kernel K.
If BC R? is a ball and f € LP°(R% X) N L>(R%; X) is supported in CB, then
for almost all s,s" € %B, we have

(Tf(s)=Tf(s),y") = /GBGK(SJ) —K(s )f(),y")dt Wy ey

Proof. Consider an increasing sequence of balls By C By C ... such that
U, B, =R and let f, := 15, f. Since f, = 1ggfn. is compactly supported

n=1
away from B, for almost every s € %B we have

(Tfuls) ) = /C K007 ey

Thus, for almost every s,s’ € %B, the following holds for every y* € Y*:
(Tfa(s) = Tfals)),y") = /E a0, [K (5,8)" = K(s',0)"]y") dt.  (11.16)
B

Now consider the limit n — oo. Since f, — f in LPo(R% X) and T €
L(LPo(R%; X), LPo>*(R4;Y)), we have Tf, — Tf in LPo>*(R%Y). Hence
a subsequence, which we keep denoting simply by f,, also satisfies T'f,,(s) —
Tf(s) at almost every s € B. This means that

LHS(11.16) — (T'f(s) —=Tf(s'),y*).

It is also clear that f, (t) — f(t) pointwise. On the other hand, the integrand
in (11.16) is pointwise dominated by

(I (s, )" = Kz, ) " Iy + 1K (5", )" = K (2, 8) ]y [ly=)[[f |

which is integrable over t € CB (thus |t—zg| > 75 > 2max{|s—zg]|,|s'—25|})
by the dual Hérmander condition. Hence

RHS(11.16) — /CB<f(t), [K(s,t)* — K(s',t)"]y*) dt

by dominated convergence. The equality of the limits is what we claimed. [
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Recall the John—Stromberg maximal function and the local oscillations

Mg%)\f(x) =suposca(f;Q), oscxa(f;Q):= inf inf |[(f —c)lo\Elloo-

Q3 ceX |E|<A|Q]
The following lemma contains the technical core of the upper extrapolation:

Lemma 11.2.8. Under the assumptions of Theorem 11.2.5(2), for all f €
LPo(R%: X) N L=(R% X) we have

1
IMFET oo < (e 2 Ao + 20| K |16+

If RY is replaced by a cube Qo C RY or a quadrant S C R, the conclusion
remains valid with the following modifications:

(a) in the mazximal operator M0 \» the supremum is restricted to cubes @ con-
tained in the initial cube Qo or the quadrant S;

(b) in the Hormander norm | K ||uer, the variables and the integrals are again
restricted to Qqy or S.

Proof. Let f € LP°(R%; X) N L>®(R%; X) and let Q C R? be a cube. Let B be
a ball with the same centre and three time the diameter. We decompose

Tf=TApf)+[T(epf) —T(Agpf)(2)] + ¢,

where ¢ = T'(1gp f)(2), and z € Q is fixed as one of the (almost all) points of
Q where the conclusion of Lemma 11.2.7 is valid for the function 1gz f. Thus

(T = )lgelle < 1T )1g\Elle + [[[T(Aepf) — T(1epf)(2)]1qlleo-

For the first term, we observe that

ITAsS)lzro < Aoll1pfllpe < Aol BIYP | fllo,
and hence
AO f 0
Eal = 1T s ) > 4 < ea( 200=2)" g1 < N
if we choose A := (cq/A\)'P° Ag||f|lso- We conclude that

IT(15/)1q\E4llse < (ca/ )P Aollf | oc-

For the other term, we estimate pointwise at almost every s € () where
the conclusion of Lemma 11.2.7 is valid. Recalling that z € @ was also chosen
in this way and dualising against y* € Y*, we get

(o )(s) = Tep ) = | [ (701K (5.0 = Ky
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N

/ 1K (s, 8)" = K(2,6)"]y" || x- dt]| flloo
2
Flloo-

< 2| Kmae [yl x+

Taking the supremum over y* in the unit ball of Y* and the essential supre-
mum over s € (), we arrive at

11T (1gpf) = T(Agpf)(2)llee < 2/ K |-

Flloe-

Hence altogether
oseA(Tf5Q) < T f = Ly, lloo < (ca/ N7 Aol flloo + 201 K lrsr [ f oo

and taking the supremum over all Q C R? proves the lemma.

The modifications in the case of a cube @y or a quadrant S in place of
R? are immediate by inspection. We note that the balls B featuring in the
argument may extend beyond )y or S; one simply thinks of BN Qg or BNS
in this case, while the complement CB will be replaced by Qo \ B or S\ B,
respectively. O

Proof of Theorem 11.2.5(2a). Let us first consider the mapping properties of
the sub-linear operator Mf)\ oT, where A = 27274,

By assumption, 7' : LP°(R%; X) — LPo>°(R? Y is bounded (with norm
Ap), and Proposition 11.1.21 gives the boundedness of Mf/\ : LPO’W(Rd; Y)—
LPO"X’(Rd) (with norm bounded by c;/ f ® < ¢gq, since A depends only on d, and
1/po < 1); thus the composition MO#)\ oT : LP°(R%; X) — LPo->°(R?) is also
bounded (with norm at most c4Ay).

On the other hand, the previous Lemma 11.2.8 says that M(f:\ oT :
LPo(RY; X)NL*®(RY; X) — L°°(RY) is bounded (with norm at most clli/fvo—l—
| K |lgse < caAo + || K||msr ), where the subspace LPo(R%; X) N L>(R?; X) C
L>(R% X) is equipped with the norm of L>(R%; X).

This is essentially a setting to apply the Marcinkiewicz Interpolation The-
orem 2.2.3: by inspection, one checks that the relaxed assumption

M, oT : L™(R% X) N L™ (R%; X) — L>(R)

(in place of Mé’f}\ oT : L™®(R% X) — L>(R%)) allows us to deduce the relaxed
conclusion

M, oT : LR X) N LP(RY X) — LP(RY),  p€ (po,00), (11.17)

where LP°(R% X) N LP(R% X) C LP(R% X) is equipped with the norm of
LP(R%; X). In fact, the proof of the Marcinkiewicz Interpolation Theorem
2.2.3 is based on decomposing a function f in the domain space into the two
truncations, at varying level ¢,
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fr=(f- t|jj”) S TESE

_ f
fo= 1 Lasise T Lusay

and it is immediate to verify that, if f € LPo(R? X), these remain in the
space LPo (Rd; X), in addition to the other function space memberships used
in the proof of Theorem 2.2.3.

If @ € (0,1) is such that 1/p = (1 — 0)/po + 0/oc = (1 — 0)/po, the
Marcinkiewicz Interpolation Theorem 2.2.3 shows that the norm of the oper-
ator in (11.17) is at most

||MO¢:£)\ o T”LPO (R4; X )— LP0->° (R4) ) 1-6
X
1-6
% (Mtfx OT||(LPOHL°C)(Rd;X)_>Loo(]Rd))9
0
A 1-6 A K - 0
< C(pro,OO)Gd Z) (cd 0+g i )

< C(G,po, OO) -2 (CdAO + ||K||Hijr*)

(0, po,00)

by the arithmetic—geometric mean inequality (11.15) in the last step. More-
over, still from Theorem 2.2.3 and the identity I'(z + 1) = 2I'(x),

I'(p —po)I'(po + 1)
I'(p)

(0, po, o) :{ }Up = {poB(p — po,po) }'/7,

where the beta function is

T'(p —po) r -
B(p—po,po):(plf)((z)(m:/o wP~Po (1 — )P0ty
! 1
</ Up_po_ldu: ,
0 P —Po

since py > 1 here. Substituting back (and redefining c4), we find that the
norm of the operator in (11.17) is at most

1/p
(=22 )  (eado + 20 K ).
pP—="Po

Now Theorem 11.1.18, together with Remark 11.1.19 and the a priori
condition that Tf € LPo->°(R?; X), show that

1T £l L ra;y)y < Sp”M(iE)\(Tf)HLP(Rd)

<p(2
P —Do

1/p
) (cado + 16] K Juew) |l o s x)
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for all f € LP(R% X) N LP°(R% X) and p € (po,00). Since this is a dense
subspace of LP(R?; X), the operator T has a unique extension to this space,
with the same norm estimate above.

The case of a cube or a quadrant in place of R? follows by the same
argument, since all results quoted are also valid in these settings. O

It is also immediate from Lemma 11.2.8 and Proposition 11.1.24 that

ITf lBnoasx) < BIMFA(Tf)ll o may < (cao + 8] K lrse-)

| Fll o rasy)

for all f € LP°(RY; X) N L>®(R% X). Since this is not a dense subspace of
L>(R% X), extending this estimate, and indeed the very meaning of “T'f”,
toall f € L>(R%; X) requires an additional effort, to which we turn in Section
11.2.c below.

Proof of Theorem 11.2.5(3). We now assume that K satisfies both Hérmander
and dual-Hérmander conditions, and hence we have access to both cases (1)
and (2) that we already proved. By Theorem 11.2.5(1b), we have

1Tl 22 et ), 2 sy < cal Ao + | K ).

We now use this estimate (rather than the original assumption) as input
to Theorem 11.2.5(2a), i.e., we apply the latter with 1 in place of py and
ci(Ap + || K ||usr) in place of Ag. This gives, for all p € (1,00), the estimate

1

1/p
Tl aeo,oeoy < cap(=7) " (calAo + 1K lse) + 1K - )

< capp' (Ao + | K |msr + | K [l ),

where we estimated

(L)l/p < (L)l/p _ (p’)l/p ép'.
p—1 p—1
The conclusion agrees with the claim, after redefining cg.

The case of a cube or a quadrant in place of R? is immediate, since both
(1) and (2) of the theorem, which we used above, were already proved in these
cases as well. g

11.2.c The action of singular integrals on L

The goal of this section is to establish the following theorem, in which indistin-
guishability of BMO(R?; X) functions only differing by an additive constant
manifests itself.

Theorem 11.2.9. Let X and Y be Banach spaces, pg € (1,00), and T €
L(LPo(R%; X), LPo (R, Y)) be an operator with a dual Hérmander kernel K.
Suppose, moreover, at least one of the following:
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(1) Y does not contain a copy of co, or
(2) K is a dual operator-Hormander kernel.

Then there is an operator T € £(L>®(R% X), BMOP(R%Y)/Y) of norm at
most (calo + || K||mer=) such that

(a) for all f € Lo (R% X) N L>®(RY; X), we have Tf = Tf modulo constants,
(b) for all f € L*(R%: X) and g € L (R%Y™) (compactly supported with
vanishing integral), we have

(Tf,9) = lim (T(1p, f),9) (11.18)

for any bounded measurable sets E, C R? such that dist(CE,,,0) — occ.

Remark 11.2.10.

(1) By the John-Nirenberg inequality, the target space BMOP(R%;Y)/Y of T
is independent of the value of p € [1,00); however, the estimate for the
operator norm need not be, and we specifically state it with p = pyg.

(2) The left-hand side of (11.18) could be more pedantically written as “(h, g),
where h € [T f] is arbitrary”: the vanishing integral of g guarantees that
this expression is independent of the choice of h.

(3) The boundedness requirement on 7" in Theorem 11.2.9 may seem stronger

than in Theorem 11.2.5(2) (where it was only assumed that T' maps bound-
edly into the larger space LPo->°(R%; Y") and for some py in the larger range
[1,00]), but this is only superficial, as we can always arrange ourselves to
be in the situation of Theorem 11.2.9 even under the apparently weaker
boundedness hypothesis:
First, if pg = oo, there is nothing to prove, as we can simply take
T = T, which already maps into L*(R%Y) € BMO(R%Y). If, on
the other hand, py € [1,00), Theorem 11.2.5(2a) guarantees that T €
ZL(LP(RY X), LP(R%Y)) for all p € (pg,o0) C (1,00), and choosing one
such p as a new pg, we are in the situation assumed in Theorem 11.2.9.

To deal with the equivalence classes modulo additive constants, it is convenient
to make the following preliminary observation:

Lemma 11.2.11. Let S be a set and X be a Banach spaces. There is a bijec-
tive linear correspondence between the following two classes of objects:

(1) equivalence classes [b] of functions b: S — X, where
Bl ={f:5 = X;s+— f(s) —b(s) is constant on S},
(2) functions A: S x S — X with the property

A(s,t) + A(t,u) = A(s, u) Vs, t,u€sS. (11.19)
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This correspondence is realised by
[s — b(s)] “ (s,t) = A(s,t) = b(s) — b(t).

Proof. To every [b], we associate A(s,t) := b(s) —b(t), and it is clear that this
is independent of the chosen representative of the equivalence class.

For the other direction, it is convenient to first record some additional
algebraic relations automatically satisfied by A. Taking s = t = u, we have
2A(s,s) = A(s,s), and hence A(s,s) = 0 for all s € S. Then taking u = s,
we have A(s,t) + A(t,s) = A(s,s) = 0, and hence A(s,t) = —A(t, s) for all
s,t € S. Now, to every A, we associate [A(-, )], where each ¢ € S defines the
same equivalence class. Indeed,

A(s,t) — A(s,u) = A(u, s) + A(s, t) = A(u, t),

which is constant as a function of s € S. It is immediate to verify that these
operations sending [b] to A, and A to [b], are inverses of each other. O

For S C R? (where we are mainly interested in the case that S = R? or one
of its dyadic quadrants), we define

B/1\7I_6P(S;X) = {A € Li.(S x S; X) with property (11.19),

1/p
A0 = sup (f A dsar) " < oo}
QCS QxQ

cube
and §_1\7[6p@(5; X) by replacing “Q C S cube” by “Q € 2(5)”.

Lemma 11.2.12. Under the correspondence [b] < A of functions as in
Lemma 11.2.11, we have the correspondence of spaces:

BMOP(R%; X)/X ~ BMOP(R?; X),
with the equivalence of norms
1bllBvor rex) < [[Allxp < 2[[bllBMOr (RY:X)- (11.20)

The similar correspondence is valid with any of the dyadic quadrants S in
place of RY and the dyadic BMOY, (both with and without tilde) in place of
BMOP.

Proof. For each cube Q C R?, we have

(- = (f oo~ o 0
< (f £ o) =0 asar) ™

_ (b(s) — &) — o) — )" asat)"” < 2(f lbes) — el ds) "
QJ/Q X Q
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and taking the infimum over ¢ € X on the right, and then the supremum
over all cubes @@ C R? of the whole chain, we derive (11.20). The dyadic case
follows by taking the supremum over @ € Z(S) instead. O

In view of Lemma 11.2.12, the construction of an extension
T € Z(L=(R% X),BMO(R% Y))

of T € L (LP° (R4 X), LPo(R%Y)) is reduced to the construction of Ap €
Z(L>=(R% X), BMO(R?; X)) such that

Arf(s,u) =Tf(s)—Tf(u) VY feLP®R:X)NL(RYX).
It is convenient to define this as a priori mapping into Y **-valued functions:
Lemma 11.2.13. For f € L®(R%; X), y* € Y* and s,u € R?, the expression
(", Arf(s,u)) == (T(Apf)(s) = T(1pf)(w),y")

+ / <[K(3,t) — K(u, t)]f(t),y*> dt, (1121)
CB

is independent of the auxiliary ball B with s,u € %B,

Proof. With f,y*, s, u fixed, let us temporarily denote the expression of inter-
est by 6(B). If B and B’ are two such balls, we can choose a third such ball B
that contains both of them. So it is enough to prove the equality §(B) = §(B’)
for balls B C B, hence B’ C CB. Note that (CB) \ ((B’) = B’ \ B. Then

5(B') = 6(B) = (T(Lpnpf)(s) = T(1pnpf)(u),y")
+ (/CB/ - /CB)QK(SJ) — K(u, 1)) f(t),y*) dt,

where the difference of the integrals is
[ B0~ K. 01707 dt = (L)) = Ty )31 57)

which exactly cancels out the first term in the formula of 6(B’) — 6(B). O

Let us then check how Ar compares with the original 7" on the intersection
of their domains of definition:

Lemma 11.2.14. If f € LP°(R% X) N L*>®°(R%; X), then

Arf(s,u) =Tf(s) = Tf(u).
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Proof. Under the stated assumptions, Lemma 11.2.7 guarantees that
/[:B<[K(Svt) - K(“at)]f(t)7y*> dt = <T(1EBf)(8) - T(]'BBf)(u)vy*>
for almost all s,u € %B and all y* € Y*, and hence
(W Arf(s,u)) =(T(1pf)(s) = T(Ap[f)(u),y")
+ (T(Agpf)(s) = T(epf)(w),y*) = (Tf(s) = Tf(u),y")
Since this is true for all y* € Y*, the claimed identity follows. O

To justify that the a priori Y**-valued function Arf actually takes values
in Y, we invoke the following corollary of the Bessaga—Pelczyniski Theorem
1.2.40. This is where the condition ¢y € Y comes to use:

Proposition 11.2.15. Let Y be a Banach space that does not contain an
isomorphic copy of co. If y; € Y satisfy

Z\ (3 y")| <00 Wy ev, (11.22)
j=1

then the series S oo,y converges in norm in Y.
J=17

Proof. Let us first note that the condition (11.22) says that y* — ((y;,¥"))52,
defines a linear operator from Y* into ¢!, which is easily seen to be closed,

and therefore bounded. Thus the closed graph theorem improves (11.22) to

> i)l <
j=1

If ZJO; 1y; does not converge, then the partial sums Z?=1 y; fail the Cauchy
criterion, and hence we can find m; < ny < mo < ... and § > 0 such that

Yy* e Y™

ng
[vklly =6 >0, Vg 1= Z Yj- (11.23)

Jj=my
On the other hand, for any €, = +1 and any y* € Y*, we also have

K
‘<Zewﬁ >‘ Zlvk,y Zlyj,y
j=1

k=1

hence
K
HZekka <C. (11.24)
k=1 v

But the two conditions (11.23) and (11.24) are precisely those of the Bessaga—
Pelczyniski Theorem 1.2.40 that guarantee the containment of an isomorphic
copy of ¢g in span(vg )32, C Y. This contradicts the assumption on Y. O
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After this interlude, we return to the main topic of this section:

Lemma 11.2.16. Under the assumptions of Theorem 11.2.9, for every f €
L>®(R%; X)), the function Arf in (11.21) is well defined, takes values in' Y C
Y** is strongly measurable, and satisfies

|flloo|@I?/7°

A7 fllLro(@x@iv) < (cado + || K ||msr)
for every cube Q@ C R¢.

Proof. Let B be the ball concentric with () and with twice the diameter of @;
hence @ C $B. From the assumption that T € £ (L (R% X), LP(R%Y))
and f € L>(R% X), it is immediate that T(1pf) € LP°(R?%;Y) and

IT(15)lpe < AollLBfllpo < AolBIM™ | fllso,
so that

[(s,u) = T(Apf)(s) = T(Af)(u)lLro@xqiv)
<20Q1P | T(Xpf) pro ey < cadol Q17| flloo,

The more delicate matter is the integral in (11.21). Certainly this inte-
gral exists, since the dual Hormander condition guarantees that [K(s,t)* —
K (u,t)*]y* is jointly measurable and belongs to L'(CB, dt; Y*) uniformly in
(s,u) € Q, while f € L>®(R%Y) by assumption. An immediate estimate
with the dual Hérmander condition shows that this integral is bounded by
1K Jmse || f oo |y * Iy, uniformly in « € @, and hence defines a Y**-valued
function h(s,u) with the pointwise bound

[P (s, w)[ly =+ < [ [|sr

fllso- (11.25)

What remains is to justify the Y-valuedness and the strong measurability
of this weakly defined function. To this end, we write f, = lanp\on-1pf,
so that 1pgf = Zn>1 fn, say pointwise. Since each f, € LP°(R% X) N
L>®(R%; X), we can apply Lemma 11.2.7 to see that

0 = K0 0. a
- <Tfn(s) - Tfn(u)7y*> = <hn(5au)7y*>

is the pairing of y* with a Y-valued, strongly measurable function h,, (s, u).
If we denote by h the a priori Y**-valued function defined by

(v, his,u)) := ]€B<[K(8,t) — K(u, )] f(t),y") dt,

then
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o
(y*, h(s,u)) = Z(hn(s,u),y*> Yy* e Y". (11.26)
n=1
If K satisfies the dual operator-Hormander condition, then
D lha(s,u) < /EB 1K (s,t) = K (u, )| 1/ lloo At < 2[| K |11, [ f [0
n=1

so the series Y7 | hy(s,u) converges absolutely, and hence in norm. Un-
der the mere dual Hormander condition, but with the assumption that Y
does not contain an isomorphic copy of ¢g, the needed norm convergence of
%2 | hu(s,u) follows by Proposition 11.2.15 and the bound

n=1
D l{hnls,u),y7)] < /GB [(F(y), [K(s,8)" — K(u,t)"]y")| dt
n=1
<2 K[gee [y <l flloo <00 Vy* €Y.

In both cases, by (11.26), the limit of > | h,(s,u) must be h(s,u). Thus, as
a pointwise limit of Y-valued strongly measurable functions, h itself must be
both Y-valued and strongly measurable. Once these qualitative properties are
verified, the quantitative L°(Q x Q;Y") estimate is immediate by integrating
over ) X @ the already observed pointwise bound (11.25). O

Now we are prepared to complete:

Proof of Theorem 11.2.9. The operator A : L®(R% X) — L (R4 Y) is
well defined by Lemma 11.2.16 and satisfies

| Fllo

for the norm defined in Lemma 11.2.12. By Lemma 11.2.12, we obtain a
bounded linear operator T € £ (L*(R% X), BMOP(R%;Y)/Y), with the
same norm bound, by setting

||ATf||*,po < (chO + HKHHor*)

Tf :=[Arf(-,u)] (the equivalence class modulo constants), (11.27)

where the choice of u € R? is irrelevant. By Lemma 11.2.14, we have
Arf(s,u) = Tf(s) — Tf(u) for f € LPo(R% X) N L®°(R% X), and hence
Tf= [T f] in this case. This completes the proof of Claim (a) of the theorem.

As for Claim (b), we note that pairing a g € Lg% (R%; Y*) with an element
of BMO™ (R%;Y)/Y is well defined, and independent of the representative of
the equivalence class, since the integral of g against any constant ¢ € Y will
vanish. By the assumptions on FE,, we can choose balls B, := B(0,r,) :=
B(0,dist(CE,,0)) C E, with 7, — co. Let n be so large that supp g C %Bn.
Since T is linear, we have

(Tf.9) = (T (Lp,f),9) + (T(lep, [):9) = Lo+ IL..
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By Claim (a), which we already proved, we have
In=(T(1g,f),9).

For I1,,, recalling the construction of T from (11.27) with v = 0, and then the
definition of Apf(s,u) from (11.21) with B = B,,, we have

11, = (Ar(1gs, £)(-0).9)
= [ ({10, 1)(s.0).9() ds

= [ (5.0, 1)) = T(1s, 101, H)(0).9(2)) ds

" / /CB” (K (s,8) = K (0,6)](1gp, (), g(s)) dt ds
=1L, + 1V, =0+1V,,

since B,, C F,. Finally,
Vil < Wl [, [ N Gsi0) = KO.009(6) - deas.
) B,

For every fixed s € suppg C %Bn, the inner integral is bounded by
1K |mse= |lg(s) ||y =, and, as n — oo, it converges to 0 by dominated conver-
gence; the same is also true for s ¢ suppg, since both the integral and the
upper bound vanish in this case. Thus also the double integral converges to 0
by another application of dominated convergence.

Altogether, we have seen that

(Tf,g)— (T(lg, f),g) =1, =1V, -0 as n— oo,

which concludes the proof of the remaining Claim (b) of Theorem 11.2.9. O

11.3 Calderén—Zygmund operators and sparse bounds

The goal of this section is to derive a powerful pointwise domination of
Calderon—Zygmund operators by simple averaging operators over sparse fam-
ilies of dyadic cubes; from this domination, norm estimates for Calderén—
Zygmund operators in various different spaces follow almost instantly.

The assumptions that we have to make on the kernel of the operator in
order to carry out this programme are somewhat stronger than those needed
for the LP extrapolation of the previous section:

Definition 11.3.1 (Calder6n—Zygmund kernel). Let Z be a Banach
space, and K : R*? — Z. We define the quantities
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exc = sup{|s — t|* - [|K (s, )] = (s,) € R*},

and, for u € [0, %],

S

whe(u) = sup {Js = 1 K (s,6) = K (', )]| : |s = '] < uls — 1]},
() i=sup {|s = || K (5,8) = K (s, )] + £ = ¢ < uls — 1],

wr (1) := max wi (u).

For K € Cl(RQd; 7)), let further

ke = supfls — LV, K (5, 1)+ 5 # 1},
2 = sup{|s — t|"TY|V, K (s,)|| : s # t}.

We say that a kernel K with cx < 0o is

(i) a standard kernel if wg (u) < csu’ for some 6 € (0,1],
(ii) a Dini kernel if wi satisfies the Dini condition

1/2 du
loorclpims = / wre () 2 < oo,
0 u

(iii) a C1'-Calderén—Zygmund kernel if K € Cl(RQd; Z) and ¢ < 00,i = 1,2,
(iv) an w-Calderén—Zygmund kernel if wx < w,
(v) an (w1, ws)-Calderén-Zygmund kernel if wh < w;, i =1,2.

We also apply these notions to kernels K defined on {(s,t) : s,t € S,s # t},
where S is either a cube or a quadrant of RY; in this case, each supremum
above is taken only over the respective domain of definition.

It is immediate that a standard kernel is a Dini kernel with ||w||pin; < 6 *cs.
Remark 11.3.2. For a convolution kernel K (x,y) = k(x — y), we have
ci = sup{|s|?||k(s)]| : s # 0},
ci = sup{|s| | VE(s)|| : s £ 0}, i=1,2,
wi (u) = Wig(u) = sup{[s|’|k(s) — k(s =) - [t] <wls]},  i=1,2,

with no difference between ¢ = 1 and 7 = 2 in the last two formulas.

Lemma 11.3.3.

1

i 1 d — i ok ;
WK(&) < (1 +2%ck, ];WK(Z ) < @HWK”DHH'
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Proof. If [t —t'| < 3|s—t|, then [s —¢| < [s — /| + [t — /| < |s — | + [s — ¢,
and hence |s — t| < 2|s — t/|. Thus

|5 =t/ K (s, 8) = K(s,t)]| < ex +2%s = ¢/| K (s,)]| < (1+2%)ex,
and hence w¥ (1) < (1 + 2%)ck. The proof for wi is entirely similar.
If w is increasing, which is obviously the case with w = wj, it follows that

w2 Cwlu), we (@7F27h),

hence
27 du
w(2™" NHlog2 < / w(u)—,

2—k—1 u
and thus

oo [ee] 1/2 u
dwe ) =) w@ ) < 10;2/0 w(u)%.

k=2 k=1

Lemma 11.3.4. For K : R*? — Z = Z(X,Y), we have:

(1) If ||wk ||lpini < 00, then K is a dual operator-Hérmander kernel, and

K [[srs. < 0a—1|wk || Dini-

op
(2) If [|w% ||pini < 00, then K is an operator-Hormander kernel, and
1K [ t5r,, < 0a—1llwik||Dini.

(3) Fvery standard kernel is a Dini kernel with

CK Cs
[wllpini < 2d+17 (1 +log W)

(4) Every C'-Calderén—Zygmund kernel is a standard kernel with
whe(u) <291t u

and a Dini kernel with
) o
||w}{”Dini < 2d+1CK (1 + 10g+ i) .

Here 04_1 is the (d — 1)-dimensional measure of the unit sphere in R, The
same conclusions hold with R24 replaced by S? = {(s,t) : s,t € S,s # t},
where S is either a cube or a quadrant of RY, and both the Dini and the
Hérmander conditions are modified by restricting the variables to the respective
domain of definition.
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Note that, in concrete situations, the constants cs or c% are often much larger
than cx. The point of the bounds in parts (3) and (4) is that these larger
constants contribute to the Dini bounds only logarithmically.

Proof. We will first prove (2); the proof of (1) is analogous.

/ 1K (2,) — K (2,9 da
|lz—y|>2|y—y'|

/
— 1
S/ w%('y L |) S dz
lz—y|>2|y—y’| ‘(E - y‘ ‘(E - y|

oo ’ z
y—vy'|\ dr 2 dt
= Udfl/ w%(' ‘)7 = Ud*l/ Wi (B)d— = oa|wi i
2 0

ly—y’] r

and this is the required bound.
For the remaining claims, we begin with the following observation. For
|z —2'| < ulz —y| and v € [0, 1], we have

1
o +v(@ —a) =yl 2z -yl - |o' — 2] > (1 - w)le —y| > Sl - yl.

This implies the crude bound

d+1
CK CK d CK 2 CK
K y)— K < <@2%+1
G )~ Kol < 25 = < @t

2 —yld ~ |o—y|d

This shows that w (u) < 2% ck for all u € [0, 3] and i = 1, and the proof
for i = 2 is similar.

(3): By the previous observation, denoting cy := 29t'ck, the standard
estimate w(u) < csu® bootstraps to w(u) < min{co, csu’}. If co < c¢s, then

(co/cs)'/? s du 1 du
l|lwl|Dini </ csu’ — +/ co—
0 (

co/cs)t/® u
1/8
:C—éc—o—l—colog(c—é) :c—o(l+logc—6).
cs Co ) co

. . 1
If ¢g > cs, we simply estimate ||w||pini < fo csu®~tdu = ¢5/8 < ¢ /5. Hence,
in each case, we have

C Cs
lllpm < 3 (1 +108, ).

We will prove (4) in the case i = 1, the case of i = 2 is analogous. Hence
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1K)~ K o)l = ||/ e+t = )9

— H /Ol(x' —z) Vo K(z+v(z —z),y)dv

C
< I K d
<=l =) !

2d+lcl
< ulx — dv = u—K
| y|/ yI (3] -yt |z —y|d

This is the claimed standard estimate, and the Dini estimate follows from part
(3) with 6 = 1 and ¢ = 2¢+1ct,.

The version with a cube or a quadrant follows with the same argument by
simply restricting all the variables and the integrals to the relevant domain of
definition. O

In particular, Dini kernels satisfy both Hérmander and dual Hérmander con-
ditions, and hence all the results of the previous section apply to them:

Corollary 11.3.5 (Calderén—Zygmund). Let X and Y be Banach spaces
and po € [1,00]. Let T € ZL(LP°(R%; X), LPo->°(R%;Y)) be an operator with
a Calderon—Zygmund kernel K. Then all conclusions of Theorem 11.2.5 hold
with || K ||lus: replaced by ||w% ||pini and || K ||ase by |wk | pini @0 the estimates.

Proof. This follows at once from Theorem 11.2.5, where the same conclusions
are deduced for Hérmander and/or dual Hérmander kernels K, and Lemma
11.3.4, where these assumptions are verified for under the Dini conditions. [

11.3.a An abstract domination theorem

We will first present an abstract form of the domination theorem, i.e., we
postulate the relevant properties of the operator needed to carry out the
proof, and only then return to the question of checking these properties in the
concrete case of Calderén-Zygmund operators.

We will formulate the theorem for positive sub-linear operators mapping
a linear space of X-valued functions into L°(R% R, ). By this we mean that
for all functions f and g we have that T'f > 0 is a non-negative function,
T(af) = |a|Tf for constants «, and T'(f +¢g) < Tf + Tg for all f, g in the
domain of T'. Note that if 7" is a linear operator mapping into L°(R%;Y"), then
the operator f — ||Tf(-)||y is a positive sub-linear one, and this is the way
that such operators will be naturally covered by the theory.

Theorem 11.3.6 (Abstract sparse domination). Let X be a Banach
space, let T be a positive sub-linear operator from L*(RY; X) into L°(R% R, ),
and consider the associated maximal operator

ME f(@) = sup sup (T(loeo) /)W) - Teea L (1128
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Suppose that both T and M# are bounded from L'(R%; X) to LY'*°(R?). Then
for every boundedly supported f € L*(RY) and ¢ € (0,1), there is a (1 — ¢)-
sparse family .7 of dyadic cubes such that, almost everywhere,

T < 310 CTzls][ 111,
Ses

where
or = [T 1o1,00 + [MF [151,00- (11.29)

The heart of Theorem 11.3.6 is contained in the following lemma:

Lemma 11.3.7. Under the assumptions of Theorem 11.53.6, for any f €
LE (R% X)), any cube Qo and £ € (0,1), there are disjoint subcubes Q; €

loc

2(Qo) such that
Z Q1 < €lQol (11.30)

and, almost everywhere,
4-10%p
10T (0, f) < T (o IAEY 10, f W)+ 10,750, )
5Qo ; 5Q; ;

where cp was defined in (11.29).

Proof. Given a cube @, consider any disjoint family of its subcubes @Q; €
2(Qop)- Then we have

10,T(15q,f) = 1oy, @; T )+ Zlc)]
(11.31)
<oy, @, T(Ls0of) + Y 16,7 15Qo\5Q_,»f +Y 19,T(1s0, /).
J J
and
10, T(150,\50, f) < 1o, linf M7 (15, f) + inf (150050, f)]
Qj Qj (11.32)

< 1o, linf M (Lsquf) + WH{T (150, f) + T(Lsq, /)]

where we used sublinearity and the definition of M# to get the estimates.
Note that no convergence issues arise when viewing the above lines in the
pointwise sense.

The last term in (11.31) already has the correct form, and it remains to
choose the cubes @); in such a way that we have (11.30) as well as

Cdqcrt
Lonu, @, T(1sof) + D 10, T(1sg,\s0, /) < 1qo 5 ]éQ (halB
] 0
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For a A > 0 to be chosen and every Q € 2(Qo), we define F(Q) C Q by

F(Q) = QN {T(Lsof) > MIf)se} U{MF (1sf) > A{If )50 }]-
Thus, by the assumed L'(R%; X) to L*°(R) bounds,

IF(@Q) < HT(Lsqf) > M fIDsab + HME (Lsq.f) > M fll)se)

1150 |11 5d (11.33)
< (ITN1-1,00 + ”MTHHI’OO))\(II?TW =er- Q.

Let then Q; € 2(Qo) be the maximal dyadic subcubes such that

|Q; N F(Qo)] g—d—1
Q] ~ .

The cubes @; are disjoint, so that

F( 2. 10
Z‘QJ Z |Qj2ﬂd IQO <2 F(Qo)| < 3 er - |Qo| = €[Qol,

which is (11.30), if we choose

2104
I3

A=

cr.

Substituting back to (11.33), this choice gives in particular that
IFQI<271Ql.

Since 1p@,) < Mo (1pg,)) almost everywhere, we see that F(Qo) is
contained in Uj Q; ={Mz(1rq,)) > 27411 except perhaps for a subset of
measure zero. In particular, we have (a.e.)

1Q0\U_7» QjT(15QOf) < 1Q0\U_j Qj)\<||fH>5QO' (11'34)

On the other hand, the maximality of ¢); implies that its dyadic parent @j
satisfies the opposite inequality, and hence

|Q; N F(Qo)| |Qg NF(Q) 277" 1
|Q]| < - d|Q]| < o—d 5"

But also |[F(Q;)| < 27%71Q;| < $|Q;l, and hence

0\ [FQ0) UF@)]l > (1~ 5 — DIyl > 0

With any z; in the non-empty set Q; \ [F(Qo) U F(Q;)], we can now complete
the estimation of (11.32) as follows:
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19, T(1s00\50, f) < 1o, [ME (150, f)(2)) + T(Lsq, f)(2;) + T(Lsq, £)(2:)]
< 10, IMIF 50 + A1 IDsq0 + M FI1s0,],

where we used the bounds for Mf(lg)Qof) and T(15¢,f) on CF(Qp) that
follow directly from the definition of these sets, and the analogous bound for
T(150, f) on CF(Q;). Hence

D 10, T(Lsgps0, /) <1y, @, 2MIfDse0 + D 1o, M f )50,
j

J
and together with (11.31), (11.34) and the choice of A, this completes the
proof of the lemma. O

Iterating the previous lemma, we obtain:

Lemma 11.3.8. Under the assumptions of Theorem 11.3.6, for any cube Qg
and f € LL (R4 X) and ¢ € (0,1), there is a (1 — ¢)-sparse subcollection
7 (Qo) C 2(Qo) such that, almost everywhere,

1o, T(1s0,f) < — 0T Wer 13][ 171

S€7(Qo)

Proof. By Lemma 11.3.7, almost everywhere we have
CqcCr
10,7050, 0) < “ (10,f 171+ X1, f 111) + Y 1070501 )
5Qo j 5Q; j
for disjoint subcubes Q} € 2(Qo) such that

Z|Q | <elQol,

and cq = 4 - 10¢ Applying the same estimate to each le- in place of @y, and
continuing by induction, almost everywhere we obtain

N-1
CqCr
10,T(Ls0,f) < (1@,][ 191 +2 3 Ytarf Il
n=1 j 5Q7
+21ng@ 171) + 32 10y (1 ).
k 5Qy k

where the Q7 are dyadic subcubes of some Q?fl in such that

o<

FQrCQy!

(11.35)

In particular,
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DRy <ed QI < ... <eMQul,
j i

so that the support of the last term in (11.35) becomes negligible in the limit
N — o0. Thus, almost everywhere, we have

€ n=0 j 5

(oo}
CqCr
10T (0,f) <2 Y S 10111 (11.36)
J

where the pairwise disjoint subsets
. +1
B =i\ Jox
k

have measure |E7| > (1—¢)|Q7|. In other words, the cubes Q7 form a (1 —¢)-
sparse subcollection .%(Qo) € 2(Qo), and (11.36) is precisely the estimate
asserted in the lemma. O

In order to pass from the local Lemma 11.3.8 to the global Theorem 11.3.6,
we use:

Lemma 11.3.9. Let E C R? satisfy 0 < diam(E) < oo. Then there is a
partition 2 of R by dyadic cubes Q such that E C 5Q for every Q € 2.

Proof. Consider all dyadic cubes Q € Z with the property that £ ¢ 2Q.
Clearly all cubes with diam(Q) < 1diam(E) will satisfy this condition. On the
other hand, every cube @) € Z is contained in some @ € 2 such that £ C 2@:
if we fix some x € @ and then r > 0 large enough so that £ C B(xz,r), then
it suffices to take @ O Q with Z(@) > 2r, since then 2@ D B(x, %E(@)) D F.

Let 2 be the collection of mazimal dyadic cubes with the property that
E ¢ 20Q. Maximality implies disjointness, and from what we just checked, it
follows that every z € R? is contained in some Q € 2, so these cubes form a
partition of R?. R R

Since @ is maximal, its dyadic parent @) satisfies E' C 2Q). It remains to
observe that 2Q) C 5@ to complete the proof. g

We now return to:

Proof of Theorem 11.3.6. If f = 0, there is nothing to prove, so fix a non-
zero, compactly supported f € Ll(R? X). Thus E = supp f satisfies 0 <
diam(E) < oo as required to apply Lemma 11.3.9. This lemma produces a
partition 2 C 2 of R? such that supp f C 5Q, and thus 150 f = f, for every
Q € 2. This means that

Tf=3 1oTf =Y 1oT(1sqf).

Qe2 Qe2
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Now Lemma 11.3.8 applies to each term on the right, producing (1 —€)-sparse
subcollections .7(Q) C 2(Q) for each Q € 2, and

cqcr _ cd4cer
> 10T < 30 L S asf =S S0 asf a1,

QeL2 Qe2 SeZ(Q) Ses

where .7 == {Jpe o7 (Q) and ¢4 = 8 - 104. Tt is immediate that this union of
disjointly supported sparse collections remains sparse, as the same pairwise
disjoint subsets F(S) C S remain pairwise disjoint also among all § € .. O

11.3.b Sparse operators and domination

With Theorem 11.3.6 at our disposal, the following notion should not appear
too alien to the reader:

Definition 11.3.10 (Sparse operator). Given a sparse collection of sets
& C D, the associated sparse operator is

Agpf=> 1sf f.

sey U5

More generally, with a dilation factor o > 1, we define

ALf = 1g Sf.

Ses @

In contrast to most other operators that we encounter, the boundedness prop-
erties of the sparse operators tend to be extremely easy. As a first illustration,
we check the LP boundedness of A by dualising against g € LP :

[arfq- Z][Sf-]ég-ISK Zing@f'i%fM%"E(ww

Ses Ses

1 1 1
<z /M@f Mag < 1Mo fllp - [Maglly < ;p’llfllp Pllglly-

This shows that ||As|/,—, < 7~ 'pp, where v is the sparseness parameter;
since A & is manifestly positive, it suffices to consider positive functions above,
and the same bound persists for vector-valued functions.

Looking back at the statement of Theorem 11.3.6, it almost says that
Tf < c-Agp|f| under the assumptions of the theorem, but the presence of
the expanded cubes 55 prevents this from being strictly true in the stated
form. While the variant of a sparse operator implicitly appearing in Theorem
11.3.6 would be almost as good as A for many purposes, the use of the more
symmetric (indeed, self-dual) operators A as in Definition 11.3.10 is often
preferred.
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A trivial way to achieve this in Theorem 11.3.6 is to dominate 1g <
155, after which the same cube 55 will appear in both the indicator and the
integral. These cubes will still be sparse, if only with a smaller parameter v =
5~4(1 — ¢), since the disjoint major subsets E(S) C S C 55 satisfy |E(S)| >
(1—¢)|S| = (1—¢)5-%|55]| and hence also qualify for the disjoint major subsets
of the expanded cubes 55. An apparent loss in this construction is the fact
that these 55 are no longer dyadic cubes. Even this problem, however, can be
fixed, by a variant of the shifted dyadic cubes that we introduced in Definition
3.2.25. Recall that the standard dyadic system is

2°=J20, 2):={27(0,1)"+m): mez}.
JEL
We will need the case N = 5 of the following statement, but we record the gen-

eral formulation for convenience of reference, as the case N = 3 also features
in various applications.

Proposition 11.3.11 (Dilated dyadic cubes). Let N € Zy be odd. Then
the collection of N-fold concentric dilations {NQ : Q € P(R%)} can be par-
titioned into N¢ subcollections 9N, n € Z?{,, each of which has the same
covering and nestedness properties as &, namely,

N n;N
7" = 7",
jEL
where for each j € Z:
(1) 2™ is a partition of R% consisting cubes of side-length N - 279, and

j
(2) QJ”JA, is a refinement of .@;”N.

Proof. Since 2;(RY) = {I} x --- x Iy : I; € 2;(R)} and N(I; x -+ x I;) =
NI; x --- x N, it suffices to verify the case d = 1. In the calculation that
follows, we will need to dilate an interval I = [¢c — 7,¢ + r) both by the
algebraic multiplication a - I = {a-¢ : t € I} = [ac — ar,ac + ar) and by
the concentric dilation, for which we temporarily adopt the heavier notation
a® I =[c—ar,c+ ar) for the sake of distinction.

With these notations fixed, we have

(NOI:1€2;}y={N®279([0,1)+m):meZ}
={279([-N,N"+1)+m) :meZ} (N:=2N'+1)
={279([0,N) + m — N') : m € Z}
={279([0,N) +m) : m € Z}
={v27i (0, + %) :mez}.

The sought-after partition of this collection is now achieved as follows: For
eachn € Zy ={0,1,...,N — 1} and j € Z, we define
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n; —7 a(n,j)
PN = {NQ i ([o, 1) +k+ T) ke Z} (11.37)

for appropriate a(n,j) € Zy to be shortly determined. It is clear that each
@;“N satisfies (1) from the statement of the Proposition, no matter how we
choose «(n, j). To ensure (2), it suffices to check that the left (or equivalently

right) half of any I € 77 N belongs to @;ﬂg For a generic I as written above,
the left half will be

N2 (10,3) + & + %) = N2 ([0,1) + 2k + 2“%"”).

For this to be in @fﬂ[, it is necessary and sufficient that

2a(n,j) =a(n,j+1) mod N (11.38)

If we specify a(n,0) := n, all other a(n,j), j € Z \ {0} will be uniquely
determined by (11.38), since 2 has a multiplicative inverse in Zy for odd N.
Indeed, the solution is given by

a(n,j) =2'n mod N, (11.39)

where the negative powers are interpreted in the sense of the multiplicative
inverse mod N.
For each j € Z, the map n + 2'n mod N is a bijection on Zy, and thus

Cj.@;“N: {N2‘j<[0,1)+k+%> :keZ,anN}

n=0

- {N2*J'([0,1)+%) :mez} —(NoI:Iec,
so indeed {N ® I : I € 9} is a disjoint union of the collections 2™V n € Zy,
and we already checked that each ™" has the properties (1) and (2). O

Remark 11.8.12 (Shifted dyadic cubes). The cube families 2™ constructed
above are close relatives of the shifted dyadic cubes of Definition 3.2.25, and
they satisfy a variant of the Covering Lemma 3.2.26:

Given an odd N € Z,, for every cube @Q C R?, there exist a vector
n € Z4 and a cube D € 9™ such that

N 2N

(@) < (D) <

In fact, let R € 2 be a cube of side-length £(R) € (£(Q)/(2N"),£(Q)/N’] that

contains the centre zg of @, where N = 2N’ 41 as before. Then D = NR €

9™ for some n € Z4,, and D contains the cube of side-length 2N4(R) >

2(Q) centred at zg; thus D D @, and ¢(D) = N{(R) lies exactly in the range
asserted in (11.40).

Q) and QCD. (11.40)
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Also note that both the partition and refinement properties (1) and (2) of
Proposition 11.3.11 of each 2™, as well as the covering property of every
cube Q C R? by a cube in some 2™ | remain invariant if we drop the algebraic
dilation factor N in (11.37), so as to be back to cubes of side-length 277.
When N = 3, this reproduces precisely the shifted dyadic cubes of Definition
3.2.25; since 2 = —1 mod 3, (11.39) reduces in this case to the simpler form
a(n, j) = (—=1)/n, where reference to modular arithmetic can be avoided.

It is now easy to show that the sparse operators with a dilation, A%, may
always be dominated by a finite number of the simple sparse operators A on.
It is technically convenient to take an odd integer IV for the dilation factor.
This causes little loss of generality since, choosing N > p, we can always

dominate Nnd
JiQ r<(5) ]{v J

and hence A%, f < (N/o)? AL f for f > 0.

Lemma 11.3.13. Let .7 C P be e-sparse for some € € (0,1), and N € Z,
be odd. Then there are N~%-sparse collections /™ C 9™ for each n € 7,
such that, for every non-negative f € Li (R%),

loc

ANF< Y Agnf

d
neLy;

Proof. We note that the collection {5Q : Q € .#} is N~ %e-sparse, with
the same disjoint subsets E(Q) C @ C NQ@ that satisfy |E(Q)| > €|Q| =
eN~YNQ|. By Proposition 11.3.11, we have a decomposition {NQ : Q €
2} = Uneza, 2™ into dyadic systems 2. We then define " := {NQ :
Q € L} N 2™, Thus

AN f = 1][ < 1 ][ = 1
2 Q%; QNQf\Q%:y NQ NQf nezzj?v Q%:y NQ NQf
NQeg™N
=> 3 1Q,][ f=> At
nezg Q' eI @ neZy

We can now reformulate Theorem 11.3.6 in terms of sparse operators:

Theorem 11.3.14 (Abstract sparse domination II). Let X be a Ba-
nach space, and let T be a positive sub-linear operator from L'(R%; X) into
L°(R%:R,), and consider the associated Lerner’s maximal operator

MY f(z) = Sup sup IT(1gs0)f) (W) — T(1gio)f)(2)].
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Suppose that both T and My are bounded from L*(R%; X) to LY (R%). Then
for every boundedly supported f € L'(R?), there is a 5~ -sparse collection
S C P and, for every n € Z¢, a 5~ L-sparse collection /™ C D™ of the
dyadic systems as in Proposition 11.3.11, such that almost everywhere

Tf <10 er A% [If]| < 10" er > Agnllfl,

nezd
where er = || Tll1551,00 + [|MF 1551 00-

Proof. Choosing ¢ = 4/5 in Theorem 11.3.6, we find a %—sparse collection
< C & such that

8-10%. ¢
TS < Ty 15][ 1]l = 107 er A% £

/ Ses

This is the first claim, and the second one follows from Lemma 11.3.13. [

11.3.c Sparse domination of Calder6n—Zygmund operators

The goal of this section is to specialise the abstract Theorem 11.3.14 to the
case of Calderén—Zygmund operators in the following form:

Theorem 11.3.15 (Sparse domination of singular integrals). Let X
and'Y be Banach spaces, pg € [1,00], and let

T € Z(LP(R%: X), L= (RY;Y))

be an operator with a Dini kernel K. Then for every boundedly supported
f € LY(RY), there is a 5~ 1-sparse collection . C 9 and, for every n € Z¢,
a 59 _sparse collection ™ C P™° of the dyadic systems as in Proposition
11.3.11, such that almost everywhere

ITflly < carA% | fllx < car Y Asnllfl,

nezd

where
Cd,T X Cd(”T”LPO(Rd :X)—Lro-°(Rd;y) T CK + HwHDlnl)

with cx and w as in Definition 11.5.1.

The result remains true if R% is systematically replaced by a cube or a quad-
rant of R, both in the function spaces where the boundedness is considered,
and in the definition of the kernel bounds cx and ||wk||Dini-

Proof By Theorem 11.3.14, applied to the positive sub-linear operator U :
= |ITf()|ly, the result follows if we can estimate ||U| 11 and
HMU||L1_)L1,<X> by the bound for c4r given above. For the former, this is
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immediate from the Calderén—Zygmund Theorem 11.2.5 and Lemma 11.3.4,
which show that
NU L1 (resx)— L1 (mey = |1 Tl L1 (R x) = L1 20 (R Y)Y
< Cd(”T”LPO(]R'i;X)—>LP0=°°(]Rd;Y) + HKHHar)
< ca(IT |l Lro (v )= Lro- (Ra3v) + 1K | Dini) -

For My, we first observe that, by the triangle inequality,

U(Les)(Y) = Ulesg /(2] = 1T (es@ N W)y = 1T (Lesq /) (2)llv |
ST (g5 /)W) = T(Lgsg f) (2l

Hence, taking the supremum over y,z € @) and then over cubes @ > z, it
follows that

My f(z) < M f(x) == sup sup [T (1gq)f) () — T(1geo)f)(2)ly-
Q>3 y,ze€Q

The norm estimate of the latter is the content of the following lemma. O

Lemma 11.3.16. Let X and Y be Banach spaces, po € [1,00], and let T be an
operator with a Dini kernel K : R?* — £(X,Y). Then the mazximal operator

MY f(z) = sup sup, IT(Legs0) ) (W) — T(Lgso) (2l

satisfies
M f(x) < calek + |lw D) M f(z)

and
M| L2 a5y 100 (met) < Caler + |lwre | Dini)-

The result remains true if R? is systematically replaced by a cube Qo C R?
or a quadrant S C RZ, both in the function spaces where the boundedness is
considered, and in the definition of the kernel bounds cx and |wk || Dini-

Proof. For x,x9,x1 € QQ, we have
T(1gi0)f)(w0) — T(gsg) f) (1)

(_1)j [T(l[)(sQ)f)(xj) - T(10(5Q)f)($)]

I
<.
= M»—A
o

(—1) / K (25,9) — K (2, 9)] () dy,
j=0 C(5Q)

where
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H /[3(5Q)[K(f”j7y) - K(a,9)lf(y) dyH

< / 1K (25, 9) — K (2,9 )] dy
CB(z,4Vde(Q))

+f [ o) — Kl f @)l dy = T+ 11
B(z,4vde(Q))\(5Q)

where, observing that |z; — z| < Vdl(Q) < iz — y| for z,2; € Q and
y € CB(z,4Vdl(Q)),

x; — x| 1
r< [ B ey e P
CB(z,4Vde(Q)) K |z =yl / o —yl|d

Vi) N lfw)ll dy
S Z/kﬂ (Q)<ly—a|<2t+1/d0(Q) MK(W\/E@(Q)) (2kV/de(Q))4

3

oo

< w}<<2-k>cdf 17l dy
= B(x,251Vd(Q))
<caMf(x Zw ) < caM f(2)]|w [ Dini,
k=2

by Lemma 11.3.3 in the last step. On the other hand, since |z; —yl, |z —y| >
20(Q) for z,z; € Q and y ¢ 5Q, we obtain

n</ 1£()]l dy
B(;c,2\/3€(Q))\(5Q) (25( 20Q))?

< K][ 1)l dy < exceadl f(z).
(z,2Vde(Q))

These bounds give the pointwise estimate for Mf f(z), and the norm estimate
is then immediate from the corresponding bound for the Hardy—Littlewood
maximal operator M.

The case of a cube or a quadrant in place of R? follows by inspection of
the same argument: if all variables under consideration are restricted like this,
it is evident that only the corresponding restrictions of the kernel conditions
will be needed to make the estimates. g

11.3.d Weighted norm inequalities and the A5 theorem

We are now ready to provide the main application of the sparse domination
of Calderén—Zygmund operators: their weighted norm inequalities with an
optimal dependence of the weight. A function w € LIOC(Rd) is called a weight
if w(z) € (0, 00) almost everywhere. We recall from Appendix J the following
definition, which we now extend to the local situation as well:
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Definition 11.3.17. For p € (1,00) the Muckenhoupt A, characteristic of a
weight w s defined by

[w]a, = sgp (]é w(x) dx) (]é w' " (z) dm)p_l,

where the supremum is over all (azes-parallel) cubes Q C R, We say that w
is an Ay, weight if [w]a, < oco.

For a cube or quadrant Qo C R?, we define the local weight characteristic
[W]a,(Q) and the weight class Ap(Qo) in a similar way, but restricting the
supremum to cubes Q@ C Qg only.

For the treatment of weighted norm inequalities, it is useful to introduce the
following simple but far-reaching idea:

Remark 11.5.18 (Dual weight trick). Given an operator T, a weight w and an
exponent p € (1,00), consider an inequality of the form

1T oy < Cllbllrey Vb € LP(w). (11.41)

If o is another weight, we observe that h = fo is in LP(w) if and only if
f € LP(oPw). With this substitution, the previous estimate becomes

IT(fo)llzrw) < CllfollLrw) = ClifllLrorwy VI € LP(0"w).

Equating the weights inside the operator and on the right hand side, we want
to arrange that o = oPw, i.e., that ¢ = w=/(P=1); this is called the (LP-)dual
weight of w. With this choice, the previous display reduces to

||T<fU)||Lp(w) < C||fHLp(o-) Vf e Lp(O'), o= ’w_l/(p_l). (11.42)

Applying duality in L?(w), yet another equivalent condition is given by the
conveniently symmetric formulation

/T(fU) g0 < Ol flprollgll oy VF € LP(0),9 € L (w).  (11.43)

Thus all three formulations (11.41), (11.42) and (11.43) are equivalent.

We now give the As theorem for the sparse operators As. The simplicity
of this argument is a manifestation of the usefulness of dominating other
operators by the sparse ones.

Theorem 11.3.19 (Cruz-Uribe—Martell-Pérez). Let e € (0,1) and .7 C
2 be e-sparse. Let N € Zy be odd. If w € As, then the sparse operator Af; is
bounded on L*(w), and

4
|AD N 2 (r2(w)) < ENM[UJ]Az-
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Proof. By the dual weight trick (Remark 11.3.18), with o := w™! we need to
prove that

4
[ 430 gu < I8l el VS € ol € Puw)

Since A is a positive operator, both g and h may be taken to be positive,
and there are no subtle convergence issues in the computation that follows.
We first observe that

ol IQ\/f IQI /f (1%

where 0(Q) = fQ o and (f)f is the average of f with respect to the measure
induced by the weight 0. We denote the corresponding dyadic maximal op-
erator by Mg f = supgeq 1g(f)%; this operator is bounded on L?(0) with
norm 2 according to Doob’s maximal inequality (Theorem 3.2.2, cf. explana-
tions preceding Theorem 3.2.27) with p = p' = 2.

We can then estimate, using that [w]a, = supg(w)q(o)q by definition,

[ a2 gu= 3 (foine [ 10w

Qe

=Y (fo)nglgw)elQ|

Qes

= 3 0)volwa N kol@blal,

Qes

where
(o) vo(w)q < (o) N (w) NN < [w]a, N7

Hence

[ 420 g0 < Nlula, Y (el E@I

3
QeY

where
s < inf MZ
<9>Q 229 29(2)

by definition of the dyadic maximal operator. As for ( f)ﬁ’VQ, we observe by
Proposition 11.3.11 that the dilated cube NQ belongs to one of the N¢ dyadic
system 2™V where n € Z$;, and the average over N is then something that
appears in the corresponding maximal operator Mgn;~. Hence

> <f>‘z’vqg<g>2’3M (11.44)

€
Qe

=Y T (Pkolas P

nezd, Qe
NQeg™N
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[E@)I
e

N

YooY inf Mg f-inf MYg-
nGZ% Qes @ @
NQe@mN

1 o e oaquw
EX S Mg Mg

nezd, QeS

N

NQGQH;N
1
<IY [ Mzaas ag ot
nezd, Re
1 e w
Sz > MG un fllz2 o) IME g 2w
nEZ%
1
Sz > 20 f 2o - 2l9ll 2 (w)
nez

4
- gNdHfHLZ(a)Hg”LZ(w)'

Substituting back, this gives the claimed bound for [|A. || (L2 (w))- O

Corollary 11.3.20. Let € € (0,1) and ¥ C P be e-sparse, and let Qo € D.
If N € Zy is odd, p € (1,00), and w € A, then the sparse operator ALY, is
bounded on LP(w), and

2d
max(l,p%)
IAS | Lo () < cap—[wla, '

Proof. This is an immediate consequence of Theorem 11.3.19 and Rubio de
Francia’s Extrapolation Theorem J.2.1. (In the latter, ¢,, and cp, should be
replaced by ¢gpr and cgpr; the omission of dependence on d is a systematic
typo in Theorem J.2.1 and its proof. This explains a need a constant cq,
rather than just ¢, in the statement of the corollary.) O

It is also useful to record the following localised version:

Proposition 11.3.21. Lete € (0,1) and .¥ C P be e-sparse, and let Qo € D.
If N € Zy is odd and w € A3(Qo), then the sparse operator ALY, is bounded
on L*(Qo,w), and

4
IS 222 Qo) < (N +1) 0] as(u-

The same result is true if the cube Qq is replaced by a quadrant of RY.
We start with a simple:

Lemma 11.3.22. For every Q € 2(Qu), there exists a cube Q such that
NQNQoCQCQp and ¢(Q) =min{N{(Q),4(Qo)}.
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Proof. If NQ C Qo, we take Q := NQ, and if N((Q) > £(Qy), we define
Q = Qo.

Let us finally consider @ € 2(Qo) such that NQ Z Qo but N4(Q) < £(Qo).
Let first d = 1, so that both Qo = [a,b) and Q are intervals. If NQ extends to
the left of a, then é :=|a,a + N£(Q)) satisfies the desired properties. If NQ
extends to the right of b, then é := [b — N(Q),b) works. For general d > 1
with @ = I x---x I and Qg :J1><-~><Jd,wetake©::I~1><-~-><.7d,where
each I, is built relative to the respective interval J; as in the one-dimensional
construction just given. This completes the proof. (]

Proof of Proposition 11.3.21. The norm on the left is the L?(w)-norm of the
operator f — 1g,A¥(1g,f), i-e., both the domain and the range of the
operator is restricted to functions supported on (y. Since Qo € 2, each
Q € 2 C .7 that contributes to 1g,As(1g, f) satisfies either Q C Qo or
Q 2 Qo. Letting " :={Q € & : Q C Qo}, we hence have

Ag’(lQofU) s gw
Qo

< AN (19, fo) - gw + Z (1o fing -gw=:T+1II.
Qo QOQDQ

By the dual weight trick with o = w™1!, estimating the left-hand side uniformly
over f € L?(Qo,0) and g € L?(Qo,w) of unit norm is equivalent to bounding

1A ]| 2 (12(ow))-
Term I7 is dominated by

|Qo (1 o—kd (1
0 — vaYl 0 of)’
QZC;][ 1aof Q§U|Q|NUQ Z JQOQ

where Y27 27 <Y 27F = 1. Thus

I< H1Q0<1Qof>NQo N [ 0%
where
w(Qo)*/?
H1Qg<1Qof>NQO o) :W . Fw'/261/?
0

(Qo)1 /2

< 1£1122 (@0 )0 (Q0) "/
Qo

< [ o0 1 1l22@om) < [ 4200 1 £1l22(@o -

We then turn to the main part I involving .#":={Q € % : Q C Qo}. We
can largely follow the proof of Theorem 11.3.19, but some care is needed to
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ensure that we only apply the As condition to cubes contained in @, which
need not be the case with the dilated cubes N@Q. We start with

I= > <1QofU>NQ/Q 1o - gw

Qe
PR wal NQonf"'/Qg“’
N
- 3 A e, - @I

NQ[ Q|

Qe

By Lemma 11.3.22, for every @ € S C 2(Qo), there is a cube @ such that
QCNQNQyCQC Qo and Z(Q) N{4(Q). Thus

d(NQN Qo) <a(Q), w(@) <w@), |Q<INQl=NYQ|

Hence

a(NQN Qo) w(Q) _ a(Q)w(Q) 4 d
NO| 0 < ol 0 N < [w]ay )N,

since @ is a cube contained in Q. Substituting back, and using sparseness, it
follows that

/ A% (1g,fo) - gw < N wlaye) Y. (Hianos (98 |E(€Q)|.

0 Qey/

As in the proof of Theorem 11.3.19, we have (g>5 <inf,eq Mg(Qo)g. Also, us-
ing Proposition 11.3.11, each N@Q belongs to one of the dilated dyadic systems
"N where n € Z% . A key observation is that then also

"N = {(NQNQy:Q € 2,NQ € 2™V}

is a nested family with set-theoretic (if not geometric) properties matching
those of Z(Qo): Each of the subfamilies

&N = {NQN Qo € €N 1 £(Q) = 277(Qo)}

is a partition of Qg, and each ‘KIZFJY refines the previous %)’ N Thus, the
corresponding maximal operators

M%n;Nf = sup 1R<f>j'%
Recgn;N

are still instances of the Doob maximal operator with respect on abstract
filtered spaces. Repeating the computation (11.44) mutatis mutandis, we then
obtain
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S (Novgnan o) 2!

€
Qe

1 o w
< z Z |MGnin fll2(o) 1M 5 gl L2 ()

n€ez
1 4
<z > 20 flleeo) - 2lgllz2(w) = gNdHflle(o)IIQIILQ(U,).
nGZ%

Hence A
I < Nw)ayq) - gNdHf||L2(a)||g||L2(w)-

In combination with the bound

1T < [w]ayQollf 122 (o) 91l 22 (w) -
Recalling that

/ AY (10, fo) - gu < / AY, (1, fo) - gu + / S (1g,/)vq - gu
0 0 Qo Q2Qo

and the dual weight trick, we conclude the proof in the case of a cube.

If Qo is replaced by a quadrant S, we note by density that it suffices to
consider the integrals above compactly supported f and g. But then, if Qg is a
sufficiently large cube contained in the quadrant and having one corner at the
corner of the quadrant, then such f and g will be supported in @Qg. Thus the
previous considerations apply and give a bound in terms of [w]4,(q,), Which
is clearly dominated by [w] 4, (s)-

An extension of Proposition 11.3.21 to p # 2 follows, in principle, by Rubio de
Francia’s Extrapolation Theorem J.2.1 just like Corollary 11.3.20 from The-
orem 11.3.19. Since Theorem J.2.1 was formulated for global A,(R?) weights
only, we include some remarks about its local version. As a rule, all dyadic
considerations carry over without any change. However, one needs to play a
little attention to the interplay of dyadic and non-dyadic cubes in the local
setting. The following is a local variant of the Covering Lemma 3.2.26:

Lemma 11.3.23. For cubes Q C Qo C R?, there exist a vector o € {0, %, %}d
and a dyadic cube

D e 2%(Qo) = {P + a(~1)"%2 7@ ¢(P) : P € 2(Qy)} (11.45)
(the shifted dyadic cubes from Definition 3.2.25) such that
UD)<3Q) and QCDC Q.
In (11.45), the point of the factor (—1)10g2 a0 is simply to alternate between

+1 with each consecutive generation of the dyadic cubes. We refer the reader
to the discussion preceding Lemma 3.2.26 for why such a factor is needed.



11.3 Calder6n—Zygmund operators and sparse bounds 63

Proof. If 30(Q) = £(Qo), then clearly D := Qg € 2(Qo) = 2°(Qy) satisfies
the required properties.

Let then 34(Q) < £(Qo). By Lemma 3.2.26 (a global version of the lemma
that we are proving), there exists a cube D as asserted, expect that we do
not know whether D C Q¢ or not. If yes, then we are done, so suppose that
D Z Qp. We will check that an appropriate shift of D will be a cube that we
are looking for.

Let first d = 1 so that Qo = [a,b) as well as  and D are just intervals. If
D extends to the left of a, then we can take D' := [a,a+¢(D)) € 2(Qy), and
if D extends to the right of b, then we can take D’ := [b — £(D),b) € 2(Qy).

Let then d > 1 be arbitrary, Q = Iy x---xI; C D = Jy x---xJg € 2%(R?),
and Qo := K; X --- x K4. For each i € {1,...,d}, we run the previous
construction: If J; C K;, we let J := J; € 2% (R). If J; £ K;, we let J! be
the interval of lengths ¢(J;) that meets the same end-point of K; as J;. Then
J! € 9(K;). Defining D' := Jj x --- x Ji, we have D' € 2%, where o, = a;
if J; C K; and o = 0 otherwise. This D’ in place of D satisfies the claimed
properties, and the proof of the lemma is complete. O

As in (3.36), we can now easily dominate the local maximal operator

Mauf@) = swp 1a(@)f 15wl dy

cube

by the local dyadic maximal operators

Mg @)= swp 1@ If)]d o€ {043
Peo“ Qo)
beos
with
Mg, f<3% max M3 f<3* > M f. (11.46)

12
ae{{0,37,5}¢
{{ 3 3} ae{{()’%)%}d

Proposition 11.3.24. Let p,r € (1,00) and cube Qo C R? be a cube. Then

(1) 1Mo fler(@osw) < ca' [0l FllLr (@)
(2) if a pair of functions (f,h) satzsﬁes

12127 (Qo,w) < Er([w]a, @) If11Lr(@ow)
for all w € A,.(Qo), where ¢, is a non-negative increasing function, then

1Al e (Qow) < Bapr([W]a,) I fllLr(Qow)

for allw € Ay(Qo), where each ¢gpy is a non-negative increasing function.
In particular, if ¢,(t) = c,t”, then ¢apr(t) < cappt” ™ 5=1 11}
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Proof. (1) follows by repeating the proof of Theorem J.1.1: the dyadic con-
siderations are unchanged, and in the last step of the proof, one replaces an
application of (3.36) by its localised version (11.46).

The proof of (2) is the same as the proof of Theorem J.2.1, except that the
all references to the maximal operator M are replaced by the local version
Mg, and, accordingly, all applications of Theorem J.1.1 by case (1) of the
proposition that we already proved. (We note that the ¢,, and c,, should
be replaced by ¢gpr and cgpr already in Theorem J.2.1; the omission of the
dependence on d is a systematic typo in Theorem J.2.1 and its proof.) 0

Corollary 11.3.25. Let € € (0,1) and ¥ C P be e-sparse, and let Qp € D.
If N € Zy is odd, p € (1,00), and w € A,(Qo), then the sparse operator AY,
is bounded on LP(Qo,w), and

max(l,ﬁ)

4
IS 2L @oan) < aw (TN +1) iy

The same result is true if Qg is replaced by a quadrant of RY.

Proof. The case of a cube is immediate from case p = 2 established in Propo-
sition 11.3.21 and extrapolation established in Proposition 11.3.24(2). The
case of a quadrant follows from this by the same considerations as in the last
paragraph of the proof of Proposition 11.3.21. O

Thanks to sparse domination, we also obtain the corresponding results for
Calderon—Zygmund operators:

Theorem 11.3.26 (A; theorem). Let X and Y be Banach spaces, py €
[1,00], and let
T € (L (R% X), LP>(R%:Y))

with norm No be an operator with a Dini kernel K. Then for every p € (1, 00)
and every w € Ay, the operator T' extends uniquely to

T e Z(LP(w; X), LP(w;Y))

with norm estimate

max(l,ﬁ)

17|l 2(Lr (wix), Lo (wiY)) < Cdyp (No +ckx + ||WKHDini) [w]Ap

where cx,wg are as in Definition 11.3.1.

The result remain true if R? is systematically replaced by a cube Qo C R
or a quadrant S C RY, as the domain of the function spaces, in the definition of
the Calderdn—Zygmund constants cx and ||wk||pini, as well as in the definition
of the weight class Ap.
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Proof. Let us first consider the global case. Let f € LP(w; X) be supported
on a compact set F. Denoting by o = w™/®~1 the dual weight, we have

JUs1= [ 18102 < o () < o

so that f € L{(R% X) as well, and T'f is well defined by the Calderén—
Zygmund theorem 11.2.5. Then Theorem 11.3.15 guarantees the existence of

a é-sparse collection . C & such that, pointwise almost everywhere,

ITf(@)lly < cacr(AZ | fllx)(@),  er = No+cx + ||l
Thus, by Corollary 11.3.20, we have

Iﬁﬂwhmmq<%wwﬁmﬂkmmw
11|

max(1

< cagcrcapwly e

L) (11.47)

max(l,f)
:Cd,pCT['w]Ap v I Il e s x) -

Recalling the definition of c¢p, this is the required norm estimate for T' re-
stricted to LP(w; X); since this subspace is dense in LP(w; X), it allows to
uniquely extend T' to the whole space with the same norm.

The proof in the case of a cube or a quadrant in place of R¢ remains the
same, just using the local Corollary 11.3.25 in place of Corollary 11.3.20 to
replace (11.47) by

ITf (@)l e (Qosury) < CdCTHA?S”(HfHX)HLP(QO w)

max( ,p 1

< cacriaplw]y oq) ‘||f||x’ .
max(1, )
= CvaCT[w]Ap(QO o I fIle (Qo,wsx) -

O

Corollary 11.3.27 (A; theorem for the Hilbert transform). Let X be
a UMD space, p € (1,00) and w € A,(R). Then the Hilbert transform

1 f(t)
H = lim — —dt
f(S) /|s t|>e

el0 s—1t

extends uniquely to H € L (LP(w; X)) with

max(l,ﬁ)

[H || 2L w;x)) < cplw] y, hox,  hex = ||H| 22 ®:x))-

Proof. Recall that the Hilbert transform is bounded on L*(R; X) when X is
a UMD space (Theorem 5.1.13). In particular, taking 7' = H and py = 2
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in Theorem 11.3.26, we have Ny < hg x < o0, using the notation from the
statement of that theorem. The kernel of the Hilbert transform is K(s,t) =

ﬁ, so that cx = 1 qualifies for the constant in Definition 11.3.1. Moreover,

1 1 ‘_‘ s —s <2|s’—t|
s—t s —tl l(s—=t)(s—t)] = T|s—t]?

1
Vs —s'| < §|s —

so that we can take the modulus of continuity wq (u) = 2u in Definition 11.3.1.
Checking that we(u) = 2u also works in entirely similar. Thus |Jw||pini =
fol 2’(1,% = 2. Finally, it is easy to check that the norm hy x = ||H |2 (2(®;x))
is at least 1, say by Proposition 5.2.2, which says that H acts as multiplication
by —¢ on functions with Fourier transform supported on R . Thus Ny +cx +
lwllDini < fiz,x + 14 2 < 43 x. Substituting this into the result of Theorem
11.3.26 gives the claimed bound for ||H || & (1r(w;x))- O

11.3.e Sharpness of the A; theorem

Already in the scalar-valued case X = K, Corollary 11.3.27, and hence The-
orem 11.3.26, is sharp in its dependence on the weight characteristic [w]a,.
In order to see this, we need to know about the behaviour of [w]4, for some
concrete examples of weights, for which we can also estimate the weighted
norm of the Hilbert transform. The following important power weights will
serve this purpose:

Ezample 11.3.28 (Power weights). Let o« € R, p € (1,00), w(z) = |x|* for
r € R4 and o(x) = w(z)~ Y=Y = |7/~ Then

weA,RY) & woell R & —d<a<dp-1),

and if these equivalent conditions holds, then

< 1 1 p_1<C’
caslola, < 7oa (Goy=s) < Caslola,.

To verify the claims of this example, we make use of the following:

Lemma 11.3.29. If Q C R? is any cube, and Q is a cube of the same size
centred at the origin, then

-
|z|Ydz <  |2]77 dz =g “Q) ) v €1[0,d),
5 d
Q Q -7

][ 7 de 2]( @[ dz mar 6Q),  ye[0,I], >0
Q Q

Proof. Let Q = H?Zl I; and Q = H?Zl I,;. Then Q is the disjoint union of the
sets Qv = [Lic,(LiN L) X [[;ce.0 (I \ I;), where .# ranges over all subsets
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of {1,...,d}, and 0.7 := {1,...,d} \ Z. Of course Q is a similar union over
Q.#, defined by interchanging the roles of I ; and I ;in Q.

Since £(I;) = £(I;) is the common side-length of Q and @, it follows that
also |I; \ I;| = |I; \ I;|. Since I; is centred at the origin, if x; € I; \ I; and
ij € I; \ I, then || < |z;].

Now all z = (ch)d 1 € Q. are in measure-preserving correspondence with
i = (#:)%, € Q, such that |z;| = || for all i € ., and |z;| > |#;] for all
j € C.#; hence altogether |z| > |Z|.

This implies inequalities like the first ones on each line of the lemma, for
Q. and Qs in place of Q and (,:2, and thus also these inequalities as claimed,
by summing over all .# C {1,...,d}.

To estimate the integrals over Q, we note that B(0, 2£(Q)) C Q C

B(0, 3v/d¢(Q)), where, for a > —d,

/ |z|% dz = /Cde(Q) rerd=log 1 dr = Wadq
B(0,cal(Q)) 0 d+a

thus

—d- Q)" ][ - Q)"
) d—a B < aq < (2 1 d d+a _ )
od Yd+a Q|x| z< f) od Yd+a

For a = —v € (—d, 0], the quantities multiplying £(Q)*/(d+a) = £(Q)~7/(d—
) are clearly uniformly bounded from above and away from zero, with bounds
depending on d only. Similarly, for « = v € [0, '], the quantities multiplying
2(Q)™ = ¢(Q)” have this property, with bounds depending on d and I" only.
O

Proof of Example 11.3.28. The second < in the claim is immediate.

Note that at least one of w and o is |z| to a non-negative exponent, and
therefore locally integrable with a strictly positive integral over every cube Q.
Thus, in order that [w],4, is finite, it is necessary that the other of the two
functions is locally integrable as well, showing the first = in the claim.

It remains to check that —d < a < d(p — 1) implies that w € A,(R?),
together with the claimed estimate for [w]a,.

Let first @ > 0, and denote d¢ := dist(Q 0)/4(Q). For z € Q, we have
lz| < (6g + Vd)¢(Q), and thus fow < (9 + V) (Q)*. If 6g > 0, we also
have |z[~! < 6,'4(Q)™", and hence ( JCQ P <0 (Q) . Thus

sup ]{2111(]{2 J)p_l < sup (dg +\f)0‘5_ (1+ g)a

Q:6g>6 Q:60>6
On the other hand, for any cube @, it follows from Lemma 11.3.29 that

e /Qw(]é"ylg sup (3 + V) u(@)° 2d e(Q)*ﬁ)H

Q:00<s Q:0g<s d—3%5

- <6+\/&)“(d2ddgl)pl
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Fixing some 0 = dgq,p, it is then immediate that

Cd,p Cdp
< =
[w]Ap ~X (d _ ﬁ)p—l [d(p _ 1) _ a]p—l

For a matching lower bound, it is enough to consider just the unit cube @, in
which case the estimates of Lemma 11.3.29 apply with I" = d(p — 1) to give
that

[w]a, 2][Qw<]{2 U)”*l ~ap 1 (dlpfl)Pl s (m)pﬂ-

This completes the proof for a € [0,d(p — 1)), noting that 1_%& ~d,p 1 in this
case.
For a = —v < 0, we note that

o1 La, = 1l =0 { (=) )

(
o p—1_ 1
Cd—~y P g
by applying the previous case to pvfl > 0 and p’ in place of o and p, and
noting that (p — 1)(p' — 1) = 1. O

We are now fully equipped to confirm the sharpness of Corollary 11.3.27.

Proposition 11.3.30 (Buckley). Fiz p € (1,00), and suppose that ¢ :
[1,00) — [1,00) 4s an increasing function such that

IH || 2(Lrw)) < d([w]a,) Yw € A,

or even just for all power weights in A,. Then

1

o(t) = cp - 5= v > 1.
Proof. Let 0 = w~/(P=1) denote the dual weight. Using the dualised formu-
lation (11.43) of the LP(w)-boundedness of T = H, and choosing f and g

with positively separated compact supports, so that the kernel representation
is available, we have

L[] AT 44y < ol W ool (1149

for all such f and g. If these functions are non-negative with supp f C R_
and suppg C R, then the integrand is non-negative, and by monotone con-
vergence (11.48) persists even if the supports of f and g meet at the origin.

The crucial point in bounding the Hilbert transform form below is the
following observation: if h(y) = |y|=*1(—1,0)(y), then for x € (0,1),
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1ty 1 [*y™ 1z
Hh(z) = — dy > — —dy=— , 11.49
(z) 71'/0 Tty L 0o 2z YT m1-a ( )

which is essentially h again, but with a factor ﬁ that blows up as a — 1—.

We now “test” (11.48) with two choices of (f, g, 0, w), so that (fo, gw) is
either (Jy[~*1(-1,0),10,1)) or (1(—1,0),|y|"*1(0,1)), With a € [0,1). In either
case (11.49) shows that

1 [t 11
LHS(11.48) > — de = ———
( ) 271'/0 1—a“’ 27 (1 — a)?

where we have accumulated a quadratic blow-up.

To estimate the right hand side of (11.48), we need to specify the in-
dividual functions, not just the products fo and gw. In the first case, let
f =110 and o(y) = wy) /@Y = Jy|=; thus w(y) = |y|**~ and

9(y) = Lo nWw(y) ™ = 1(071)(y)|y|7a(p71)~ Then

’

1 1/p 1 , 1/p
.= —a a(p—1)(1-p’)
ol = ([ o aa) ([ s 0
—1/(1-a).

noting that (p — 1)(p’ — 1) = 1, and Example 11.3.28 shows that [w]s, <
¢p/(1 — a)P~1. Thus, altogether, we have

%ﬁ < (1148) < o 7= ) 1 = (11.51)

Denoting ¢ = ¢,/(1 — )P, this reduces to
o(t) = et/ PV >, (11.52)

Since H? = —I, it is clear that |H|| (1)) = 1, and hence ¢(t) > 1 >
c;tl/(p_l) for t € [1,¢p) as well.

In the second case, we take g = 1(91) and w(z) = o(z)* P = [z[~*; thus
o(z) = |z|*/®=1) = |¢]*® 1) and f(z) = 1(,1’0)(33)|x|_“(p/_1). A computa-
tion like (11.50) gives exactly the same final result, only with a slightly differ-
ent intermediate step, and Example 11.3.28 shows that [w]a, < ¢,/(1 — ).
With this quantity inside ¢ in (11.51), the substitution ¢t = ¢, /(1 — «) then
gives

o) =6t Yty (11.53)

and the same bound for ¢ € [1,¢,) follows from H? = —I as before. The two
lower bounds (11.52) and (11.53) together prove the proposition. O
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11.4 Notes

Given the emphasis of these volumes in analysis of functions having their
range in a Banach space, we have chosen to keep the consideration related to
the domain of the functions relatively simple, concentrating on the canonical
case of the Euclidean space R? and, with specific applications in the later
chapters in mind, its rather special subdomains—cubes and quadrants—only.
However, much of this theory could be developed on far more general do-
mains, notably on spaces of homogeneous type (espaces de nature homogene)
introduced by Coifman and Weiss [1971] and extensively studied ever since.
Since our treatment is heavily based on the dyadic cubes on R?, we recall
that analogous constructions are also available in the mentioned generality.
The construction of a fixed family of sets, sharing the essential properties of
the standard dyadic cubes of R%, is due to Christ [1990]. We also make use
of “adjacent” and “random” families of dyadic cubes; a reasonably compre-
hensive account of their analogues in spaces of homogeneous type is provided
by Hytonen and Kairema [2012] with several variants and elaborations due to
Auscher and Hytonen [2013], Hytonen and Martikainen [2012], Hyténen and
Tapiola [2014], and Nazarov, Reznikov, and Volberg [2013].

Section 11.1

This section deals with relatively classical topics but with some modern
flavour. In particular, the local oscillation decomposition of Theorem 11.1.12
dates essentially back to Lerner [2010] in the scalar-valued case. The vector-
valued generalisation, introducing the notion of A-pseudomedian, was first
found by Hénninen and Hytonen [2014]. Our present proof streamlines the
original one.

Proposition 11.1.14 was proved by Katz and Pereyra [1999] in the scalar-
valued case via a multilinear estimate, and by Hénninen and Hyt6nen [2016]
as stated.

Theorem 11.1.30 on the vector-valued H!-BMO duality is essentially from
Bourgain [1986], although the present proof is different. In this circle of ideas,
we have only covered the relatively elementary part of the theory that does
not require any assumptions on the underlying Banach space. Note that The-
orem 11.1.30 says that BMOg(R%; X*) can be identified with an isometric
subspace of (H é’at (R%; X))*. The same proof works in the non-dyadic case,
where arbitrary cubes are allowed both in the definition of BMO and of the
Hardy space atoms. To describe the full dual (HZ (R%; X))*, Blasco [1988] de-
fines a class of Banach space Y-valued measures .4 ¢ (R%;Y'). Among other
things, he shows that (HL (R%; X))* = B.4 0(R?; X*) for every Banach space
X, whereas B.4 0(R%;Y) = BMO(R?;Y), if and only if Y has the Radon—
Nikodym property. A recent account with more information on the Banach
space valued H! and BMO can be found in Chapter 7 of Pisier [2016].
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Section 11.2

The material of this section is predominantly classical, and most of the results
would have been available in essentially the present form by the 1980’s, if not
earlier, even in the Banach space valued setting. The scalar-valued origins, of
course, date much further back.

The essence of Theorem 11.2.5 comes from Calderén and Zygmund [1952],
who consider the scalar-valued case (X =Y = £Z(X,Y) = C) and Dini kernels
of the special form K(x,y) = K(z —y) = |z — y|_d!2( é:z‘), where moreover
fS"71 2do = 0. In contrast to Theorem 11.2.5, which extrapolates other LP-
bounds from an assumed a priori LP°-bound, Calderén and Zygmund [1952]
obtained their LP-boundedness conclusions unconditionally, i.e., they also de-
duce the initial LP°-bound for pg = 2 from their special assumptions on the
kernel. Once this is achieved, the extrapolation to other LP-bounds is carried
out in much the same way as in the present treatment, particularly in the case
p < po. The fact that the extrapolation part of Calderén and Zygmund [1952]
argument remains valid under more general assumptions on the kernel was
observed by Hormander [1960], who introduced the conditions, now bearing
his name, in Definition 11.2.1 in the case of scalar-valued convolution kernels
K(z,y) = R(x —y). What we have called the (operator-)Hormander class
Hér was designated as K1 by Hérmander [1960], who also defines a family of
related conditions K with a parameter a € [1,00]. Just like Hor = K is rel-
evant for the extrapolation of LP-boundedness, the condition K permits the
extrapolation of LP-to-L? boundedness from one pair (p, ¢) with % — % =1- %
to other such pairs.

The first Banach space-valued generalisations, which used the operator-
Hormander conditions, were found by Schwartz [1961] and, apparently inde-
pendently, by Benedek, Calderén, and Panzone [1962]. According to Garcia-
Cuerva and Rubio de Francia [1985], the fact that the mere Hérmander con-
dition (involving integrals of ||K(s,t)z — K(s',t)z||y rather than ||K(s,t) —
K(s',t)]| #(x,y)) is sufficient for results like Theorem 11.2.5 “should have been
observed by anyone trying to adapt the proof of [the Calderén—Zygmund the-
orem] to the vector valued case”, yet they “do not emphasize very much the
interest of this weaker condition since, in most of the applications of vec-
tor valued singular integrals, [the operator Hormander condition] does hold.”
Rubio de Francia, Ruiz, and Torrea [1986] provided, in their own words, an
“updated review” of Benedek et al. [1962], incorporating several new devel-
opments in singular integrals into the vector-valued theory, and in particular
explicitly dealing with two-variable kernels K (s, t), as we have done here. Our
considerations related to ¢y in Theorem 11.2.9 were inspired by Girardi and
Weis [2004].

A version of Theorem 11.2.5 for convolution kernels K(s,t) = K(s —t) is
also presented by Grafakos [2008], where (in contrast to our approach) the
upper extrapolation is achieved by a duality argument, and the interested
reader is referred to this work for details of that approach. Grafakos [2008] is




72 11 Singular integral operators

also explicit about the norm estimate in Theorem 11.2.5(3); this is certainly
well known, but often not spelled out in many references.

Section 11.3

The main body of this section consists of results from the 2010’s. Since the dis-
covery of the original forms of many of these results, there has been significant
activity in generalising and streamlining their proofs, as well as developing en-
tirely new approaches. As a result, our order of presentation deviates from the
historical timeline in favour of a smoother mathematical story. A main result
of this section is certainly the As Theorem 11.3.26, but the various Sparse
Domination Theorems 11.3.6, 11.3.14, and 11.3.15, originally developed as
tools for proving the A, Theorem 11.3.26, have by now established them-
selves as results of intrinsic value and models for desirable type of domination
to search for in other situations.

Prehistory of the Ay theorem

In its scalar-valued and qualitative form (i.e., saying that T is bounded on
LP(w), but without tracking the estimate for the operator norm), the result
goes back to Hunt, Muckenhoupt, and Wheeden [1973] in the special case
that T is the Hilbert transform (as in Corollary 11.3.27) and to Coifman and
Fefferman [1974] for all standard Calderén—Zygmund operators of convolu-
tion type. The question of sharp dependence of the weighted operator norms
Tl (r(w)) on the weights constant [w]a, was raised by Buckley [1993],
who settled the case of the Hardy-Littlewood maximal operator (Theorem
J.1.1) and obtained non-matching upper and lower bounds for Calderén—

Zygmund operators. In particular, Proposition 11.3.30 saying that an esti-
x(1,717) . .
mate for ||T|| ¢ (r(w)) can be no better than [w]rj: ( p—1)7 is essentially from

Buckley [1993]. In many papers, results of this type a stated in a slightly
weaker form along the lines that “the power of [w]4, can be no better than
max(1, p%l)”. However, in some related questions, the sharp estimate is known
to exhibit behaviour different from a pure power law.

The question of Buckley [1993] gained new interest through the work of
Astala, Iwaniec, and Saksman [2001], who considered the following problem:
Let O C C be a domain and k € (0,1). What is the minimal ¢ such that all
functions f € W,29(0) with |9f| < k|0f] (referred to as weakly quasiregular)
must in fact belong to f € VVﬁ)f (O) (and then be called simply quasiregular)?
By results of Astala [1994], ¢ > 1 + k suffices; by examples due to Iwaniec
and Martin [1993], ¢ < 1 + k does not, leaving ¢ = 1 + k as the critical case.
Astala, Iwaniec, and Saksman [2001] proved that ¢ = 1+k is still sufficient for
the said self-improvement, under their conjecture that the Beurling—Ahlfors
transform

Bf(2) = — lim f(y) dA(y)

me0 Jopee (2—y)? D(z,e):={yeC:ly—z[<e}
Z,E
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satisfies the upper bound
| Bll 2 Le ) < cplw]a,, p € [2,00). (11.54)
Special cases of the Ay theorem

Shortly after being posed, the conjecture of Astala et al. [2001] was verified by
Petermichl and Volberg [2002], and another proof was found by Dragicevié and
Volberg [2003]. Already Petermichl and Volberg [2002] observed that (11.54)
as stated may be derived from its special case p = 2 by keeping track of
the constants in the proof of Rubio de Francia’s extrapolation theorem as
presented, e.g., by Garcia-Cuerva and Rubio de Francia [1985]. This idea was
systematised by Dragicevi¢, Grafakos, Pereyra, and Petermichl [2005], whose
results were treated in Appendix J and applied in the section under discussion.

The positive results for the Beurling—Ahlfors transform inspired the ques-
tion of sharp weighted bounds for other operators, and the special role of the
exponent p = 2 as the critical case for extrapolation gave rise to the name
“Ay conjecture”, several further cases of which were settled over the next few
years. In particular, the Hilbert transform (the scalar-valued case of Corollary
11.3.27) and the Riesz transforms were handled by Petermichl [2007, 2008], a
general class of sufficiently smooth odd kernels on R by Vagharshakyan [2010],
and powers of the Beurling—Ahlfors operator by Dragicevi¢ [2011]. All these
results relied on

(A) ad hoc representation formulas of special singular integrals in terms of
simple “dyadic shifts” as in the representation of Petermichl [2000] for
the Hilbert transform (see Theorem 5.1.13 and (5.20)), and

(B) Bellman function techniques for sharp weighted bounds of these shifts.

The component (B) behind these results was first challenged by Lacey, Peter-
michl, and Reguera [2010], who replaced it with

(C) “corona decompositions” to verify the “testing conditions” in a
(D) dyadic two-weight T'(1) theorem of Nazarov, Treil, and Volberg [2008].

Shortly after, a much simpler alternative to either (B) or (C)—(D) was found
by Cruz-Uribe, Martell, and Pérez [2010], who in turn replaced it by methods
largely similar to the ones that we have used here:

(E) domination of dyadic shifts from (A) (not yet of singular integrals di-
rectly) by the sparse operators A, and

(F) estimating ||A.#|| #(L2(w)) as in Theorem 11.3.19, whose proof follows
closely the original one from Cruz-Uribe et al. [2010],

However, component (A) of the original proofs remained unchallenged and,
being somewhat ad hoc for the specific singular integrals considered thus far,
restricted their extension to wider classes of operators.
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The general As theorem

These limitations of (A) were overcome by Hytoénen [2012], who found

(G) a general dyadic representation formula (a variant of which will be pre-
sented in Theorem 12.4.27) of all standard Calderén—Zygmund operators
in terms of a series of dyadic shifts of increasing complexity.

Moreover, (C) and (D) had to be replaced by

(C") refinements of (C) to control the general shifts produced by (G), and
(D’) a difficult two-weight T'(1) theorem of Pérez, Treil, and Volberg [2010]
about the singular integral itself, rather than the dyadic shifts as in (D).

A combination of (G), (C’), and (D’) gave the first proof of the A; Theorem
11.3.26 for all standard Calderén—Zygmund operators in the scalar case.

In a matter of months since the announcement of Hytonen [2012] in 7,/2010,
several variants and extensions were found. Streamlined versions and certain
improvements of the original approach were obtained in Hytonen, Pérez, Treil,
and Volberg [2014], Hytonen and Pérez [2013], and Hytonen [2017], which
appeared in arXiv in 10/2010, 3/2011, and 8/2011, respectively. At the same
time, alternatives to (C’) and (D’) by

(B’) elaborations of (B) with good control on the shift complexity

were obtained by Nazarov and Volberg [2013] (arXiv 4/2011) and Treil [2013]
(arXiv 5/2011), and these were used by Nazarov, Reznikov, and Volberg [2013]
(arXiv 6/2011) to give an extension of the As theorem to doubling metric
space domains in place of R%. (Thus, the versions with a cube or a quadrant
that we have stated in Theorem 11.3.26 are but very particular instances of
the general domains in which the result may be formulated.)

Still over the same hectic months, Hyténen, Lacey, Martikainen, Orponen,
Reguera, Sawyer, and Uriarte-Tuero [2012] (arXiv 3/2011) combined the ap-
proach of Hytonen [2012] with input from the time—frequency techniques of
Lacey and Thiele [2000] to extend the Az theorem to mazimally truncated
Calderén—Zygmund operators

Tof) =splLfE@, Tf@= [ Keyfwd. 015)

However, these results were shortly superseded by Hytonen and Lacey [2012]
(arXiv 6/2011) by a new approach combining (G) with elaborations of (E)
and (F) from the approach of Cruz-Uribe et al. [2010]:

(E’) domination of the general dyadic shifts from (G) by operators (essentially
like) A%, where arbitrarily large N appear, and

(F') estimating ||A% || #(12(w)) with bounds polynomial in log N (which re-
quires much more delicate analysis than Theorem 11.3.19).
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As a curiosity, the term “sparse” in its present usage seems to have been
introduced by Hyt6nen and Lacey [2012] (line below (%) on page 2042). This
was pointed out by Andrei Lerner in his survey talk at the “AIM Workshop on
sparse domination of singular integrals” in San José, California, in 10/2017.

Simpler proofs

The difficulties with arbitrarily high shift complexity N, which seemed un-
avoidable in the general A, theorem until this point, were finally eliminated
by Lerner [2013a,b] (arXiv 2/2012). These papers provide two different proofs
of the same main result, stating that

T4 fllF < carsup [|[AsfllF, (11.56)

s

where T is the maximal truncation (11.55) of a standard Calderén-Zygmund
operator, F is any Banach function space of R%, and the supremum is taken
over all dyadic systems 2 and their sparse subcollections .. With T in place
of Ty, this is slightly weaker than the pointwise estimate of Theorem 11.3.15
but, taking F' = LP(w), quite sufficient for bounding T" (or Ty%) on LP(w).

The first proof of (11.56) by Lerner [2013a] still started with (G) and (E'),
but then proceeded with the key new idea of

(H) domination of the adjoints (A%.)* by the simple operators A = A%,.

(The fact that the argument passes through the adjoint is where the Banach
function space F' is needed, while everything else can be estimated pointwise.)
The As estimate can then be completed by the simple step (F).

At the same time, Hytonen, Lacey, and Pérez [2013] found a way of re-
placing the initial steps (G) and (E’) by

(I) direct domination of the singular integral by an infinite series of operators
(essentially like) A%, with arbitrarily large N.

Thus, a self-contained proof of the A theorem is obtained by concatenating
the steps (I), (H), and (F), and these constitute the simple proof of the As
congecture presented by Lerner [2013b]. As soon as things started falling into
the right place, the progress was very fast, and the preprints of the just dis-
cussed papers appeared in the arXiv essentially over a weekend in February
2012: Lerner [2013a] on Thursday 9th, Hytonen et al. [2013] on Friday 10th,
and Lerner [2013b] on Monday 13th.

The simple proof of Lerner [2013b] also admitted the first extension of
the Ay theorem to the weighted Bochner space LP(w; X) by Hanninen and
Hytonen [2014]. At the time, the main difficulty with this Banach space valued
extension was the dependence of the sparse domination (I), via its use of
Lerner’s local oscillation formula (Theorem 11.1.12), on the notion of median.
Thus, a workable vector-valued version of this concept had to be developed;
it is reproduced in Section 11.1.
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Pointwise sparse domination

Although not a necessity for proving the A theorem, the possibility of replac-
ing (11.56) by pointwise domination presented itself as a natural question,
which attracted some interest. This was independently achieved by Conde-
Alonso and Rey [2016] (arXiv 9/2014) and Lerner and Nazarov [2019] (also
announced and circulated around the same time in 2014, although in arXiv
only in 8/2015). These results still slightly deviated from Theorem 11.3.15 by
requiring a stronger form of the Dini condition,

dt

1/2 1
/ w(t) log, (E)T < 00
0

All Dini kernels were first covered by the “elementary” (but not so easy)
proof of Lacey [2017] (arXiv 1/2015), which was further quantified (in terms
of dependence on ||w||pini) by Hyténen, Roncal, and Tapiola [2017] (arXiv
10/2015) and remarkably simplified again by Lerner [2016] (arXiv 12/2015).
In proving Theorem 11.3.15, we have followed the further simplification due
to Lerner and Ombrosi [2020]. One advantage of their approach is a reduc-
tion of the prerequisites from classical Calderén—Zygmund theory necessary
to run their argument. On the technical level, this is achieved by replacing
the maximal operator

Mrf(z) = ng Slelg T(1gsqf)(y)
Ty

of Lerner [2016] by its “sharp” version M7 defined in (11.28). While M#
can be estimated relatively directly, bounding the larger My f originally re-
quired non-trivial classical results about the maximal truncations (11.55).
However, it was later observed by Almeida, Betancor, Farina, and Rodriguez-
Mesa [2022] that the bounds for the two operators are actually equivalent
under general assumptions only involving the bounds for T that are used in
the theory anyway. Although not explicitly discussed by Lerner and Ombrosi
[2020], the present vector-valued extensions of their results, leading to Theo-
rems 11.3.15 and 11.3.26, involved little additional effort; this is in contrast to
the first vector-valued Ay theorem by Hanninen and Hytonen [2014]. Further
abstractions are due to Lorist [2021] and Lerner, Lorist, and Ombrosi [2022];
the latter work also explicitly addresses the vector-valued case.

Routes to sharpness in weighted estimates

There are some alternative routes to see the sharpness result of Proposition
11.3.30, which goes back to Buckley [1993] well before the matching upper
bounds were known. Luque, Pérez, and Rela [2015] made the curious observa-
tion that this can also be achieved without exhibiting any explicit examples
in the weighted situation, but studying instead the asymptotics of the un-
weighted norms || T||p»—rr as p — 1 and p — oco. This depends on a variant
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of Rubio de Francia’s Extrapolation Theorem J.2.1, where one keeps track
of the p-dependence in the estimates for ||T'||»—r» given by extrapolating a
bound of the type

T[] Lro (w)—s Lro (w) < P([w]ay, ),

where qg can also be different from pg. Via contraposition, a lower bound
for ||T'||pp—r» imposes a lower bound for ¢. This quantitative weighted-to-
unweighted extrapolation was already used earlier by Fefferman and Pipher
[1997] in the “positive” direction to obtain sharp unweighted LP-norm asymp-
totics for some operators by studying their weighted behaviour. They also ob-
tained a certain predecessor of the As Theorem 11.3.26 with ||T'|| »(12(w)) <
ca,r|w]a,, where

[w]a, = || Mw/w|ew = sup][ w(esssupwil)
QJQ Q

-1
> sup][ w(][ w*”“’*”)p = [wla, Vpe(1,00).
Q Q

Q

Further results

For a while, it might have seemed that the new sharp weighted technology
was essentially restricted to the class of Calderén—Zygmund operators. A cer-
tain discouragement against further extensions came from an observation of
Orponen [2013] that if an operator T has a dyadic representation (G) in the
sense of Hytonen [2012], then T must necessarily be a Calderén—Zygmund op-
erator. However, as soon as the role of (G) in the Ay theorem was challenged
by other methods, the door was also open for extensions beyond the standard
Calderon—Zygmund realm. Nevertheless, few could probably have expected
how far this theory could indeed be extended.

As an application of the sharp weighted estimates for Dini kernels discussed
above, Hytonen, Roncal, and Tapiola [2017] (arXiv 10/2015) showed that
rough homogeneous singular integrals

Tof(s) =p.v. /Rd Q(|i|/c|lt|)f(s —t)dt, e LF(S.

satisfy the weighted norm inequality

ITellzw2w) < call2llood([w]a,)

with ¢(u) < u?. Although dealing with a class of operators outside the direct
scope of the sparse domination technology of the time, this result may never-
theless be seen as stretching those methods, rather than introducing genuinely
new ones, in that the operator T, was decomposed into a series of pieces in
the scope of the previously available tools by following a classical approach to
qualitative versions of similar results by Duoandikoetxea and Rubio de Francia
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[1986], and Watson [1990]. A more intrinsic approach has been subsequently
developed by Conde-Alonso, Culiuc, Di Plinio, and Ou [2017], but ¢(u) < u?
seems to remain the best available bound at the time of writing. In the other
direction, Honzik [2023] constructed examples of symbols 2 and weights w
to show that ¢(u) > u3/2; hence the quantitative behaviour of Ty, is defi-
nitely different from the linear Ay theorem for standard Calderén—Zygmund
operators, but their precise bounds remain open.

Already a few weeks before Hytonen, Roncal, and Tapiola [2017] (late
10/2015 in arXiv), a far-reaching approach to sparse domination of a wide class
of operators had been revealed by Bernicot, Frey, and Petermichl [2016] (early
10/2015 in arXiv). They observed that several operators that act boundedly
in LP? only in some range (pg, go) € (1,00) (and thus are definitely outside the
Calder6n—Zygmund class by Theorem 11.2.5) can be proved to possess sparse
form domination of the type

1/po N\ /40
wrat<c S ai(f, 1) (f o)

This in turn implies weighted norm inequalities of the form

HTf”LP(w) < C([w]Ap/pO [w]RH(qO/p)/)aHf”LP(q)v P € (po,qo),

where [w]gry, is the best constant in the reverse Hélder inequality

(]é wt)l/t < C][Q w,

and o = a(po, g0, p) is a certain explicit exponent depending on the indicated
quantities only.

Typical examples in the scope of the theory of Bernicot, Frey, and Peter-
michl [2016] are various “singular non-integral operators” arising in harmonic
analysis adapted to operators other than the classical Laplacian, e.g., gener-
alised Riesz transforms VL~/2, where L could be a second-order divergence-
form operator L = —div(AV) with bounded coefficient matrix A, or a
Schrodinger operator L = —A + V' with some potential V.

After the key observation that it is possible to go beyond Calderén—
Zygmund theory at all, sparse domination results and weighted norm inequal-
ities, as a corollary, for several different types of operators have been obtained:

e rough singular integrals (Conde-Alonso, Culiuc, Di Plinio, and Ou [2017],
Di Plinio, Hytonen, and Li [2020a]);

e Bochner-Riesz multipliers (Benea, Bernicot, and Luque [2017], Conde-
Alonso et al. [2017], Lacey, Mena, and Reguera [2019]);

e oscillatory integrals (Lacey and Spencer [2017], Krause, Lacey, and Wierdl
2019]);

e Dbilinear Hilbert transforms and related phase-space objects (Culiuc, Di Plinio,

and Ou [2018a], Di Plinio, Do, and Uraltsev [2018]);
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e singular integrals along curves, Radon transforms (Cladek and Ou [2018],
Culiuc, Kesler, and Lacey [2019], Oberlin [2019], Anderson, Hu, and Roos
[2021]);

e spherical maximal operators both on R? (Lacey [2019], Beltran, Ober-
lin, Roncal, Seeger, and Stovall [2022a], Borges, Foster, Ou, Pipher, and
Zhou [2023]) and on the Heisenberg group (Bagchi, Hait, Roncal, and
Thangavelu [2021], Ganguly and Thangavelu [2021]);

o pseudo-differential operators (Beltran and Cladek [2020]).

A relatively general theory has been developed by Beltran, Roos, and Seeger
[2022b], who also explicitly discuss Banach space valued operators.

Product space theory

A related direction, in which a weighted theory of singular integrals is well
developed since the works of Fefferman and Stein [1982] and Fefferman [1987,
1988], yet the sparse domination technology has met obstacles, consists of
the theory of product space or multi-parameter singular integrals modelled
after the product Hilbert transform H; ® Hs (where H; denotes the Hilbert
transform in the ith variable of R?). Natural maximal operators in this theory
are the strong maximal operator

M.f(s):=  sup 1R<s>]{% 1F()]] .

R rectangle

and its dyadic version, where the rectangles are restricted to be dyadic (i.e.,
products of dyadic intervals). Barron, Conde-Alonso, Ou, and Rey [2019] have
shown that it is impossible to dominate the strong dyadic maximal operator
by sparse forms based on rectangles with sides parallel to the axes, which
presents an obstacle to sparse techniques in this setting. While the most obvi-
ous extension of sparse domination is thus excluded, it was shown by Barron
and Pipher [2017] that one can still obtain a workable substitute by replac-
ing the dominating averages f, |f| of f with the averages {, Sf of its dyadic
square function Sf on the right-hand side.

On the other hand, the original dyadic representation (G), while largely su-
perseded by sparse technology in applications to standard Calderén—Zygmund
operators, remains available, after natural modifications, in the product space
theory, as first proved by Martikainen [2012b] in the two-parameter case and
extended to arbitrarily many parameters by Ou [2017]. A vector-valued ap-
proach to this theory has been developed by Hyténen, Martikainen, and Vuori-
nen [2019al.

Sparse domination versus causality

While the current mainstream in sparse domination, evidenced by the previ-
ous list, consists of proving and applying domination for ever wider classes
of operators, one may also pose a somewhat opposite question: Suppose that
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a given (say, standard Calderén—Zygmund) operator T' possesses some addi-
tional properties. Can this be reflected in the dominating sparse operator as
well? A concrete instance of such an additional property is causality. Suppose
for simplicity that d = 1, and that K(s,t) is non-zero only if s > r; thus T f(s)
depends only on the “past” values f(t) with ¢ < s. If T is a Calderén—Zygmund
operator, then it satisfies the sparse domination T'f(s) < erA>, f(s) by the
general theory. However, the dominating sparse operator Aj} is no longer
causal. Is it possible to exploit the causality of T to obtain a sharper form
of sparse domination, where this causality is preserved also in the right-hand
side? Some partial (but far from complete) results in this direction have been
obtained by Hyténen and Rosén [2023].

Aimar, Forzani, and Martin-Reyes [1997] have shown that causal Calderén—
Zygmund operators remain bounded on the weighted space LP(w) for the
larger class of one-sided A, weights, defined by the finiteness of

w] L[ ) ([
w| - = sup 7< w)(/ w p—l) ,
Ap —oco<a<b<c<oo (C - a)p b a

but the optimal bound for the operator norm ||T'|| ¢ (rr(w)) in terms of [w}A;
remains open. In analogy with the As Theorem 11.3.26, it is natural to make:

Conjecture 11.4.1 (One-sided As conjecture of Chen, Han, and Lacey [2020]).
For all causal Calderén-Zygmund operators,

max(1,—1—
T (e wy < er([w] - )= b ),

p

Partial results for Haar multipliers (see Section 12.1.a) in place of Calderén—
Zygmund operators are obtained by Chen et al. [2020], but beyond that the
conjecture remains open.

Causal operators appear very naturally; e.g., the operator-valued kernel

K(s,t) = 1g, (s — t)Ae= (5794

of relevance to the maximal regularity problem studied in Chapter 17, has
this form. A theory of one-sided singular integrals applicable to this operator-
valued situation has been developed by Chill and Krél [2018].

Matriz weighted spaces and convex body domination

Let W : R? — RNY*N be a matriz weight, i.e., measurable and positive definite
almost everywhere, and f : R — RY be measurable. The norm

) == [ W05 50}

= [ W@ O dt = [[W? ][}z gagn),
Rd
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appears naturally from the prediction theory for multivariate stationary
stochastic processes n € Z + &, € L?(£2;RY) developed by Wiener and
Masani [1958], where stationarity means that I',_j = E&, & € RV*N de-
pends only on the difference of the discrete times n, k € Z. If W is the density
of the spectral measure of the process, i.e., I', = W (k) are the Fourier coef-
ficients of W € L'(T;RY*Y), the boundedness of the Hilbert transform on
L?(W) is equivalent to a positive angle between the past and the future of the
process. Even for N = 1, this problem was only solved 15 years later by Hunt,
Muckenhoupt, and Wheeden [1973], who characterised this boundedness in
terms of the As condition. For N > 1, it took over 20 more years before the
solution was obtained by Treil and Volberg [1997], who identified the correct
analogue of the A condition in the matrix-valued case:

1/2 —1\1/2
(W]a, = sgp|<W>Q/ whHy?P,

where | | is (say) the operator norm on .Z(R%) (but the choice of the norm
on RVY*N ig irrelevant, as they are all equivalent).
With the natural definition

[fllzeqwy = W7 fllLe @z,

one is led to inquire about the boundedness of the Hilbert transform on
LP(W). The characterising matrix-A, condition, identified via different ap-
proaches by Nazarov and Treil [1996] and Volberg [1997], is less intuitive for
p # 2. It is perhaps most easily formulated with the help of the classical the-
orem of John [1948], which guarantees that every norm on R¥ is equivalent
(with constants depending only on N) to a Euclidean norm, whose unit ball
is a linear transformation of the standard unit ball. If W is a matrix weight

and V := W%7 it is easy to see that
1/p
e € R — (][ |V(t)e|pdt>
Q

is a norm, and hence, by the theorem of John [1948], there is a positive definite
reducing operator [V]g , € RN*Y such that

1/p
WVlawel < (f 1Vl at) ™ < VA Vel
The matrix-A, condition may then be defined by the finiteness of the constant

(Wa, = Sgpl[v]Q,p[V*l}Q,p/\”, Vi=Ws.

P

1
The reader is invited to check that [V]g,, = (V?){ if N =1 or p = 2 (but not
in general otherwise), so that the different definitions of A, are consistent. It
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is possible to give an equivalent definition of the matrix A, condition with-
out reference to reducing operators, but one would still need them to prove
anything interesting, which is why we prefer to state the definition as above.

While the qualitative boundedness of the Hilbert transform, and in fact
of more general Calderén—Zygmund operators, on LP(WW) was settled in the
mentioned papers, the proof of the scalar-valued As theorem raised the natural
question of its extension to the matrix-weighted case. This remains open, but
several related results have been achieved.

While sparse domination is perfectly applicable to vector-valued (even Ba-
nach space valued) functions, as we have seen in this chapter, it loses essential
directional information, which makes it ill-suited for matrix-weighted consid-
erations. To address this drawback, Nazarov, Petermichl, Treil, and Volberg
[2017] invented a refined notion of convex body domination, where the averages
(IIf)q are replaced by the related convex bodies

{61 18l <1} CRY, feL'(QRY).

Convex body domination of T' is most easily stated in its bilinear form, as an
elaboration of the sparse form domination

(Tf,9) < car Y 1QIIFsallghse

Qe

hr Y //M $)llg(®)] ds .

Qe

(11.57)

Convex body domination of T can now be stated in the form

(Tfg)l <) C"l'giT |¢S|up<1‘//Q y s)-(t)g(t)dsdt|, (11.58)
Qe e X

IPlleo<1

with the important difference that we take the dot product of f(s), g(¢) € R™
first, and only then the absolute value of the result; this allows for critical
directional cancellation compared to (11.57).

The proof of Nazarov, Petermichl, Treil, and Volberg [2017] (arXiv 1/2017),
that standard Calderén—Zygmund operators satisfy (11.58), follows the same
lines as the proof of Theorem 11.3.15 but with important elaborations at a
few selected points, making again use of the ellipsoid theorem of John [1948].
On the other hand, with (11.58) available, Nazarov et al. [2017] can prove the
bound

1Tl 22wy < car WX
which remains the best available matrix-weighted estimate for Calderén—
Zygmund operators (or even just for the Hilbert transform) at the time of
writing. A variant of the same results was also obtained by Culiuc, Di Plinio,
and Ou [2018b], seemingly earlier (arXiv 10/2016) but not independently; ac-
cording to their acknowledgment, the concept of domination by convex body
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averages was introduced to these authors by Sergei Treil during his seminar
talk at Brown University in the Spring of 2016.

Since then, further applications and extensions of convex body dom-
ination have been explored by Cruz-Uribe, Isralowitz, and Moen [2018],
Di Plinio, Hytonen, and Li [2020a], Isralowitz, Pott, and Rivera-Rios [2021],
Isralowitz, Pott, and Treil [2022], and Muller and Rivera-Rios [2022]. Impor-
tantly, Bownik and Cruz-Uribe [2022] extended the Rubio de Francia algo-
rithm (Proposition J.2.2), and its key application to weighted extrapolation
(Theorem J.2.1), to matrix-valued weights, by further development of the
convex body philosophy.

An abstract framework for convex body domination has been proposed by
Hytonen [2023], allowing also Banach space valued functions in the theory.
While genuinely operator-valued weights in infinite dimensions seem to be
out of reach, this framework allows the treatment of RV *N_valued weights
on spaces of X"N-valued functions. In particular, the following simultaneous
extensions of the boundedness of the Hilbert transform on the Banach space
valued L?(R; X) by Burkholder [1983], and on the matrix-weighted L?(W) by
Treil and Volberg [1997], is obtained there.

Theorem 11.4.2. Let X be a UMD space, and W : R — RN*N be a matriz
Ao weight. Then the Hilbert transform H extends boundedly to

1
L2(W;XN) = {f R — X7V [fllL2qwixwy = W2 fllre@sxny < 00}

and satisfies ||H|| o 2wixny) < CNhg)X[W]i/f < CNB;X[W]?L‘/227 where

ho,x = ||H||L2(R;X) and B2, x is the UMD constant.

The stated quantitative formulation in terms of Ay x is not explicit in Hytonen
[2023], but can be tracked in the proof, in a similar way as in Corollary 11.3.27
in the text.

A summary of sharp weighted bounds for classical operators

Our discussion above has been focused on norms of Calderén—Zygmund singu-
lar integrals and their various extensions, viewed as operators on a weighted
L?(w) (or matrix-weighted LP(W)) space; these are referred to as strong-type
bounds. We will briefly summarise results in two closely related directions.
First, one may inquire about the corresponding weak-type bounds, i.e., op-
erator norms in Z(LP(w), LP*°(w)). These are obviously dominated by the
strong-type norms, but the point is that the optimal weak-type norms may
be significantly smaller in some cases, which gives these questions an indepen-
dent interest. Second, one may pose the same questions for various square-
functions, which could be viewed as part of the extended family of (vector-
valued, when suitably interpreted) Calderén—Zygmund operators; however, it
turns out that these operators are actually slightly “better” in terms of the
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dependence of their norms on the weight constant. A basic example is the
dyadic square function

~ (X mos@) ",

Qe

(where the operators D¢ are defined in (12.1) and discussed extensively in

Chapter 12), but several other classical square functions satisfy the same

weighted bounds; we refer the reader to the papers quoted below for details.
A summary of the sharp bounds known for these operators is as follows:

Singular integrals:

For p € (1,00) and w € A, the sharp estimates in L?(w) are:

max(1

1

(1) the strong-type bound is [w], 51 (Hytonen [2012]);

(2) the weak-type bound is [w]4, (Hytonen, Lacey, Martikainen, Orponen,
Reguera, Sawyer, and Uriarte-Tuero [2012]);

(3) the weak-type L'(w) bound is [w]4, (1 + log[w],) (the upper bound was
proved by Lerner, Ombrosi, and Pérez [2009], its sharpness is due to

Lerner, Nazarov, and Ombrosi [2020]).

A speculative linear-in-[w] 4, bound in (3) was known as the A; conjecture,
or the weak Muckenhoupt—Wheeden conjecture. The original conjecture, dis-
proved by Reguera [2011] and Reguera and Thiele [2012], was about the
boundedness of T : L'(Mw) — L'*°(w) for any weight w. This holds for
M in place of T' (Theorem 3.2.27), which motivated the conjecture.

Square functions:

For the range of p as specified and w € Ay, the sharp estimates in L?(w) are:

max(%,ﬁ)

(4) the strong-type bound is [w], ~" for p € (1,00) (Lerner [2011]);

max(1, .
(5) the weak-type bound is [w] @) for p € [1,00) \ {2} (p = 1: Chanillo
and Wheeden [1987], Wilson [2007, 2008]; p € (1,2): Lacey and Scurry

[2012]; p > 2: Hytonen and Li [2018]);

(6) the weak-type L?(w) bound is at most [w ]1 (1 4 log[w]4,)? (Domingo-
Salazar, Lacey, and Rey [2016]), but its sharpness seems to remain open
(see Ivanisvili and Volberg [2018] for partial related results).

S =
-

In contrast to singular integrals, the bounds at p = 1 above are consequences of
the stronger statement that S : L'(Mw) — LY (w) is bounded for any weight
w, i.e., the Muckenhoupt—Wheeden conjecture holds for square functions. This
also explains the (implicit) appearance of sharp weighted bounds in Chanillo
and Wheeden [1987], long before this became a fashionable topic.
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For matrix-weights, the only known sharp estimates among these exam-

ples, at the time of writing, seem to be the square function bounds (4) for

€ (1,2]; this was proved by Hytonen, Petermichl, and Volberg [2019b] for
p = 2 and extended by Isralowitz [2020] to p € (1,2).
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