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Abstract

Traditionally, convolutional neural networks are feed-
forward networks with a deep and complex hierarchy. Con-
versely, the human brain has a relatively shallow hierar-
chy with recurrent connections. Replicating this recurrence
may allow for shallower and easier to understand computer
vision models that may possess characteristics usually at-
tributed to the brain. One of the characteristics we examine
in this paper is the effect of recurrence on the robustness of
the model against noise. Additionally, we vary the type of
noise in order to observe what behaviour is universal and
what behaviour is specific to the noise. However, it is cru-
cial to make the distinction that recurrence in the brain is
different from that in classical recurrent models. The key
difference lies in how information passes through the lay-
ers at every step. This gap has been addressed by CORnet,
a family of models that use a more biologically compatible
hierarchy of recurrence.

In this paper, we take the idea of the biologically com-
patible recurrent hierarchy and look at the effects of re-
currence when applied to a baseline down-scaled Resnet
model. We show different settings where recurrence results
in an increase in adversarial robustness, and settings where
recurrence has the opposite effect. To offer an additional
perspective of robustness, we also show how recurrence
makes the feature maps of a model more resilient to per-
turbations. Following these observations, we conclude that
biological recurrence allows the model to average out white
noise spatio-temporally and we use the observations to sup-
port our hypothesis.

1. Introduction
Computer vision has long history of taking inspiration

from biological models for human vision [1], [2]. CNNs
have had a significant influence on the present state-of-the-
art in computer vision [3], showing that drawing analogies
between CNNs and biological models of computer vision
have been proven to be quite useful in the past [4], [5]. This

Figure 1. Adding recurrence to feedforward models has been
shown to improve the model robustness. In the Figure, a picture
of a bird corrupted by Standard Gaussian noise is the input for a
feedforward network and a network with backward connections
used in Section 4. The feedforward network incorrectly predicts
dog with high confidence while the recurrent network is able to
correctly predict bird.

relationship has been valuable for neuroscience as well,
allowing researchers to test decades old hypotheses using
CNNs [6]. As such, seeing that CNNs as well were inspired
by the study of biological vision [7], it may be fruitful to
continue this inclination towards bio-inspired models, fur-
ther resulting in improvements in computer vision [8], [9].

There is a considerable overlap between the fundamen-
tal principles of CNNs and computational models of bio-
logical vision, such as the increasing complexity of features
as one looks deeper into the model hierarchy [10]. How-
ever, despite this overlap, there are significant differences
as well. CNNs lack recurrent connections that are com-
mon in the ventral visual stream of primate brains [5], [11].
This opens up CNNs to architectural changes that might
help bridge the gap mentioned earlier, leading to increased
model-brain parallelism. Additionally, recurrence in Re-
current Networks is different from recurrence in the brain
in terms of the way information passes through the model
over time [12]. This means classical recurrent models can-
not simulate visual processing the way that is done by the
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primate brain. This difference between standard recurrence
and biological recurrence is explained in Section 2.1.

To look at the effects of adding recurrence, we looked
at the impact recurrence has on the robustness of a model
against adversarial noise in the input. Adding recurrent con-
nections is thought to bring contextual information to early
visual areas to fill in missing details, aiding in robustness
[11], [13]. Similarly, top-down processing performed by
the recurrent connections is shown to improve sensory rep-
resentations in the brain [14]. Recurrent connections are
a vital part of the visual system that aid the robustness of
object recognition in humans [15], [16]. Conditions where
recurrence does not come into play, such as time-limited
observations, result in humans making similar mistakes as
computational models [17]. In this paper, we use differ-
ent types of attacks to test this theory, and propose our own
alternative explanation that recurrent connections carry out
spatio-temporal averaging which helps combat noise. We
show conditions that result in recurrence being detrimental
to robustness, and provide evidence for why our explanation
is consistent with the results. Lastly, we consider robustness
with respect to the stability of validation accuracy with in-
creasing noise, and also with respect to the sensitivity of the
feature maps to noise. In both cases, we find that the type
of noise plays a major role in whether the model shows im-
proved robustness.

Our main contributions are:

• Showed that adding recurrence to a model increases
the robustness (with respect to validation accuracy)
against white noise introduced such as Standard Nor-
mal Gaussian Noise at test time. This increased robust-
ness holds true with and without adversarial training.

• Showed that degree of recurrence has a significant im-
pact on robustness, and that there is a sweet spot in the
amount of recurrence which maximizes robustness.

• Showed that the robustness due to recurrence does not
apply for correlated noise and similar perturbations
that are not white noise.

• Showed that neural activations of recurrent models are
more likely to recover from small perturbations to the
input.

2. Related Work
2.1. Biologically Recurrent Networks

The paper by Kubilius et al [12] introduces the concept
of biological recurrence and how it can be used in a CNN
to create models that are biologically more analogous to
the brain. In their work, the researchers introduce a fam-
ily of models known as CORnet that use biological recur-
rence to process information. We have adopted their work

to construct a biologically recurrent resnet [18], which is
then used for the experiments in Section 4.

The order of computation is crucial when a network
needs to pass data through its constituent blocks multiple
times. In traditional recurrent networks, one time step is
characterized by information passing from the input all the
way to the output [19]. However, in order to have a bi-
ologically consistent form of recurrence, the information is
passed through in a stepwise manner [12]. This would mean
that each forward pass would consist of multiple time steps,
where each time step sees the output of a layer feeding back
into itself, and also passing only to the very next layer. For
example, in Figure 3, at t=0, only the 3x3 conv block will
process information and pass it to Residual Block 1. At t=1,
Residual Block 1 will process that input, and the 3x3 conv
block will update its state and begin processing the next in-
put. When all time steps have taken place, one forward pass
is complete. This mechanism can be seen in Figure 2.

Figure 2. A biologically recurrent network when unrolled shows
the stepwise manner in which information passes from one layer to
another. The deeper layer only receives its input in the next time
step if the previous layer received an input in the previous time
step. This figure has been referenced from the paper by Kubilius
et al [12].

2.2. Adversarial Robustness

CNNs lack the human brain’s robustness against pertur-
bations [20], [21], which is an important shortcoming that
has receives a lot of attention due to its implications for the
increased performance and safety of computer vision appli-
cations [22]. Figures 5 and 10 shows the types of noise used
for the adversarial attacks. One example of a successful
adversarial attack during training showed how minor noise
(with 1% of the intensity of the noise shown in the figure)
is able to completely change the prediction from plane to
deer, with the network being very confident in its incorrect
prediction. One reason for this observation is due to the
fact that CNNs have a tendency to have high texture bias
while humans have a tendency to have a high shape bias
[23]. Due to this, any minor perturbations can change the
texture enough to change the model’s predictions.
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The most popular method of adding robustness to a
model is to include examples of adversarially attacked im-
ages in the training dataset [24]. Doing so allows for the
model to incorporate adversarial examples into their feature
maps, making the model more robust against attacks of in-
tensities that it has not experienced before. However, this
method is highly specific as we can only train on known at-
tacks, making the network susceptible to newer or different
types of attacks. Recurrent connections in the model are
hypothesized to aid robustness by bringing contexual infor-
mation from deeper layers in order to fill in missing or cor-
rupted information in the present layer [11]. The top-down
feedback has a similar effect as increasing the receptive field
of a layer, thus incorporating more contextual information
to the neuron responses and helping the model resolve local
ambiguity [13].

Section 4 is dedicated to addressing this further, and pre-
senting situations where the hypothesis doesn’t hold true,
and why that may be the case.

3. Method
3.1. Recurrent Resnet

As a baseline, we used a scaled down version of
Resnet18, shown in Figure 3. The standard resnet model
only had the blue feedforward connections. The green con-
nections were added to make the model recurrent based on
the work done in the paper introducing CORnet [12]. The
resulting models have the same number of parameters, as
shown in Table 1.

Additionally, we used a coarse to fine recurrent model,
where the input in the first time step is heavily blurred, get-
ting finer with each time step, with the final image being
the original, unchanged image. Figure 4 shows what the in-
put looks like every time step. This was done in order to
assess whether the model will learn better features if it re-
ceives the input image at multiple resolutions over time, in
comparison to the standard recurrent model, that receives
the original image for every time step. The coarse to fine
mechanism may also help the model have a higher shape
bias due to the gradual deblurring of the input image [25],
but this requires further analysis.

3.2. Adversarial Attacks

In this paper, we use two different blackbox attacks [26],
[27] throughout all the experiments. The attack is blackbox
as the process of generating the noise does not have any in-
formation about the target network [28]. Standard Normal
Gaussian Noise was used as it is the basis of a major part
of the work done in adversarial robustness [24], [29]. Addi-
tionally, it allows us to see the effects on the accuracy of the
model when the noise is uncorrelated white noise. Figure 5
shows a 32x32 patch of Gaussian Noise, like the ones used

Model Name Accuracy (%)
Number of
Parameters

Resnet 89.0 ±0.2 554634
Recurrent
Resnet 88.8 ±0.3 554634

Recurrent
Resnet CtF 89.5 ±0.2 554634

Table 1. Adding recurrent connections does not affect the number
of parameters, but it has a noticeable effect on the Accuracy.

Figure 3. Architecture for the models used. The baseline model
only consists of the blue feedforward connections, while the recur-
rent model is the same as the baseline models but with the recur-
rent connections shown as green lines.

in Section 4.
On the other hand, in order to assess how the model re-

sponds to perturbations other than white noise, we used cor-
related noise, shown in Figure 10. This noise was generated
as shown in algorithm 1.

To perform the adversarial training, we included adver-
sarial examples in the training data. The transforms that the
examples had have been summarized below:

• Experiment 1: Standard Gaussian noise with up to 1%
of the intensity of the original image was added to the
adversarial examples during training time.
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Figure 4. For 3 time steps per forward pass, the coarse to fine
model receives increasingly fine inputs every time step. The effect
is exaggerated in the image for visualization purposes.

Algorithm 1 Algorithm to generate correlated noise

Func ← Define a function, f(x) = (
1

f
)x in Frequency

Space

Rand ← Define an uncorrelated Random Function in
Frequency Space

Complex Noise← Product of Func and Rand

Correlated Noise ← Convert Complex Noise to real
space

• Experiment 3: Standard Gaussian noise with exactly
1% of the intensity of the original image was added
as a rectangular patch centered on the image during
training time. The patch ranged between 10% to 90%
the size of the original image.

• Experiment 4: Correlated noise with up to 5% of the
intensity of the image was added to the adversarial ex-
amples during training time.

Testing a recurrent CNN with various adversarial attacks
allows us to confirm whether recurrence makes a model uni-
versally robust, or if the robustness is specific to the types
of perturbations. In addition to that, we look at the feature
maps produced by the model before and after adversarial
attacks to help us visualize how the extracted features are
affected.

4. Experiments

The models used in the experiments have been explained
in Section 3.1.

4.1. Experiment 1: Gaussian Noise

As a baseline, we tested how biological recurrence af-
fects robustness against Gaussian Noise. In order to do this,
we used three models- resnet, resnet recurrent, and resnet

Figure 5. Example of an image of a bird affected by Gaussian
Noise. The effect has been exaggerated for visualization purposes,
but during training time, the noise weight is 1% of the example
image.

Figure 6. The validation accuracy vs the Gaussian noise weight.
All models with suffixed with ‘Adv’are models that have under-
gone adversarial training.

recurrent (coarse to fine). The models were trained on ci-
far10 [30] once with standard training, and once with ad-
versarial training. During adversarial training, the Gaussian
noise was weighted between 0 and 0.01 (1% of the original
image intensity). The noise is chosen to be imperceptibly
small since the model should be able to generalize to ex-
amples with more severe noise during test time in order for
the adversarial training to be useful. Figure 5 shows how an
image is affected by the noise.

To test the robustness, the models mentioned above were
adversarially attacked with noise of increasing weight at
test time. Figure 6 show the trend that the models fol-
low. We find that the recurrent models are more robust in
comparison to the baseline resnet model even when none
of the models are adversarially trained. This difference be-
comes greater when the models are all trained with adver-
sarial samples, showing a greater ability to generalize, even
at noise weights larger than those the models were trained
on. Additionally, we see that in Figure 6, for noise weight
below 0.1, the coarse to fine recurrent model outperforms
the standard recurrent model. The increasing sharpness of
the image with each time step shows an additional method
for improving robustness of a model, but further research is
required to make any claims.
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The models had increased robustness due to recurrence
even when they were not optimized for robustness, like in
the case of models with no adversarial training. This hints
at a mechanism of recurrence that makes a model inherently
more robust. This line of enquiry is explained in further
detail in the next section.

4.2. Experiment 2: Degree of Recurrence

Our hypothesis for the increase in the robustness of re-
current models is that these models are able to average out
the Gaussian noise, since uncorrelated noise can be eas-
ily averaged out over time. Similarly, the CtF model fur-
ther averages the noise out over space, leading to added ro-
bustness. To test whether this mechanism aids robustness
monotonously, we repeated the previous experiment with
models of varying degree of recurrence.

Every time step, a layer receives feedback from itself
along with input from the previous layer. Once every time
step has passed, one forward pass is completed. By chang-
ing the number of time steps in one forward pass, we can
change how recurrent the model is. This allows us to ana-
lyze the effect that the degree of recurrence has on the ro-
bustness of the model. Figure 7 shows this relation.

We find that while recurrence increased the robustness
to Gaussian Noise in Experiment 1, it does not always have
that effect. If the model requires too many, or too little time
steps to complete the forward pass, it ends up performing
worse than the baseline resnet. The optimal number of time
steps for this experiment can be seen to be around 5.

The papers by Yan et al [13] and Choi et al [11] state
that recurrence allows a layer to receive contextual infor-
mation from deeper layers in order to fill in missing infor-
mation. Figure 7 shows that having a model that is not re-
current enough may provide an insufficient amount of infor-
mation from deeper layers to maintain a relatively high vali-
dation accuracy. Consequently, a model that is too recurrent
would also result in a drop in accuracy as the original image
would have decreasing contribution relative to the informa-
tion from all the other time steps. This would result in the
the number of time steps being a hyper-parameter in need
of tuning specific to the problem.

Figure 7 could also help explain why the coarse to fine
recurrent model in Figure 5 drops below the standard re-
current model after noise weight 0.1. The additional blur-
ring from the coarse to fine mechanism may be analogous to
the averaging mechanism of a more recurrent model. This
would result in the original image, which is only available
to the coarse to fine model for the final time step, having too
little contribution towards deciding its class.

4.3. Experiment 3: Local Noise

We saw from the previous experiments that recurrent
models show a tendency to be more robust to adversarial at-

Figure 7. The validation accuracy vs weight of the Gaussian noise.
Each model has undergone the same training, but the number of
time steps per forward pass in different, making some models more
recurrent than others.

tacks even without any adversarial training, provided their
degree of recurrence is tuned correctly for the task. How-
ever, the noise in the experiments affected the entire image.
Studies have shown that even a highly local attack like a
patch [31], [32], or even a single pixel [33] is enough to fool
the model. In this experiment, we aimed to show how val-
idation accuracy is affected during test time as noise varies
from local to global. If our hypothesis is true, we should
see the recurrent models perform better than the baseline
as the noise covers a larger portion of the image due to the
spatio-temporal averaging providing robustness against the
uncorrelated noise. As the noise spreads, the recurrent mod-
els will be in an increasingly advantageous condition.

We use the same models from Experiment 1, but the
noise is changed to a patch of Gaussian noise centered on
the image. The size of the patch of noise is variable in or-
der to cover anywhere between 0% and 100% of the image
in order to assess the accuracy at varying levels of locality.
While training, the weight of the noise was fixed at 1% of
the image intensity, and it covered between 10% to 90% of
the image. Figure 8 shows what the image looks like when
adversarially attacked.

In order to assess how the accuracy is affected, during
test time, the noise weight was kept constant at 5% of im-
age intensity and the patch of noise was varied to cover the
entire image. We can see this in Figure 9. We find that as
the area covered by noise increases, the recurrent models
are able to maintain their accuracy better than the baseline
resnet models.

The increasing difference once again points at an advan-
tage provided by recurrence that helps maintain the accu-
racy while the model is under attack. In addition to provid-
ing a layer contextual information from deeper layers [13],
we demonstrate that the recurrent model is able to average
out white noise over multiple time steps, enabling it to ex-
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tract features more effectively in the presence of Gaussian
noise. The noise used has zero mean, which would mean
that over enough time steps, the noise becomes ineffective.

This could also explain why the coarse to fine model out-
performs the standard recurrent model, as the additional av-
eraging from the blurry images could provide more infor-
mation about the features of the image.

Figure 8. Example of an image of a cat affected by Local Noise.
The area of the image corrupted can be varied in order to affect
how local or global the noise is.

Figure 9. The validation accuracy vs the proportion of image cov-
ered by Gaussian noise. As a larger portion of the image gets
corrupted, the validation accuracy begins to decrease.

4.4. Experiment 4: Correlated Noise

The previous experiments showed an increase in robust-
ness when white noise is used. Based on our hypothesis
that recurrent models are able to average out noise spatio-
temporally, if we used noise that does not average to zero
over time, we would not see the added robustness as we did
earlier. To verify this, we use correlated noise, generated
using algorithm 1. While training, the noise varied from
0% to 5% of the original image. Figure 10 shows the effect
of correlated noise on an image.

Testing the robustness required assessing the validation
accuracy at differing noise weights. Figure 11 shows the
result of attacking the models with correlated noise. We find
that recurrent models no longer have an advantage over the
baseline resnet models. In fact, they perform significantly
worse under these conditions.

This shows us that when we use a non-normally dis-
tributed noise such as correlated noise, the recurrent mod-
els, both adversarially trained and untrained, perform worse
than their baseline resnet counterparts. These results indi-
cate that in the presence of perturbations that do not aver-
age to zero over time, recurrence starts to be a disadvan-
tage. This further supports the hypothesis that averaging
over time is a mechanism used by biologically recurrent
models which as a consequence affects robustness differ-
ently under different conditions.

This could also explain why the coarse to fine models
perform the worst, as the additional averaging from the
blurry images would put the model at a bigger disadvantage
when attacked by correlated noise.

Figure 10. Example of an image of a bird affected by Correlated
Noise. The noise is a lot less grainy than Gaussian nose as the cor-
related nature of the noise allows for smoother transitions between
regions of the image.

Figure 11. The validation accuracy vs the weight of the correlated
noise. We can see that the recurrent models no longer outperform
the resnet model for high noise weights.

4.5. Experiment 5: Degree of Correlation

Once it was established that recurrent models perform
poorly under correlated noise, we fixed the noise weight at
10% of image intensity and varied the degree of correla-
tion of the noise at test time to visualize the response of the
models under a more generalized setting. The degree can
be varied by changing the value of x in Algorithm 1. When
x=0, the noise reduces to Gaussian noise, at x=-1, the cor-
related noise is the same as the noise in Experiment 4, and
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as x reduces, the noise tends towards being more correlated.
Figure 12 shows this response.

We find that on the left side of degree of correlation at
-1, there is a rapid drop in the accuracy of recurrent models,
while the baseline resnet models are only affected with a
significantly higher amount of correlation. Consequently, to
the right of degree of correlation at -1, we see the recurrent
models performing better than the baseline resnet models as
the degree of correlation decreases and the noise approaches
Gaussian.

These results are consistent with the previous experi-
ments as at noise weight 10%, Figure 6 shows the validation
accuracy of the models to be between 50% to 60%, which
is what we see in Figure 12 at degree of correlation at 0.
Similarly, Figure 11 shows the validation accuracy at 90%
at 10% noise weight, which is what we see in Figure 12 at
degree of correlation at -1.

These findings provide additional evidence for the exis-
tence of an averaging mechanism in biologically recurrent
models which also explains the reversal of the order of the
most robust models as the noise approaches a more uncor-
related setting.

Figure 12. The validation accuracy vs the Degree of Correlation.
The recurrent models lose accuracy drastically as the degree of
correlation increases while the resnet models are able to maintain
their accuracy much better. Notice how the order of most robust
model flips as the noise approaches Gaussian noise.

4.6. Experiment 6: Effect of noise on Extracted
Features

To visualize the effect of recurrence on the feature maps
produced by the models, we show in Figure 13 the feature
maps of one channel of one layer of the models. The input
image is then corrupted and the feature maps are produced
again to visualize the perturbations caused in the feature
maps due to the perturbations in the input image.

We then calculate the Mean Squared Error between a
feature map with a clean input image, and a feature map
from the same channel with a corrupted input image. This

Figure 13. Feature Maps of an individual channel in Block 1 of
both resnet, and recurrent resnet models. The images on the left
have the clean image as input, and the images on the right have the
corrupted image as input.

gives us a metric for how much the feature maps are af-
fected by noise, with low Mean Squared Errors indicating
more robustness in terms of preserving the detail in the fea-
ture maps. Doing this calculation on 1000 images provides
us with Figure 14, which shows how some layers preserve
feature maps better than other layers.

A general trend that can be observed in Figure 14 is that,
at all times, the adversarially trained models have lower
Mean Squared Error than their counterparts with standard
training. This shows an increase in robustness with a dif-
ferent perspective from that in Figures like Figure 5, where
robustness is more literally defined as the model’s ability to
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prevent accuracy loss.
We see in Figure 14 that the recurrent models have a

higher Mean Squared Error than the baseline resnet in the
earlier layers, and a lower Mean Squared Error in the later
layers. Since later convolution layers have a larger number
of channels than earlier layers, having lower Mean Squared
Error in the later layers results in a lower net loss of infor-
mation. We can calculate this taking the sum of the mean
squared error over every layer, weighted by the number of
channels in the layer.

As the noise used for this experiment was Gaussian, we
can expect after seeing all the previous results that the bet-
ter the ability to average out the noise is, the more robust
the model will be. Using the weighted sum metric, this is
exactly what we see. We find the coarse to fine recurrent
model to be the most robust, the baseline resnet model to
be the least robust, with the standard recurrent model in the
middle.

Figure 14. Mean Squared Error between clean and corrupted fea-
ture maps over all the layers of the models. Resnet models show a
roughly linear trend until the later layers, where the error increases
drastically. Meanwhile, recurrent models have higher error in the
earlier layers, and relatively lower error in the later layers.

4.7. Experiment 7: Real Life Dataset

Lastly, this experiment shows the performance of recur-
rent models in a real world setting. We used a dataset of
rocks to test whether recurrence is able to find any practical
uses. The rock dataset was chosen as the rocks contain tex-
ture and impurities, which act as both features and as noise.
The texture could contain information about type of rock,
but the impurities could prevent the model from making the
correct prediction. This dataset would require a trade-off
between ignoring some patterns while keeping other, use-
ful patterns. For this reason, we hypothesized the recurrent
model would have a slight advantage due to the reasons dis-
cussed earlier. Figure 15 shows an example from each of
the seven classes in the dataset.

We can see the results of the training in Table 2. We
see that the standard recurrent model outperforms the base-
line resnet model. Additionally, we see that the coarse to

Figure 15. An example from each class of rocks in the dataset. We
see the rocks have plenty of texture but also contain impurities.

fine model performs the worst. One possible explanation
using our hypothesis is, as we stated above, the trade-off
between ignoring and keeping texture information. The re-
current connections in the model would give it the spatio-
temporal averaging ability to ignore the real world noise in
the data, but the subtle effects of this averaging could allow
the model to still preserve textures that correlate directly to
an increase in performance. This effect would result in the
right sweet spot for being able to maximize the information
extracted from the dataset.

On the other hand, the poor performance of the coarse
to fine model can be explained by the fact that the textures
indicative of the class of rock are important features that are
blurred for the majority of the time steps in the coarse to
fine model. This blurring would cause a loss of too much
information from the model, and would get rid of both the
unneeded noise, but the important textures, resulting in a
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Model Name Accuracy (%)
Number of
Parameters

Resnet 60.0 ±0.25 554634
Recurrent
Resnet 61.4 ±0.4 554634

Recurrent
Resnet CtF 55.7 ±0.3 554634

Table 2. Adding recurrence shows an improvement in accuracy
for the standard recurrent model. However, for the coarse to fine
model, the performance drops considerably.

significant drop in accuracy, which we see in Table 2.

5. Conclusion
The experiments show that biological recurrence could

have a positive influence on robustness in specific situa-
tions.

We also see that this robustness does not hold against
correlated noise, and is detrimental to the model’s perfor-
mance. This fact is true for correlated noise at any degree
of correlation, which hints at a the possibility of an alter-
nate mechanism for robustness. Instead of filling in miss-
ing contextual cues from later layers, biological recurrence
might be averaging over white noise in order to extract fea-
tures more effectively. We even see in Experiment 7 that
this mechanism can have practical uses.

Experiment 6 provides a graphic for why recurrent net-
works are more robust, showing the effect of input pertur-
bations on the internally observable activations. According
to Figure 14, in comparison to resnet, earlier layers of re-
current models are more prone to perturbations, while later
layers are more robust. This has the overall effect of in-
creased robustness due to a larger proportion of channels
being in the later layers.

6. Discussion
While the evidence above suggests that recurrence can be

largely beneficial for the future of reliable and noise resis-
tant computer vision models, adding recurrence to a model
comes with its downsides as well. Experiment 2 shows us
that the degree of recurrence is an important factor in deter-
mining whether the model will benefit from robustness as
the effect is lost when the model is not recurrent enough,
and the contribution of the original image is diminished if
the recurrence is too high. This would result in the number
of time steps for the recurrent connections being another
hyperparameter that needs to be tuned to optimize perfor-
mance.

Additionally, performing recurrent computations results
in the model taking more time to train, even if the number
of parameters in the feedforward and recurrent models is

the same. From our experiments, we observed that recurrent
models take on average 3x more time than their feedforward
counterparts due to the stepwise nature of the computations.
Whether this cost is acceptable for the added effects of re-
currence depends on the application, but in situations where
safety is involved, recurrence may be quite useful.

However, more work is needed to be confident in these
claims. Varying the degree of correlation for adversarial
training might show interesting results as the model would
be trained on a wider range of a family of noise. Further-
more, using other types of noise, and real world examples
of perturbed data would shed more light on the effects of
recurrence. We tried using Perlin noise for similar experi-
ments as the ones in Section 4, but the results were not very
informative. This data along with other experiments can be
found in the Appendix.
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2
Basics of Deep Learning

Deep Learning is a subset of a larger domain called Machine Learning. Deep Learning models such as
Convolutional Neural Networks (CNNs) typically consist of multiple layers, and the features extracted by
the layers get increasingly complex deeper into the layers [1]. Traditionally, in computer vision, features
had to be manually selected for a particular dataset for the model to have success [2]. However, deep
learning models are able to learn the features automatically, giving them a high level of flexibility [3].
Deep Learning has since exploded in popularity and CNNs are used in a wide variety of areas like
object detection [4], object classification [5], and action detection [6]. In this section, we will explain
CNNs in further detail.

2.1. Convolutional Neural Networks
CNNs are a class of Neural Networks that are particularly useful in processing image and video data
[7]. In the paper, the CNNs were trained on image data. When an image is given to a CNN as input,
the image is represented as a stack of matrices, one for each channel for red, green, and blue. Each
matrix element corresponds to the intensity of the pixel of that channel. This stack of matrices is what
the convolution layer receives, where the features are extracted from the data[8]. The general structure
of a CNN block can be seen in Figure 2.1.

Figure 2.1: The input passes through the convolution layer after which the activation layer activates the neurons with a high
response. These neurons generate the feature map, that then passes through the pooling layer in order to be downscaled.

2.1.1. Convolution Layer
A Convolution layer consists of several filters that perform 2D convolution on the input images, across
all the image channels, each generating a feature map. These feature maps are then stacked back to
back to create another image with N channels where N is the number of filters [9]. This new image is
then used as the input for the next layer, increasing the complexity and flexibility of the features that
are detected by the CNN overall. In the paper, we have used a Resnet to produce the feature maps.
Figure 2.2 shows how convolution works for a single filter, and the formal definition of convolution can
be found in the equation below:
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14 2. Basics of Deep Learning

𝑋i(l) = 𝑏i(l) +
𝐷(l-1)

∑
𝑗=1

𝐾i,j
(l) ∗ 𝑋j(l-1) (2.1)

Where 𝑋i(l) is the 𝑖th feature map of layer 𝑙 produced as the output of the previous layer. 𝑏i(l) is the bias,
𝐾i,j

(l) is the filter taking as input the 𝑗th feature map of the layer 𝑙 − 1, and generating as output the 𝑖th
feature map of the layer 𝑙.

Figure 2.2: Visualizing the convolution operation. Element-wise multiplication of the input subsection and filter product which is
summed to generate the target value at a specific position in the output. This figure was adapted from the course CS231n by
Stanford University [10].

Each subsection of the image that goes through convolution is multiplied by the corresponding filter
weight, and then the values are added to generate the value of one pixel of the feature map. Due to
the fact that the filter size is predefined, and that the image can be of any size to perform convolution,
CNNs are able to be scaled up or scaled down depending on the type of application [9]. This level of
versatility is the reason for the CNNs success.

2.1.2. Activation Layer
The activation layer consists of a function that maps the output of the convolution onto a non-linear
domain. Introducing these non-linearities is essential, since without the activation layers, a model could
only learn linear decision boundaries, leading to poor performance [11]. The activation layer decides
whether a neuron can fire or not, depending on if the neuron’s value is above a threshold, known as the
bias. Figure 2.3 shows what the different activation functions look like. Some of the common functions
used in activations layers can be seen below.
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• Sigmoid:

𝜎(𝑧) = 1
1 + exp -z (2.2)

• Tanh:
𝜎(𝑧) = exp z − exp -z

exp z + exp -z (2.3)

• ReLU:

𝑅𝑒𝐿𝑈(𝑧) = {𝑧, z>0
0, otherwise

(2.4)

• Leaky ReLU:

𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑧) = {𝑧, z>0
𝑎𝑧, otherwise

(2.5)

Figure 2.3: Common activation functions used to add non-linearities into deep learning models. The figures have been adapted
from [12].

2.1.3. Pooling Layer
A pooling layer is typically used to reduce the size of the feature maps in order to make the CNN more
computationally efficient. Pooling has a similar effect as sampling the image with a specified step size.
This results in the image shrinking significantly but still maintaining most of the information [9]. Figure
2.4 shows the pooling layer in action. Similar to convolution, the pooling kernels convolve over the
image and sample data depending on the type of pooling, shown below:

• Max Pooling: The largest pixel in the subsection of the image is chosen to be in the feature map
of the down scaled image.

• Average Pooling: Average of all the pixels in the subsection of the image is chosen to be in the
feature map of the down scaled image.

• Min Pooling: The smallest pixel in the subsection of the image is chosen to be in the feature map
of the down scaled image.
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Figure 2.4: The figure shows how pooling is performed. When the stride of the filters is 2, the pooling layer has the same effect
as downscaling the input by 2. This figure was adapted from the course CS231n by Stanford University [10].

2.1.4. Regularization
Regularization is necessary in order to prevent a model from performing too well on the training dataset
and poorly on the test dataset. This is usually an indicator for overfitting, where the model has been
over-tuned to the training data, and is extremely sensitive against any other data, causing poor results
[13]. Regularization in the paper was performed by using Data Augmentation, which involves perform-
ing transformations on the data in order to artificially inflate the dataset. Doing so generates more
samples, and makes it less likely for the model to overfit.

Deeper models are more likely to overfit, which is why they require immense amounts of data to
be able to perform optimally. This is due to the fact that with each layer, the features get more and
more complex, and if the amount of data is insufficient, the extracted features maps specifically to the
provided data instead of generalizing [13]. Figure 2.5 shows the difference between a model that has
overfit, fit correctly, and underfit.

Figure 2.5: Increasing the complexity of the model increases the likelihood of overfitting. This figure was adapted from [14].

2.1.5. Fully Connected Layer
The role of a fully connected layer is to connect every neuron in the previous layer to every neuron in
the next layer. Fully connected layers are used at the end of the CNN in order to convert the filters
into class confidence weights, with which the predictions can be made [9]. The final layer of a CNN
is typically a fully connected layer with the same number of neurons as the number of classes. The
activation of each of the neurons tells us how confident the model is in the input image being from that
class. Figure 2.6 shows a model with all the layers we have discussed so far.
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Figure 2.6: Increasing the complexity of the model increases the likelihood of overfitting. This figure was adapted from [15].

2.2. Resnet
Resnet is a family of CNNs that were introduced in 2015 [8] and have since had a significant contri-
bution to deep learning research. They consist of residual connections, which eliminate the problem
of vanishing gradients [16]. This problem occurred in deep networks as the deeper the network is, the
more likely it is that the gradients will tend to zero due to the increased number of derivatives that need
to be calculated.

2.2.1. The problems with deep CNNs
The paper introducing resnet [8] mentions that deep networks faced a problem with degradation, where
as the layers increase, the training accuracy of the model starts to drop. This is exactly the opposite as
was expected since increasing the layers tends to increase overfitting, which results in unexpectedly
high training accuracy. This problem is a result of vanishing gradients. Resnet solves this issues
by having shortcut connections, which is an identity mapping that allows the gradients to propagate
deeper into the network. This resulted in Resnets improving drastically from depth in comparison to
other networks, giving rise to networks like ResNet-18, ResNet-34, ResNet-152, where the number
represents the number of layers. A standard ResNet-18 has been shown in Figure 2.7.

2.2.2. Simplicity of Resnet
Resnet had a top-5 error rate of 3.57% on Imagenet, which was a significant improvement given the fact
that Resnet was less complex than other networks [8]. The shortcut connections allowed for models
that could be far simpler. In our paper, we have used Resnet for the same reason. Recurrent models
can be made to be simpler than current CNNs due to increased biological realism by adding additional
connections between layers. Due to this, Resnet was the most compatible model with the changes we
intended to make.
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Figure 2.7: The figure shows the architecture of a standard ResNet-18 model. The figure has been taken from the paper by
Ramzan et al [17].



3
Image Classification

Image classification is a part of Supervised Learning in Machine Learning [18]. This means that the data
we train the model on has two parts: the input, and the prediction. The input in our case, is an image
from our dataset, and the prediction is the class of the image. The CNN learns these classifications by
learning from a extensive amount of examples, to form features that are successfully able to differentiate
between classes [5]. Figure 3.1 shows us a visual for how the features extracted by the CNN can be
seen as a weighted average of the examples seen by the CNN, weighted by their relative importance
towards improving the accuracy of the model.

Figure 3.1: The resulting image may look meaningless in terms of representing a cat, the the image is a result of capturing the
most important features necessary to identify whether something is a cat or not. These features are all combined into the feature
map we see. This figure was adapted from [19].

3.1. Softmax Classifier
The output of the final fully connected layer is a set of values that correspond to the model’s confidence
in the class prediction. These values are independent of each other and the higher the value is, the
more likely the prediction is to be correct [20]. Using a softmax classifier takes all the values of the
fully connected layer, and transforms them to sum to 1 [20]. This results in each value representing the
probability with which the model thinks the prediction is correct. Doing so makes it possible to use a
loss function to calculate how good the predictions were. This loss value is crucial in ensuring that the
model reaches optimal performance [21]. Softmax can be applied to a vector of values, which results
in the values being transformed to be between 0 and 1, such that all the values sum to 1. It can be
performed using the formula below:
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𝜎(𝑋)i =
exp(𝑋i)

∑𝐾𝑗=1 exp(𝑋j
(3.1)

Where exp(𝑋i) is the value at the 𝑖th position of the vector
Figure 3.2 shows the result of converting a set of values to a set of class predictions.

Figure 3.2: The values of the feedforward layers are transformed into class probabilities using the softmax function. This figure
was adapted from [22].

3.2. Loss Function
A loss function allows us to see whether a model is performing better or worse over time. In our paper,
we used the loss function called categorical cross entropy. This can be calculated as seen below:

𝐿𝑜𝑠𝑠 = −
𝑁

∑
𝑖=1
𝑦i ∗ 𝑙𝑜𝑔(𝑦̂i (3.2)

Where N is the sample size of the data, 𝑦i is the actual prediction, and 𝑦̂i is the model prediction.
When the prediction starts to match the actual class, the absolute value of the Loss will start in-

creasing. The Loss value contains a negative sign as we want it to be very small when the model is
performing well. This loss value is then used to calculate the filter weights using backpropagation [23].

3.3. Backpropagation
Backpropagation is the method with which the gradients are calculated for all the weights using the
loss value, and these gradients propagate backwards into the model as we use the gradients of the
current layer to calculate those of the previous layer [23]. To optimize the loss function, we use gradient
descent, which involves calculating the gradient at the current time step, and using that to tune the
weights slightly so the model has a slightly lower loss value in the next time step. Over many steps,
the model is able to converge, and a minimum value is found for the loss function [24].

3.3.1. Gradient Descent
Figure 3.3 an example of what gradient descent looks like over multiple time steps. We see that for
each time step, the gradient will always lead down the slope, with each step getting smaller and smaller
as we get closer to the minimum. It is important to tune this step size, as a step size that is too small will
lead to extremely long computation time to optimize the model [24]. Additionally, as the step size gets
smaller, the gradient gets smaller as well until is becomes too small to be meaningful. This problem
is known as vanishing gradient [16] that ResNet eliminates by using residual connections, explained
earlier. A step size that is too big will cause the model to jump around the loss function, missing the
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minimum and causing the weights to become too large. This problem is known as exploding gradient
[25], and is a sign that the model needs to reduce the step size.

Figure 3.3: We see that with each step, the model gets closer to an optimum. This figure was adapted from [26].

3.4. Classification Overview
The classification process requires the following steps, discussed in the previous chapter:

• Model receives an input

• Convolution Layer applies various filters to the data and generates feature maps

• Activation function introduces non-linearity into the feature maps

• Pooling layer downsamples the feature maps in order to improve computational efficiency and
reduce the memory usage

• Fully connected Layer combines the features and generates output depending on the class the
image belongs to

• Softmax classifer generates the prediction along with the confidence for each prediction

• All the steps above constitute one forward pass. Following the forward pass, a backward pass
takes place where backpropagation is used to update the filter weights until an optimal value is
reached.





4
Biological Realism: Comparing models

with brains
Given that Neural Networks were inspired by biological brains as well [27], it is only natural to expect
bio-inspired models all throughout Deep Learning architecture. Having bio-inspired models allows us to
make analogies between the brain and the model in terms of their behavioural, structural, or internally
observable similarities, benefiting both the field of computer science, and neuroscience [28], [29].

The primary visual system can be divided into 4 major regions, V1, V2, V4, and IT [30]. These re-
gions are similar to having convolution blocks in a CNN, where the features extracted get increasingly
complex after each block. These complex features are then used by IT for inference [1]. Figure 4.1
shows what the hierarchy of the visual system looks like. We can see that the models have a feed-
forward hierarchy where V1 gives information to V2, which sends the information to V4, which finally
passes the information to IT. But we also see recurrent connections, causing time to be a crucial factor
for robust vision [31].

Figure 4.1: The figure shows how structural analogies between a CNN and the primary visual system can be made. The figure
was taken from the paper by Schrimpf et al [32].

4.1. BrainScore
One way to compare models to the brain would be to use a benchmark known as BrainScore [32].
This benchmark consists of neural metrics, which compare how similar the neuronal activations of the
computational model are to prerecorded neuronal activations of primate subjects. Another metric used
by BrainScore is a behavioural metric, which compares how similar the predictions of the model are to
the predictions made by human subjects. This allows us to assess whether a computational model is
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susceptible to the same mistakes, or if the model also experiences some variation of an optical illusion
like humans do. The goal of BrainScore is to produce models that aren’t necessarily better in terms of
performance, but are ever-closer approximations of the primate visual system. However, performance
and BrainScore are positively correlated, so a model that does well on ImageNet is likely to have a
good BrainScore, as seen in Figure 4.2.

Figure 4.2: The figure shows how BrainScore and the performance on Imagenet are correlated. The figure was taken from the
paper by Schrimpf et al [32].

4.1.1. Effect of recurrence on BrainScore
We used the same recurrent model used in the experiments in the paper to calculate its brainscore.
This would tell us whether recurrence has any effect on whether a model is more brain-like. Table 4.1
shows us the results of this experiment. We see from the table that adding recurrence has a +29%,
which is to be expected as the intention behind adding the recurrent connections was to create a more
brain-like model by replicating parts of its structure. The coarse to fine model performed even better,
which indicates that the additional blurring provides some behavioral similarity to the brain. It is possible
that the blurring induced a stronger shape bias in the model, which resulted it in being more brain-like
[33].

Model Name BrainScore Change in Score
(wrt baseline)

Resnet
(baseline) 0.185 + 0%

Recurrent
Resnet 0.239 + 29%

Recurrent
Resnet CtF 0.251 + 36%

Table 4.1: The table shows the change in brainscore once recurrent connections were added to the baseline model.



4.2. Recurrent CNNs 25

4.1.2. Problems with BrainScore
As stated earlier, Brainscore is correlated to ImageNet accuracy [32]. This means that to get accurate
Brainscores, the models need to been trained on ImageNet, which has a high computational cost. In
our experiments, our models were trained on cifar10 [34], which does not provide enough diversity
in comparison to ImageNet in classes to have a high Brainscore. However, since all the models had
undergone the same training, we can still compare the results relative to one another. Doing so has it’s
own additional problems though. The Brainscore tends to vary considerably for smaller models trained
on alternate datasets. Table 4.2 shows the variance in Brainscores of the same resnet model trained
on different seeds. Seeing howmuch the scores can vary, going as high as a 20% increase, it becomes
difficult to differentiate if the results observed in other experiments are due to changes in the model, or
due to noise. Thus, we can only make conclusions for models that show drastically different scores,
like in Table 4.1.

Model Seed BrainScore Change in Score
(wrt baseline)

Seed 05
(baseline) 0.185 + 0%

Seed
10 0.214 + 16%

Seed
15 0.211 + 14%

Seed
20 0.222 + 20%

Seed
25 0.202 + 9%

Seed
30 0.197 + 6%

Table 4.2: The table shows the change in brainscore as we retrain the same model on a different seed.

4.2. Recurrent CNNs
One shortcoming of CNNs for modeling the brain is that CNNs are feedforward models while the brain
has recurrent connections [29], [35]. Therefore, a bio-inspired CNN that contains these recurrent con-
nections may be able to learn similar mechanisms as the visual system [36], [37]. However, traditional
recurrent neural networks do not display recurrence in the same manner that is found in the recur-
rent connections of the brain [39]. The information passes through the brain’s hierarchy sequentially,
in a stepwise manner. This would require the recurrent connections to be modified to be biologically
consistent. We can see the difference by referring to Figures 4.3 and 4.4. Figure 4.4 performs the bi-
ologically consistent recurrent computations in a way inspired by a model named CORnet, introduced
in the paper by Kubilius et al [39].
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Figure 4.3: The figure shows a common recurrent neural network, when unrolled in time. We can see that the input directly
influences the output in the same time step. This figure was adapted from [38].

Figure 4.4: This figure shows a recurrent network unrolled in a biologically realistic manner. The computations are stepwise, and
the influence of the input takes a few time steps to reach the output.This figure was adapted from [38].
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4.2.1. CORnet
CORnet [39] is a family of biologically-realistic recurrent models. Figure 4.5 shows a recurrent unit
used in one of the CORnet models, which performs computations in the order shown in Figure 4.4.
CORnet was shown to have the same BrainScore as AlexNet [32] and was an important contribution
to the field of computational neuroscience. The recurrent mechanism of CORnet allowed us to modify
a ResNet to show how recurrence affects robustness. The CORnet models generally consist of four of
the recurrent units shown in Figure 4.5, where each unit represents one subsection of the hierarchy of
the primary visual system. The units are anologous to the visual system’s V1, V2, V4, and IT regions
in order to learn similar behaviour as the brain as they are optimized to improve their brainscore.

Figure 4.5: The figure has been taken from the paper by Kubilius et al [39]. It shows a recurrent unit used in CORnet.





5
Additional Experiments: Random

Erasing

5.1. Motivation
Random Erasing was an additional adversarial attack that was applied on the models in the paper.
This attack worked by removing rectangular a section from the image, leaving the image with a black
patch. The proportion of image that could be erased was a hyperparameter. During training time, only
5% of the image was erased, but the proportion went up to 40% during test time. Figure 5.1 shows an
example of the different proportions that the model had to predict during test time.

Figure 5.1: Larger patches were erased during test time to assess whether the models were able to generalize to the attack with
minor examples or if the models overfit on the specific intensity of the attack.

This attack was chosen as recurrence is said to help early layers fill in missing information by receiv-
ing contextual information from deeper layers [35], [40], which would mean that the recurrent models
would have an advantage in situations where data might be missing. Figure 5.2 shows the result of the
experiment.

5.2. Results
We can see from Figure 5.2 that when the models are not adversarially trained, the recurrent models
perform worse than the standard resnet model. This indicates that the missing information did not
receive enough contextual information to make up for the erased patches. After adversarial training,
all three models had somewhat similar responses, with the recurrent model slightly outperforming the
standard resnet model. This would show that despite being worse without adversarial training, the
recurrent model generalizes better, and is able to maintain its accuracy with stronger attacks.
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Figure 5.2: As the attack gets more intense, we see the validation accuracy start to drop for all models. Some models drop faster
than others depending on their resistance to that particular type of adversarial attack.

5.3. Conclusion
Considering our hypothesis that the model is able to increase robustness through spatio-temporal aver-
aging, the results are to be expected. Since the attack takes away considerable patches of the image,
the recurrent connections are unable to average out such a locally concentrated attack of a high mag-
nitude in comparison to the minor perturbations caused by Gaussian noise. This would mean that
recurrence does not provide any substantial advantage against attacks of this particular type and thus
the attack affects both the resnet and the recurrent model relatively similarly.



6
Additional Experiments: Rotation

6.1. Motivation
We decided to use rotations as our hypothesis was testing whether recurrent models gain robustness
through spatio-temporal averaging. Since averaging over time steps will not get rid of any effects
of rotations, we would expect to see no improvement, or some decrease in the performance of the
recurrent models. The adversarially trained models included samples that were rotated anywhere
between 0 degrees to 5 degrees, and during test time, these models were attacked with rotations
from 0 degrees to 45 degrees. This was done to test the model’s ability to generalize to an attack.
Figure 6.1 shows the transform used on a sample image.

Figure 6.1: The images show the maximum rotation allowed for the adversarial training (middle) and the adversarial attack (right)
on the target image (left).

6.2. Results
We can see from Figure 6.2 that the baseline resnet is the most robust when the models are not
adversarially trained, followed closely by the coarse to fine recurrent model. A reason for why the
coarse to finemodel is able to keep up with the resnet model for lower values of rotationmay be because
rotations affect the image more near the edges. This would mean that for lower rotation values, the
blurring in the model would cause the central regions to still be recognizable. After the models are
adversarially trained and attacked again, we see that the models all perform relatively similarly, until
finally resnet outperforms the other models for high rotations.
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Figure 6.2: We see that the adversarially trained models perform identically until the recurrent models drop for high rotations..

6.3. Conclusion
As stated before, this result is expected as spatio-temporal averaging cannot aid robustness for trans-
forms like robustness, so we can not expect any drastic improvements. For high rotations, the contex-
tual information that the layer receives could correspond to different areas in the actual image, resulting
in a drop in accuracy. However, the results are not too significant and need to be repeated or redone
differently to produce results with more definitive trends.



7
Additional Experiments: Perlin Noise

7.1. Motivation
Perlin noise was used as it is a correlated noise and cannot be averaged over to reduce the effect of the
noise [41]. This is only a property of uncorrelated noise with a zero mean. Due to this, we would expect
that the recurrent model would not be better than the resnet model. We did not perform adversarial
training for this attack as we wanted to see the effects on models that were not adversarially trained
first. Figure 7.1 shows what an image corrupted by perlin noise looks like. During training time, the
weight of the perlin noise was limited to 5% of the input image intensity, but this weight went up to 50%
of the image intensity during test time.

Figure 7.1: Example of bird affected by perlin noise. The noise is smoother than Gaussian noise as it is correlated, so the
transitions will be smoother. The noise in the image is exaggerated for visualization purposes.

7.2. Results
We can tell by looking at Figure 7.2 that the models have performed roughly equally. The recurrent
model slightly outperforms the other models, but that could also be due to the fact that the model
also had a slightly higher accuracy when there is no noise. The models have performed similarly
as the difference between the accuracy remains almost equal as well, indicating that no model had
any particular advantages during the adversarial attack. Additionally, the computational expense of
generating perlin noise in 4 dimensions (Image height, Image width, No. of channels, No. of samples)
made this experiment extremely time consuming to scale up. For further experimentation with perlin
noise, more efficient algorithms would be necessary.
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Figure 7.2: We can see as the attack intensifies, all models drop in accuracy roughly at the same rate.

7.3. Conclusion
The Figure 7.2 shows results that are not significant enough to support our hypothesis, though it shows
scope for future researchers to analyze the effects of different types of correlated noise. Further exper-
iments could include trying out perlin noise of different frequency so the resulting noise can be made
to be rougher or smoother, emulating the grainy nature of gaussian noise, or the smooth transitions of
the correlated noise used in the paper. This would further allow one to study whether the frequency of
the noise is a significant factor that influences robustness as well.
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