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Appendix A. Consent Form
Consent Form
This is a part of the graduation research study titled “ Exploring Shared Understandings of AI”. This
study is conducted by Shruthi Venkat from IDE TU Delft while working with Freedom Lab. The
co-creation session will take approximately two hours. The data from the interview will be used to
plan the co-creation session later in the project. Your participation in this study is entirely voluntary
and you can withdraw at any time.

 PLEASE TICK THE APPROPRIATE BOXES Yes No

A: GENERAL AGREEMENT – RESEARCH GOALS, PARTICIPANT TASKS, AND VOLUNTARY
PARTICIPATION

1. I have read and understood the study information dated [__/06/2023], or it has been
read to me. I have been able to ask questions about the study and my questions have been
answered to my satisfaction.

☐ ☐

2. I consent voluntarily to be a participant in this study and understand that I can refuse to
answer questions and I can withdraw from the study at any time, without having to give a
reason.

☐ ☐

3. I understand that taking part in the study involves: ☐ ☐

● An audio and video recording of the session, the recordings will be deleted once transcribed
● A survey questionnaire

5. I understand that the study will end by the end of July 2023

B: POTENTIAL RISKS OF PARTICIPATING (INCLUDING DATA PROTECTION)

6. I understand that some of these are considered sensitive data within GDPR legislation ☐ ☐

7. I understand that personal information collected about me that can identify me, will not
be shared beyond the study team.

☐ ☐

8. I understand that the (identifiable) personal data I provide will be destroyed by the end
of July 2023

☐ ☐

C: RESEARCH PUBLICATION, DISSEMINATION, AND APPLICATION

9. I understand that after the research study, the de-identified information I provide will be
used for

☐ ☐

● Graduation report and presentation
● No recognizable information will be used

D: (LONGTERM) DATA STORAGE, ACCESS, AND REUSE
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Appendix B. Interview Guide

Goal
“How can we co-create a shared 
understanding for an upcoming AI 
system”.

Research questions
- How can we help stakeholders from 
different backgrounds build a system 
and understand its implications for 
different people? 

Setup
 →  Semi-structured
 →  Questions specific to participants 

based on their background
 →  1 hour long
 →  1 on 1
 →  Online or in person
 →  Consent will be requested for voice 

recording
 →  The questions are used as as 

starting point for discussion, based 
on the responses further discussions 
will take place 

Introduction
 → Introduce myself and the project
 → Given an outline of the shared 

mobility system case study 
 → Consent form
 → Ask participants to introduce 

themselves, and in relation to the 
case

Current Understanding of the Context
 → What does shared mobility mean 

from your perspective?
 → Explain what you’re trying to achieve 

with this

Participants’ role, concerns
 → What values relating to these 

systems are important to you in 
your life? What role do you play in 
this system? Who else are the actors 
involved in the system?

 →  What are your concerns with it?
 → What are your current expectations 

of how the system will work? What 
should it achieve? What challenges 
do you foresee? 

Future possibilities and desires
 → What comes to your mind when 

you think of the future of shared 
mobility? Can you imagine what the 
system would be like?

 → Can you imagine it and envision it 
happening in the next few years?

 → Technology will play a vital role in 
enabling this system, do you foresee 
any challenges on that front?

Conclusions
 → Any questions?
 → Explain the plan for the sessions-  

group+individual activities, discuss 
current and future understandings, 
leave with some future scenario 
building

Appendix C. Sensitising Document sent before the session

As a part of my graduation project at TU Delft in collaboration with Freedom Lab, 
I am working towards building a shared understanding of digital/AI systems. The 
specific case study we are focusing on is a residential shared mobility system in 
Haarlem. The residential space accommodates about 200 homes. The focus is on 
smart interventions and shared mobility solutions to promote sustainability. The 
goal is to reduce residents’ dependence on cars. Shared cars, bikes, and scooters are 
provided as alternatives for personal vehicles. These initiatives aim to create a more 
sustainable and efficient transportation system while considering the environment 
and promoting shared resources.

This project is a collaboration between Dalpha Bright, Louwman Group, and Mobility 
Invest Group. Through the session, we would like to promote dialogue about what this 
system can look like, what the possible futures can be, and a lot more. Come prepared 
to explore,
imagine and innovate.
See you there!
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Appendix D. Session Script

Materials-
- Post its
- Pens
- Camera+tripod
- Phone with recorder
- Timekeeping device
- Whiteboard- markers

Script-
1. Introduction
Time- 15 mins

- Introduce masters project- research 
question
- The specific case study we’re looking 
at today is shared mobility in residential
spaces- the project is a collaboration 
between Dalpha Bright, Louwman
Group, and Mobility Invest Group.
- Consent form- a few pictures, voice 
recording, video
- Introduction around the room
- Recap- the shared mobility case 
is currently being worked on by the 
different
stakeholders. So this is a good moment 
to look at the decisions being made
and be critical about it and see what the 
way ahead can be. This project looks
at a particular neighborhood in 
Haarlem(schalkwijk). One of the possible
ideas is to offer a mobility contract as a 
part of the rental contract.
- Through this session we are looking at 
this system as a ‘socio technical’
system, and a intelligent/smart system. 
An intelligent system because- there
will be AI involved in lot of parts in it, 
defining what modes of transport are
available, who’s assigned what etc

- And one way to define or break 
down socio technical systems that 
FreedomLab uses is the Stack. A lot of 
you have already worked with or know of 
the Stack. I have a printout here as well, 
giving a general breakdown, you can use 
this as an inspiration to look for ideas 
when you get stuck any time during the
session.
- Now that’s out of the way, here’s a quick 
plan for the session and what we’re
going to do in the next hour and half.

2. Prototype interaction
Time- 45mins(+10 mins buffer)
Talk-
- For the first part of the session, we will 
interact with some objects. Let me set
the scene first- you are in the year 2040. 
There is a shared mobility system in
place. In multiple neighborhoods and 
residential spaces. There are some
objects on the table that are a part of the 
system. These objects are part of
the AI system.
- Through the first activity, you will play 
the role of a resident or user who’s
using the system. So you are a user that 
uses this system as a part of your
daily life.
- There are 4 objects placed on the table- 
will hand out these worksheets- there
are two questions for each object. You 
will interact with each object for about
10 mins, individually, note down your 
thoughts on the sheet and then switch
until all 4 objects are done.
- You can use the Stack to think of ideas 
if you get stuck as well.
- Questions?

Time- 10 mins
3. Break- During the break, the notes 
and discussions from the first part will 
be looked
into to see what directions to take the 
conversation in and what points to bring 
up.

4. Discussion
Time- 30 mins
Talk-
- In this part- we discuss the first activity 
and build upon it. The goal for this
part of the session arrive at key questions 
that will define the system.
- And in this part, we can let go of the 
user persona and think about it from
your specific perspectives.
- How did the interaction with the objects 
go? What do you think? What layers
of the Stack would you place the 
questions/thoughts on?

Time-10 mins
 → How did you think it went?
 → Do you think you have a different or 

better understanding of the system?
 → Did you feel like you were co-creating/

working together?
I will send a reflection document once I 
have analyzed the session.
Thank you



134 135

Appendix E. Activity sheets from the session
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Appendix F. Screenshots from Miro Board
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Appendix G. Approved Project Brief

IDE Master Graduation 
Project team, Procedural checks and personal Project brief

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 1 of 7

STUDENT DATA & MASTER PROGRAMME
Save this form according the format “IDE Master Graduation Project Brief_familyname_firstname_studentnumber_dd-mm-yyyy”.  
Complete all blue parts of the form and include the approved Project Brief in your Graduation Report as Appendix 1 !

** chair dept. / section:

** mentor dept. / section:

Chair should request the IDE 
Board of Examiners for approval 
of a non-IDE mentor, including a 
motivation letter and c.v..!

!

SUPERVISORY TEAM  **
Fill in the required data for the supervisory team members. Please check the instructions on the right !

Ensure a heterogeneous team. 
In case you wish to include two 
team members from the same 
section, please explain why.

2nd mentor Second mentor only 
applies in case the 
assignment is hosted by 
an external organisation.

!

city:

organisation:

family name

student number

street & no.

phone

email

IDE master(s):

2nd non-IDE master:

individual programme: (give date of approval)

honours programme:

specialisation / annotation:

IPD DfI SPD

!

zipcode & city

initials given name

country:

This document contains the agreements made between student and supervisory team about the student’s IDE Master 
Graduation Project. This document can also include the involvement of an external organisation, however, it does not cover any 
legal employment relationship that the student and the client (might) agree upon. Next to that, this document facilitates the 
required procedural checks. In this document:

• The student defines the team, what he/she is going to do/deliver and how that will come about. 
• SSC E&SA (Shared Service Center, Education & Student Affairs) reports on the student’s registration and study progress.
• IDE’s Board of Examiners confirms if the student is allowed to start the Graduation Project.

- -

comments  
(optional)

country

USE ADOBE ACROBAT READER TO OPEN, EDIT AND SAVE THIS DOCUMENT 
Download again and reopen in case you tried other software, such as Preview (Mac) or a webbrowser.

!

Your master programme (only select the options that apply to you):Venkat 6320

Shruthi

5234492

�

Honours Programme Master

Medisign

Tech. in Sustainable Design

Entrepeneurship

Roy Bendor HCD-DCC

Iohanna Nicenboim HCD-HICD

Arief Hühn  

Freedom Lab

Amsterdam Netherlands
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Procedural Checks - IDE Master Graduation

Title of Project

Initials & Name Student number

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 2 of 7

APPROVAL PROJECT BRIEF
To be filled in by the chair of the supervisory team.

chair date signature

CHECK STUDY PROGRESS
To be filled in by the SSC E&SA (Shared Service Center, Education & Student Affairs), after approval of the project brief by the Chair.  
The study progress will be checked for a 2nd time just before the green light meeting.

NO

List of electives obtained before the third  
semester without approval of the BoE

missing 1st year master courses are:

YES all 1st year master courses passedMaster electives no. of EC accumulated in total:
Of which, taking the conditional requirements 

into account, can be part of the exam programme

EC

EC

• Does the project fit within the (MSc)-programme of 
the student (taking into account, if described, the 
activities done next to the obligatory MSc specific 
courses)? 

• Is the level of the project challenging enough for a 
MSc IDE graduating student? 

• Is the project expected to be doable within 100 
working days/20 weeks ? 

• Does the composition of the supervisory team 
comply with the regulations and fit the assignment ?

FORMAL APPROVAL GRADUATION PROJECT
To be filled in by the Board of Examiners of IDE TU Delft. Please check the supervisory team and study the parts of the brief marked **.  
Next, please assess, (dis)approve and sign this Project Brief, by using the criteria below.

comments

Content: APPROVED NOT APPROVED

Procedure: APPROVED NOT APPROVED

- -

name date signature- -

name date signature- -

Roy Bendor 07 03 2023

27

27

�

Robin den Braber 13 03 2023

�

�

Monique von Morgen 21 03 2023

Venkat                                                  6320 5234492

Exploring shared understandings of AI 

Personal Project Brief - IDE Master GraduationPersonal Project Brief - IDE Master Graduation

Title of Project

Initials & Name Student number

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 3 of 7

Please state the title of your graduation project (above) and the start date and end date (below). Keep the title compact and simple.  
Do not use abbreviations. The remainder of this document allows you to define and clarify your graduation project. 

project title

INTRODUCTION **
Please describe, the context of your project, and address the main stakeholders (interests) within this context in a concise yet 
complete manner. Who are involved, what do they value and how do they currently operate within the given context? What are the 
main opportunities and limitations you are currently aware of (cultural- and social norms, resources (time, money,...), technology, ...). 

space available for images / figures on next page

start date - - end date- -

Exploring shared understandings of AI 

20 02 2023 24 07 2023

Artificial intelligence is a big part of our everyday life. AI is used in decision-making processes both in everyday 
scenarios as well as in crucial domains. For example, AI-assisted decision-making has been considered to be better 
than human decision-making due to fewer biases and improved efficiency in dealing with large amounts of data (Kerr 
et al., 2020). At the same time, other studies have shown that AI can have harmful consequences such as perpetuating 
or even amplifying existing human biases (Aizenberg & Van Den Hoven, 2020). Furthermore, in most cases, there are 
many parties (or stakeholders) involved and affected by these AI-driven systems. For example, AI-assisted policymaking 
involves policymakers, citizens, and regulatory bodies (Dignum,2020). Importantly, stakeholders have varying levels of 
autonomy in relation to AI. Even though they may not fully comprehend how it operates or what implications it has. In 
other words, there's not one single explanation for AI that works for everyone. The decision-making of a machine 
learning model is often referred to as a ‘black box’ because of how hard it is to know what’s going on in the system.  
 
Explainable AI (XAI) has been an attempt to enable human users to understand, manage and therefore trust AI 
decisions (Turek, 2020). From a policy standpoint, the 'Right to Explanation' has been added to the GDPR in an attempt 
to improve clarity and inclusiveness. However, having this right is just the first step in making this technology legible to 
the variety of people affected by it.  As one of the approaches for my project, I am looking at shared understandings 
which suggests a more situated and relational approach (Nicenboim, 2022). I believe that this approach is especially 
relevant because it goes beyond explaining what AI does and doesn’t but the effects of the system on daily life. It is 
important to consider the multi-stakeholders and their varied entanglements with the AI systems.  The goal would be 
to design for the possibility of multiple understandings based on the user’s background, technical knowledge, and 
expertise.  
 
As a part of the graduation project, I will be collaborating with Freedom Lab, which is a think tank that helps public 
and private companies navigate future scenarios through transdisciplinary research and speculative methods.  
Freedom Lab is currently using a model based on Bratton’s notion of “the Stack”  (The Stack, 2022) as a tool to 
understand the anatomy of interrelated components of complex digital systems. The tool was developed by the client 
and has been used in sessions with Dutch Ministries and other such organizations to explain digitization in general. As 
a part of my assignment, I will assess the potential of using this tool for explainable AI. 

Venkat                                                  6320 5234492

Exploring shared understandings of AI 
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Personal Project Brief - IDE Master GraduationPersonal Project Brief - IDE Master Graduation

Title of Project

Initials & Name Student number

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 4 of 7

introduction (continued): space for images

image / figure 2:

image / figure 1: The three stages of the project 
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Personal Project Brief - IDE Master GraduationPersonal Project Brief - IDE Master Graduation

Title of Project

Initials & Name Student number

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 5 of 7

PROBLEM DEFINITION  **
Limit and define the scope and solution space of your project to one that is manageable within one Master Graduation Project of 30 
EC (= 20 full time weeks or 100 working days) and clearly indicate what issue(s) should be addressed in this project.

ASSIGNMENT **
State in 2 or 3 sentences what you are going to research, design, create and / or generate, that will solve (part of) the issue(s) pointed 
out in “problem definition”. Then illustrate this assignment by indicating what kind of solution you expect and / or aim to deliver, for 
instance: a product, a product-service combination, a strategy illustrated through product or product-service combination ideas, ... . In 
case of a Specialisation and/or Annotation, make sure the assignment reflects this/these.

The explainability of AI depends on situated factors, so my goal is to create a process through which shared meanings 
of AI can emerge among different stakeholders. I will take Freedom lab’s current version of the stack as my starting 
point, and find ways to adapt it to explore some of the gaps in Explainable AI. Because some of the consequences of AI 
involve a high degree of uncertainty and take place in the future, I will make use of design fictions and speculations to 
engage with stakeholders to develop shared understandings of the AI system.  
 
My ultimate goal is to use artifacts to connect stakeholders with the technology and build narratives relating to what 
stakeholders already know. This can help speculate and reflect on possible opportunities for the field of XAI in the 
future.  

The goal is to design for the possibility of multiple understandings of artificial intelligence based on the user’s 
background, technical knowledge, and expertise. The project will explore this through speculative scenario building and 
participatory approaches. 

My project will take place in three stages . First, I will review the existing literature on explainable AI, its limitations, and 
opportunities. I will also analyze and critically look at Freedom Lab’s version of the stack from a design perspective. 
Second, I will use the stack as a starting point to build a tool to express some of the chosen gaps and limitations in XAI. 
The goal will be to create future scenarios and rethink how the stack can be used as a participatory tool to explain 
certain AI systems. During the third stage, I will evaluate the future scenarios with stakeholders in context.  
 
The project will help various stakeholders understand their relation to public AI systems through Research through 
design(RtD) methods. For example, one such method I plan to use is the Open prototyping approach which has a 
framework to imagine, navigate, and shape collaborative research and co-creation projects (Hemment et al, 2020). I 
believe using speculative methods within an RtD process is an appropriate approach to this challenge because it will 
open up the context of the future through prototypes and other such artifacts. It gives me the freedom to experiment 
and find interactive ways to explain complex systems. The current version of the Stack used by Freedom Lab is a tool 
to help clients break down complex digital systems. Through this project, I will find ways to adapt this tool into a 
participatory session that can be used with AI-based systems as well. It will help Freedom Lab’s attempt to make the 
Stack workshops more interactive and hands-on.  

Venkat                                                  6320 5234492

Exploring shared understandings of AI 
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Personal Project Brief - IDE Master GraduationPersonal Project Brief - IDE Master Graduation

Title of Project

Initials & Name Student number

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 6 of 7

PLANNING AND APPROACH **
Include a Gantt Chart (replace the example below - more examples can be found in Manual 2) that shows the different phases of your 
project, deliverables you have in mind, meetings, and how you plan to spend your time. Please note that all activities should fit within 
the given net time of 30 EC = 20 full time weeks or 100 working days, and your planning should include a kick-off meeting, mid-term 
meeting, green light meeting and graduation ceremony. Illustrate your Gantt Chart by, for instance, explaining your approach, and 
please indicate periods of part-time activities and/or periods of not spending time on your graduation project, if any, for instance 
because of holidays or parallel activities. 

start date - - end date- -20 2 2023 24 7 2023

Phase 1 
- Literature study of what explainability of AI means, the different approaches to it, values relating to explainability of AI 
- Create a list of gaps that can be addressed through design within XAI. 
- Understanding Freedom lab’s version of the Stack  
- Conducting sessions with colleagues at Freedom Lab to gain insights into the tool and how it is used. 
 
Phases 2 & 3 
In this phase, I will follow an iterative design and testing process with two moments to evaluate the process and 
outcomes.  
- Define 3-4 future scenarios with AI systems and stakeholders 
- Creating tangible artifacts for the scenarios based on Phase 1’s insights.  
- Prototyping to arrive at designs 
 
 
Phase 4 
- Testing in participatory sessions with stakeholders 
- Evaluating concepts and sessions  
- Looking into further steps ahead 
- Project compilation 

Venkat                                                  6320 5234492
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Personal Project Brief - IDE Master Graduation

Title of Project

Initials & Name Student number

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 7 of 7

MOTIVATION AND PERSONAL AMBITIONS
Explain why you set up this project, what competences you want to prove and learn. For example: acquired competences from your 
MSc programme, the elective semester, extra-curricular activities (etc.) and point out the competences you have yet developed. 
Optionally, describe which personal learning ambitions you explicitly want to address in this project, on top of the learning objectives 
of the Graduation Project, such as: in depth knowledge a on specific subject, broadening your competences or experimenting with a 
specific tool and/or methodology, ... . Stick to no more than five ambitions.

FINAL COMMENTS
In case your project brief needs final comments, please add any information you think is relevant. 

The influence of AI and technology in our daily lives is growing. I believe it is still a good time to question how this is 
going to impact us and what people that aren't designers, researchers, or developers can do about it. During my MSc, I 
have been focusing on interaction with technology in current and future scenarios. I have explored this from a variety 
of perspectives, including advanced machine learning, researching more than human conversation starters, and 
working at Next Nature. With this project, I will be able to apply the skills I have learned through all these experiences, 
but in a new context. 
 
With this project- 
- I want to explore this new space of public interaction with AI 
- I want to experiment with speculation and research through design, specifically in a participatory/co-creative setting. 
- I want to define an inclusive approach to understanding the everyday usage of AI  
- I would like to use tangibility and experience to understand complex concepts. 
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