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Argumentation of choice 
of the studio 

I want to explore the possibility of using deep learning 
frameworks to enable designers/engineers to go beyond 
what is achievable using traditional workflows. 

 

Graduation project  
Title of the graduation 
project 
 

Deep reinforcement learning for performance-based 
design. 

Goal  
Location: Not applicable 

The posed problem,  The complexity of design requirements 
is becoming ever greater: climate 
concerns, housing shortages and 
ongoing debate about the function of 
public space are just a few examples. 
Engineers and designers are at risk of 
becoming underequipped for dealing 
with these issues in meaningful way. 

research questions and  How can deep reinforcement learning 
(DRL) agents be used to assist 
designers in resolving performance-
based design criteria? 

design assignment in which these result.  To develop a tool which can assist 
designers by enabling collaboration with 
DRL agents in an intuitive way.  
Within the context of this thesis, the 
framework will be applied to the 
challenge of floorplan generation. 
Additionally, the tool may be used in a 
simple design exercise to highlight it’s 
potential, and analytically compare the 
result to more typical designs (Swiss 
Dwelling Dataset/RPlan) 

 



Process  
Method description   
 
Based on literature research a framework will be proposed. This framework will then 
be developed and experimented upon to determine whether it satisfies the condition 
of being able to assist designers. These experiments will consist of simulations, data 
analysis and a case study. 
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Reflection 
1. The graduation project attempts to implement a novel design informatics 

technique to facilitate integrated design. Integrated design is one of the key 
values of the building technology track. Additionally, the use of Deep 
Reinforcement Learning is fitting for the studio Deep generative design. 

2. A well implemented design assistant based on deep reinforcement learning could 
be useful for a wide range of problems ranging from engineering to medicine. 
This could be used even in areas with significant data scarcity given that an 
objective evaluation of performance is available. 

  
 


